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introduction
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IN EARLY 2011, The Wall Street Journal published an excerpt from a book called Battle Hymn of the Tiger Mother, a treatise on the superiority of “Chinese mothers” over “Western mothers,” written by Yale law professor Amy Chua. The book excerpt was clearly intended to court controversy, but the exact way that that controversy played out illustrated well the new ways we communicate.

Within hours, it seemed, the article had exploded in op-eds, blogs, and follow-up stories from The New Yorker to NPR to Newsweek to angryasianman.com, with reactions ranging from enraged to regretful to cheering. The author’s eldest daughter defended her mother in an effusive testimonial in the New York Post. I just Googled “Amy Chua” and 544,000 results came up. Most amazing  of all, perhaps, was the response of readers—not the content, but the quantity. At the present moment, fully 6,901 comments have piled up on the website beneath the excerpt. And of course, as all this unfolded, the hardcover edition of Tiger Mother climbed to #4 on Amazon. The book had only been available for a week.

For all the hoopla, however, we may be certain that in a few more days, attention will shift elsewhere to other affairs. That’s the pace of news in the digital era. The ups and downs of current events run steeper and faster, as if a roller coaster were squeezed into a smaller space. Ballyhooed controversies happened before the Web came along, but they didn’t arise, expand, and deflate so quickly and voluminously, and with so many participants in the process. In the days of print-only, the excerpt would have taken days or weeks to circulate to other journalists, and reader responses would have amounted to several dozen letters to the editor, three of them selected for publication in a later edition. By comparison, today’s communication travels at light speed, and any edgy, comic, or otherwise quirky story or video can “go viral.” Everybody can weigh in and say almost anything they want.

What does it mean? How are we to understand the change—or, perhaps more important, what is it that we are supposed to understand? What stands out in this case is that sublime number on the comments ledger: 6,901. It signifies the provocative nature of the excerpt and a watchful, interactive audience. The process sounds unequivocally positive, especially given the conditions the The Wall Street Journal sets for comments. “Community Rules” disallow anonymity, and “You must demonstrate appropriate respect” (no vulgarity). Violators are banned. As a result, comments there are thoughtful and critical.

Still, one has to wonder about the purpose of so many people writing so many things about a 2,500-word newspaper piece. It’s a new phenomenon, unique to the Digital Age, and it calls for examination. Some of the contributors to this volume would maintain  that this is democracy in action, meritoriously so. That ordinary people have the chance to speak back and have their opinions published at one of the nation’s leading newspapers can only enhance civic life. Others, however, question what Journal readers think when they encounter 4,383 comments to a news story and believe that post #4,384 really matters. Is this democratic participation or fruitless vanity?

The writings in this anthology address that and many other questions. They present a range of judgments about the Digital Age and digital tools and behaviors that have enveloped our waking hours. Indeed, whenever people consider the marvelous and unprecedented ways that the Digital Age has transformed our lives, they should keep that curious fact in mind. However sweeping and abrupt the changes are, most individuals have absorbed them with dispatch. The flood of digital tools was and is mighty and abrupt, but adults and youths generally behave as if it has always been thus. Calmly and expertly, they wield devices and form habits that were inconceivable only ten or twenty years ago.

And it has happened so quickly. Cell phones, e-mail, the Web, YouTube, and the rest have speeded up communications, shopping, photographing, and studying, and they have also quickened the conversion of each new and desirable invention into a regular part of life. At a clip that would stun a pre-1980 person, novelties promptly become customs. One or another of them may mark a fabulous breakthrough, but they don’t stand out for long as striking advances in the march of technology. Soon enough they settle into one more utility, one more tool or practice in the mundane course of job and leisure. How many decades passed between the invention of the telephone and its daily use by 90 percent of the population? Today, the path from private creation to pandemic consumption is measured in months.

Consider the Facebook phenomenon. The network dates back to 2004, but seems to have been around forever. In six years it has  ballooned from a clubby undergraduate service at Harvard into a worldwide enterprise with more than 500 million users. It already has acquired a “biography,” chronicled in the hit film The Social Network and books The Facebook Effect: The Inside Story of the Company That Is Connecting the World and The Accidental Billionaires: The Founding of Facebook—A Tale of Sex, Money, Genius, and Betrayal. Co-founder Marc Zuckerberg garnered Time magazine’s 2010 Person of the Year award. A 2010 Harris Interactive poll of eighteen- to twenty-four-year-olds ranked Facebook #2 for brand familiarity and quality (Google came in first). In the month of April 2003, Americans spent zero minutes on Facebook. In April 2009, they logged 13,872,640,000 minutes.

Or think about the rise of texting among the young. In September 2008, Nielsen reported that thirteen- to seventeen-year-olds with a mobile device averaged 1,742 text messages per month. A few months later, Nielsen raised the total to 2,272 texts per month, and by mid-2009 teens passed the 2,500 marker. In October 2010, Nielsen set the monthly amount at 3,339. At that pace, consumer behavior signals a lot more than convenience or trendiness.

Note, too, yet another sign of mass adoption: the astounding dominance of Wikipedia, the online encyclopedia. It opened shop only ten years ago, but now contains some seventeen million entries (according to the Wikipedia entry on Wikipedia). In 2008, educator Michael Petrilli tested Wikipedia’s popularity by choosing one hundred terms from U.S. and world history (The Mayflower Compact, Anwar Sadat, etc.) and typing them into Google. A Wikipedia entry came up first for eighty-seven (!) of them, second for twelve of them, and third once. Since the top spot in any Google search attracts 42 percent of all “click-throughs” (as AOL reported in a data release a few years back), Wikipedia’s first-choice status is clear. What didn’t exist in 2000 is now the towering source in civic and historical matters.

The popularity of these sites and actions has a paradoxical side effect. They appear altogether ordinary. People use them too much  to register for very long their wondrous arrival. The content of a YouTube video or a text message may amuse or assist or shock a user, but YouTube itself and texting per se do not. Digital tools have proven so efficient and compelling and helpful that it now requires a leap of imagination to recall what life was like before their advent. It takes extreme, headline-grabbing cases to provoke popular recognition of the general impact, positive and negative, of Web tools on individuals and society. When in September 2010, for instance, two Rutgers University students secretly live-streamed a classmate in a sexual act with another man, prompting him to jump to his death off the George Washington Bridge, the episode became a vehicle for scrupulous discussions of harassment and privacy in the Digital Age for weeks. During the 2009 elections in Iran when individuals in the country used Twitter and Facebook as instruments of protest, organizing dissent online, spreading news past the firewalls of the state, and displaying vivid and hideous images of police crackdown, some observers christened it the Twitter Revolution.

Such episodes, newsworthy though they are, don’t inspire balanced judgments of various benefits and pitfalls of the Web. When anonymous users turn message boards at The New York Times or Sarah Palin’s Facebook page into playgrounds of rage and resentment, or when an offbeat, bullied high school kid goes online and finds far-off voices of sympathy, it is easy to render a verdict. When the 2009 U.S. National Texting Championship goes to a fifteen-year-old Iowan who honed her craft by averaging 14,000 texts per month, one might laugh or nod in dismay. It is harder to appreciate the Digital Age in its less dramatic occasions.

Of course, skepticism about the benefits of digital technology has but a limited field of application. The miraculous advances in medicine, finance, communications, logistics, travel, and dozens of other professions and industries render the overarching question “What is the significance of digital technology—is it good or bad?” ridiculous. Only in areas in which values and norms come into play does the debate, cast in such stark terms, have any substance. The  deep assumptions and fundamental dispositions—how we think, what we expect, how we relate to others, and where we stand in the universe—are where we may usefully evaluate the Digital Age.

They are best approached through ordinary behaviors. If you walk into a coffee shop, order a latte, and sit down for an hour with the newspaper, you may find one of them right beside you. A twenty-year-old woman has a coffee in hand, too, but she’s gazing at the screen of her laptop. Nothing unusual about that, but the common appearance shouldn’t blind you to the phenomenal destiny she represents.

First of all, her activity is unknown. Everyone knows what you are doing—you can’t read the paper and do anything else. Her tool, though, allows her to do a dozen different things, including reading what you’re reading. She looks the same whether she reads a book, buys a book, or checks Facebook. This reclusiveness in public spaces is an important feature of digital conduct. It explains the frequent and annoying phenomenon of people in public handling private matters, for instance, an intimate cell phone call carried out in a doctor’s waiting room and overheard by everyone there. One shouldn’t blame the users too much for it, however (I’ve been guilty myself). The tool encourages it. Others can see and hear the user, but they don’t know what flashes on the screen or sounds through the speaker. In the middle of a crowd, the user enjoys a semi-private relationship with things beyond.

There is an ominous corollary to this mode of withdrawal. It allows her to sip her coffee, enjoy the mild music in the room, and smile at passersby, all the while viewing and committing uncivil acts online, if she so chooses. Her real appearance may be prim and genteel, but her online focus might fall on the juvenile and uncouth. Perhaps she frequents sites such as collegeabc.com, the college gossip site filled with entries such as this one relating to my home institution: “Who is the shittiest person at emory?” Or she ends a courteous exchange with a busboy by turning to Lady Gaga on  YouTube moaning, “I want your ugly, I want your disease . . .” (“Bad Romance,” with more than 335 million page views).

Nobody can tell, and that precise shelter removes one of the long-standing curbs on vicious conduct, namely, exposure. For the bare truth is that young people act well not so much from virtuous motives within as from social judgments without. The disapproving looks of others keep their lesser intentions in check. Not anymore. She can go anonymous in the virtual sphere and join the cyber-bullying, mobbing, and swearing, all the while appearing entirely decorous in the public sphere of the coffeehouse. The sites she enjoys have no gatekeepers, but that’s not all. With the screen disengaging her from the surroundings, others nearby have no gatekeeping power.

These are just a few speculations about screen experience, and none of them are decisive. Neither do they establish whether each development is a good or bad one. We are called to do so, however, to judge the significance of it all, if only because we have otherwise assimilated digital tools so readily. That is the primary purpose of this assembly of writings. The selections range across the spectrum of appraisal, supporters of digital culture contrasted with critics, their conflicts applying to social networking, evolving ways of thought and inquiry, and the classroom. Some of the writings already enjoy canonical status. Tim O’Reilly’s “What Is Web 2.0” (2005), for instance, helped solidify a fundamental recognition of the Web as a dynamic, collaborative application, not just a source of information and a desktop tool. Marc Prensky’s “Digital Natives, Digital Immigrants,” published 2001, coined terms that have had a tactical and widespread use among educators. Nicholas Carr’s Atlantic Monthly essay “Is Google Making Us Stupid?” (2008) was one of the most discussed essays of the year.

Taken together, the selections form a far-reaching body of opinion about a rushing cataclysm that has upset centuries of social and intellectual practice. We do well to retain it. One of the dangers of  the Digital Age is that technology changes so rapidly that it clouds our memory of things as they existed but a few years past. We forget the experiences of 1998 as soon as we acclimate to the tools of 2008. And if that’s true, then the outlook we adopt now, even at the cutting edge of technology, may have little bearing upon ordinary experience ten years hence.

If we let the human realities that accompanied those older tools fall into oblivion, if the arrival and actual or potential disappearance of e-mail, laptops, and so on become just a set of distant facts, then we lose a part of our humanity, a historical sense of our recent selves. We have witnessed stunning transformations of society, politics, communication, and even selfhood. New identities have emerged or been fabulously empowered—the angry citizen with a video camera handy, the hyper–social networking teenager, the blog “troll,” avatars. To understand them, to judge them well, we need steady and penetrating reminders of the changes they have wrought. The writers included here provide just that.
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digital natives, digital immigrants

Originally published in On the Horizon (October 2001).
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IT IS AMAZING to me how in all the hoopla and debate these days about the decline of education in the U.S. we ignore the most fundamental of its causes. Our students have changed radically. Today’s students are no longer the people our educational system was designed to teach.

Today’s students have not just changed incrementally from those of the past, nor simply changed their slang, clothes, body adornments, or styles, as has happened between generations previously. A really big discontinuity has taken place. One might even call it a “singularity”—an event which changes things so fundamentally  that there is absolutely no going back. This so-called “singularity” is the arrival and rapid dissemination of digital technology in the last decades of the twentieth century.

Today’s students—K through college—represent the first generations to grow up with this new technology. They have spent their entire lives surrounded by and using computers, video games, digital music players, video cams, cell phones, and all the other toys and tools of the digital age. Today’s average college grads have spent less than 5,000 hours of their lives reading, but over 10,000 hours playing video games (not to mention 20,000 hours watching TV). Computer games, e-mail, the Internet, cell phones and instant messaging are integral parts of their lives.

It is now clear that as a result of this ubiquitous environment and the sheer volume of their interaction with it, today’s students think and process information fundamentally differently from their predecessors. These differences go far further and deeper than most educators suspect or realize. “Different kinds of experiences lead to different brain structures,” says Dr. Bruce D. Perry of Baylor College of Medicine. As we shall see in the next installment, it is very likely that our students’ brains have physically changed— and are different from ours—as a result of how they grew up. But whether or not this is literally true, we can say with certainty that their thinking patterns have changed. I will get to how they have changed in a minute.

What should we call these “new” students of today? Some refer to them as the N-[for Net]-gen or D-[for digital]-gen. But the most useful designation I have found for them is Digital Natives. Our students today are all “native speakers” of the digital language of computers, video games and the Internet.

So what does that make the rest of us? Those of us who were not born into the digital world but have, at some later point in our lives, become fascinated by and adopted many or most aspects of the new technology are, and always will be compared to them, Digital Immigrants .

The importance of the distinction is this: As Digital Immigrants learn—like all immigrants, some better than others—to adapt to their environment, they always retain, to some degree, their “accent,” that is, their foot in the past. The “digital immigrant accent” can be seen in such things as turning to the Internet for information second rather than first, or in reading the manual for a program rather than assuming that the program itself will teach us to use it. Today’s older folk were “socialized” differently from their kids, and are now in the process of learning a new language. And a language learned later in life, scientists tell us, goes into a different part of the brain.

There are hundreds of examples of the Digital Immigrant accent. They include printing out your e-mail (or having your secretary print it out for you—an even “thicker” accent); needing to print out a document written on the computer in order to edit it (rather than just editing on the screen); and bringing people physically into your office to see an interesting website (rather than just sending them the URL). I’m sure you can think of one or two examples of your own without much effort. My own favorite example is the “Did you get my e-mail?” phone call. Those of us who are Digital Immigrants can, and should, laugh at ourselves and our “accent.”

But this is not just a joke. It’s very serious, because the single biggest problem facing education today is that our Digital Immigrant instructors, who speak an outdated language (that of the predigital age), are struggling to teach a population that speaks an entirely new language.

This is obvious to the Digital Natives—school often feels pretty much as if we’ve brought in a population of heavily accented, unintelligible foreigners to lecture them. They often can’t understand what the Immigrants are saying. What does “dial” a number mean, anyway?

Lest this perspective appear radical, rather than just descriptive, let me highlight some of the issues. Digital Natives are used to receiving information really fast. They like to parallel-process  and multitask. They prefer their graphics before their text rather than the opposite. They prefer random access (like hypertext). They function best when networked. They thrive on instant gratification and frequent rewards. They prefer games to “serious” work. (Does any of this sound familiar?)

But Digital Immigrants typically have very little appreciation for these new skills that the Natives have acquired and perfected through years of interaction and practice. These skills are almost totally foreign to the Immigrants, who themselves learned—and so choose to teach—slowly, step-by-step, one thing at a time, individually, and above all, seriously. “My students just don’t like they used to,” Digital Immigrant educators grouse. “I can’t get them to or to . They have no appreciation for or .” (Fill in the blanks; there are a wide variety of choices.)

Digital Immigrants don’t believe their students can learn successfully while watching TV or listening to music, because they (the Immigrants) can’t. Of course not—they didn’t practice this skill constantly for all of their formative years. Digital Immigrants think learning can’t (or shouldn’t) be fun. Why should they—they didn’t spend their formative years learning with Sesame Street.

Unfortunately for our Digital Immigrant teachers, the people sitting in their classes grew up on the “twitch speed” of video games and MTV. They are used to the instantaneity of hypertext, downloaded music, phones in their pockets, a library on their laptops, beamed messages and instant messaging. They’ve been networked most or all of their lives. They have little patience for lectures, step-by-step logic, and “tell-test” instruction.

Digital Immigrant teachers assume that learners are the same as they have always been, and that the same methods that worked for the teachers when they were students will work for their students now. But that assumption is no longer valid. Today’s learners are different. “Www.hungry.com,” said a kindergarten student recently at lunchtime. “Every time I go to school I have to power  down,” complains a high-school student. Is it that Digital Natives can’t pay attention, or that they choose not to? Often from the Natives’ point of view their Digital Immigrant instructors make their education not worth paying attention to compared to everything else they experience—and then they blame them for not paying attention!

And, more and more, they won’t take it. “I went to a highly ranked college where all the professors came from MIT,” says a former student. “But all they did was read from their textbooks. I quit.” In the giddy Internet bubble of only a short while ago—when jobs were plentiful, especially in the areas where school offered little help—this was a real possibility. But the dot-com dropouts are now returning to school. They will have to confront once again the Immigrant/Native divide, and have even more trouble given their recent experiences. And that will make it even harder to teach them—and all the Digital Natives already in the system—in the traditional fashion.

So what should happen? Should the Digital Native students learn the old ways, or should their Digital Immigrant educators learn the new? Unfortunately, no matter how much the Immigrants may wish it, it is highly unlikely the Digital Natives will go backward. In the first place, it may be impossible—their brains may already be different. It also flies in the face of everything we know about cultural migration. Kids born into any new culture learn the new language easily, and forcefully resist using the old. Smart adult immigrants accept that they don’t know about their new world and take advantage of their kids to help them learn and integrate. Not-so-smart (or not-so-flexible) immigrants spend most of their time grousing about how good things were in the “old country.”

So unless we want to just forget about educating Digital Natives until they grow up and do it themselves, we had better confront this issue. And in so doing we need to reconsider both our methodology and our content.

First, our methodology. Today’s teachers have to learn to communicate in the language and style of their students. This doesn’t mean changing the meaning of what is important, or of good thinking skills. But it does mean going faster, less step-by-step, more in parallel, with more random access, among other things. Educators might ask “But how do we teach logic in this fashion?” While it’s not immediately clear, we do need to figure it out.

Second, our content. It seems to me that after the digital “singularity” there are now two kinds of content: “Legacy” content (to borrow the computer term for old systems) and “Future” content.

“Legacy” content includes reading, writing, arithmetic, logical thinking, understanding the writings and ideas of the past, etc.—all of our “traditional” curriculum. It is of course still important, but it is from a different era. Some of it (such as logical thinking) will continue to be important, but some (perhaps like Euclidean geometry) will become less so, as did Latin and Greek.

“Future” content is to a large extent, not surprisingly, digital and technological. But while it includes software, hardware, robotics, nanotechnology, genomics, etc., it also includes the ethics, politics, sociology, languages and other things that go with them. This “Future” content is extremely interesting to today’s students. But how many Digital Immigrants are prepared to teach it? Someone once suggested to me that kids should only be allowed to use computers in school that they have built themselves. It’s a brilliant idea that is very doable from the point of view of the students’ capabilities. But who could teach it?

As educators, we need to be thinking about how to teach both Legacy and Future content in the language of the Digital Natives. The first involves a major translation and change of methodology; the second involves all that PLUS new content and thinking. It’s not actually clear to me which is harder—“learning new stuff” or “learning new ways to do old stuff.” I suspect it’s the latter.

So we have to invent, but not necessarily from scratch. Adapting  materials to the language of Digital Natives has already been done successfully. My own preference for teaching Digital Natives is to invent computer games to do the job, even for the most serious content. After all, it’s an idiom with which most of them are totally familiar.

Not long ago a group of professors showed up at my company with new computer-aided design (CAD) software they had developed for mechanical engineers. Their creation was so much better than what people were currently using that they had assumed the entire engineering world would quickly adopt it. But instead they encountered a lot of resistance, due in large part to the product’s extremely steep learning curve—the software contained hundreds of new buttons, options and approaches to master.

Their marketers, however, had a brilliant idea. Observing that the users of CAD software were almost exclusively male engineers between twenty and thirty, they said, “Why not make the learning into a video game!” So we invented and created for them a computer game in the “first person shooter” style of the consumer games Doom and Quake, called The Monkey Wrench Conspiracy. Its player becomes an intergalactic secret agent who has to save a space station from an attack by the evil Dr. Monkey Wrench. The only way to defeat him is to use the CAD software, which the learner must employ to build tools, fix weapons, and defeat booby traps. There is one hour of game time, plus thirty “tasks,” which can take from fifteen minutes to several hours. depending on one’s experience level.

Monkey Wrench has been phenomenally successful in getting young people interested in learning the software. It is widely used by engineering students around the world, with over one million copies of the game in print in several languages. But while the game was easy for my Digital Native staff to invent, creating the content turned out to be more difficult for the professors, who were used to teaching courses that started with “Lesson 1—the Interface.” We asked them instead to create a series of graded tasks into  which the skills to be learned were embedded. The professors had made five- to ten-minute movies to illustrate key concepts; we asked them to cut them to under thirty seconds. The professors insisted that the learners do all the tasks in order; we asked them to allow random access. They wanted a slow academic pace; we wanted speed and urgency (we hired a Hollywood scriptwriter to provide this). They wanted written instructions; we wanted computer movies. They wanted the traditional pedagogical language of “learning objectives,” “mastery,” etc. (e.g., “in this exercise you will learn . . .”); our goal was to completely eliminate any language that even smacked of education.

In the end the professors and their staff came through brilliantly, but because of the large mind-shift required it took them twice as long as we had expected. As they saw the approach working, though, the new “Digital Native” methodology became their model for more and more teaching—both in and out of games—and their development speed increased dramatically.

Similar rethinking needs to be applied to all subjects at all levels. Although most attempts at “edutainment” to date have essentially failed from both the education and entertainment perspectives, we can—and will, I predict—do much better.

In math, for example, the debate must no longer be about whether to use calculators and computers—they are a part of the Digital Natives’ world—but rather how to use them to instill the things that are useful to have internalized, from key skills and concepts to the multiplication tables. We should be focusing on “future math”—approximation, statistics, binary thinking.

In geography—which is all but ignored these days—there is no reason that a generation that can memorize over 100 Pokémon characters with all their characteristics, history, and evolution can’t learn the names, populations, capitals, and relationships of all the 101 nations in the world. It just depends on how it is presented.

We need to invent Digital Native methodologies for all subjects,  at all levels, using our students to guide us. The process has already begun—I know college professors inventing games for teaching subjects ranging from math to engineering to the Spanish Inquisition. We need to find ways of publicizing and spreading their successes.

A frequent objection I hear from Digital Immigrant educators is “this approach is great for facts, but it wouldn’t work for ‘my subject.’” Nonsense. This is just rationalization and lack of imagination. In my talks I now include “thought experiments” where I invite professors and teachers to suggest a subject or topic, and I attempt—on the spot—to invent a game or other Digital Native method for learning it. Classical philosophy? Create a game in which the philosophers debate and the learners have to pick out what each would say. The Holocaust? Create a simulation where students role-play the meeting at Wannsee, or one where they can experience the true horror of the camps, as opposed to the films like Schindler’s List. It’s just dumb (and lazy) of educators—not to mention ineffective—to presume that (despite their traditions) the Digital Immigrant way is the only way to teach, and that the Digital Natives’ “language” is not as capable as their own of encompassing any and every idea.

So if Digital Immigrant educators really want to reach Digital Natives—i.e., all their students—they will have to change. It’s high time for them to stop their grousing, and as the Nike motto of the Digital Native generation says, “Just do it!” They will succeed in the long run—and their successes will come that much sooner if their administrators support them.
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Different kinds of experiences lead to different brain structures.

—DR. BRUCE D. PERRY, 
Baylor College of Medicine



OUR CHILDREN TODAY are being socialized in a way that is vastly different from their parents’. The numbers are overwhelming: over 10,000 hours playing video games, over 200,000 e-mails and instant messages sent and received, over 10,000 hours talking on digital cell phones, over 20,000 hours watching TV (a high percentage fast-speed MTV), over 500,000 commercials seen—all before the kids leave college. And, maybe, at the very most, 5,000 hours of book reading. These are today’s “Digital Native” students.1

In “Digital Natives, Digital Immigrants: Part I,” I discussed how the differences between our Digital Native students and their Digital Immigrant teachers lie at the root of a great many of today’s educational problems. I suggested that Digital Natives’ brains are  likely physically different as a result of the digital input they received growing up. And I submitted that learning via digital games is one good way to reach Digital Natives in their “native language.”

Here I present evidence for why I think this is so. It comes from neurobiology, social psychology, and from studies done on children using games for learning.




>>> neuroplasticity 

Although the vast majority of today’s educators and teachers grew up with the understanding that the human brain doesn’t physically change based on stimulation it receives from the outside—especially after the age of three—it turns out that that view is, in fact, incorrect.

Based on the latest research in neurobiology, there is no longer any question that stimulation of various kinds actually changes brain structures and affects the way people think, and that these transformations go on throughout life. The brain is, to an extent not at all understood or believed to be when Baby Boomers were growing up, massively plastic. It can be, and is, constantly reorganized. (Although the popular term rewired is somewhat misleading, the overall idea is right—the brain changes and organizes itself differently based on the inputs it receives.) The old idea that we have a fixed number of brain cells that die off one by one has been replaced by research showing that our supply of brain cells is replenished constantly.2 The brain constantly reorganizes itself all our child and adult lives, a phenomenon technically known as neuroplasticity.

One of the earliest pioneers in this field of neurological research found that rats in “enriched” environments showed brain changes compared with those in “impoverished” environments after as little as two weeks. Sensory areas of their brains were thicker, other layers heavier. Changes showed consistent overall growth, leading to the conclusion that the brain maintains its plasticity for life.3

Other experiments leading to similar conclusions include the following:• Ferrets’ brains were physically rewired, with inputs from the eyes switched to where the hearing nerves went and vice versa. Their brains changed to accommodate the new inputs.4 
• Imaging experiments have shown that when blind people learn Braille, “visual” areas of their brains light up. Similarly, deaf people use their auditory cortex to read signs.5 
• Scans of brains of people who tapped their fingers in a complicated sequence that they had practiced for weeks showed a larger area of motor cortex becoming activated than when they performed sequences they hadn’t practiced.6 
• Japanese subjects were able to learn to “reprogram” their circuitry for distinguishing “ra” from “la,” a skill they “forget” soon after birth because their language doesn’t require it.7 
• Researchers found that an additional language learned later in life goes into a different place in the brain than the language or languages learned as children.8 
• Intensive reading instruction experiments with students age ten and up appeared to create lasting chemical changes in key areas of the subjects’ brains.9 
• A comparison of musicians’ versus non-players’ brains via magnetic resonance imaging showed a 5 percent greater volume in the musicians’ cerebellums, ascribed to adaptations in the brain’s structure resulting from intensive musical training and practice.10 



We are only at the very beginning of understanding and applying brain plasticity research. The goal of many who are—such as the company Scientific Learning—is “neuroscience-based education.”11




>>> malleability 

Social psychology also provides strong evidence that one’s thinking patterns change depending on one’s experiences. Until very recently Western philosophers and psychologists took it for granted that the same basic processes underlie all human thought. While cultural differences might dictate what people think about, the strategies and processes of thought, which include logical reasoning and a desire to understand situations and events in linear terms of cause and effect, were assumed to be the same for everyone. However, this, too, appears to be wrong.

Research by social psychologists 12 shows that people who grow up in different cultures do not just think about different things; they actually think differently. The environment and culture in which people are raised affects and even determines many of their thought processes.

“We used to think that everybody uses categories in the same way, that logic plays the same kind of role for everyone in the understanding of everyday life, that memory, perception, rule application and so on are the same,” says one. “But we’re now arguing that cognitive processes themselves are just far more malleable than mainstream psychology assumed.”13

We now know that brains that undergo different developmental experiences develop differently, and that people who undergo different inputs from the culture that surrounds them think differently. And while we haven’t yet directly observed Digital Natives’ brains to see whether they are physically different (such as musicians’ appear to be), the indirect evidence for this is extremely strong.

However, brains and thinking patterns do not just change overnight. A key finding of brain plasticity research is that brains do not reorganize casually, easily, or arbitrarily. “Brain reorganization takes place only when the animal pays attention to the sensory input and to the task.”14 “It requires very hard work.”15 Biofeedback requires upwards of fifty sessions to produce results.16 Scientific Learning’s Fast ForWard program requires students to spend 100 minutes a day, five days a week, for five to ten weeks to create desired changes, because “it takes sharply focused attention to rewire a brain.”17

Several hours a day, five days a week, sharply focused attention—does that remind you of anything? Oh, yes—video games! That is exactly what kids have been doing ever since Pong arrived in 1974. They have been adjusting or programming their brains to the speed, interactivity, and other factors in the games, much as Boomers’ brains were programmed to accommodate television, and literate man’s brains were reprogrammed to deal with the invention of written language and reading (where the brain had to be retrained to deal with things in a highly linear way).18 “Reading does not just happen; it is a terrible struggle.”19 “Reading [has] a different neurology to it than the things that are built into our brain, like spoken language.”20 One of the main focuses of schools for the hundreds of years since reading became a mass phenomenon has been retraining our speech-oriented brains to be able to read. Again, the training involves several hours a day, five days a week, and sharply focused attention.

Of course, just when we’d figured out (more or less) how to retrain brains for reading, they were retrained again by television. And now things have changed yet again, and our children are furiously retraining their brains in even newer ways, many of which are antithetical to our older ways of thinking.

Children raised with the computer “think differently from the rest of us. They develop hypertext minds. They leap around. It’s as though their cognitive structures were parallel, not sequential.”21  “Linear thought processes that dominate educational systems now can actually retard learning for brains developed through game and Web-surfing processes on the computer.”22

Some have surmised that teenagers use different parts of their brain and think in different ways than adults when at the computer. 23 We now know that it goes even further—their brains are almost certainly physiologically different. But these differences, most observers agree, are less a matter of kind than a difference of degree. For example, as a result of repeated experiences, particular brain areas are larger and more highly developed, and others are less so.

For example, thinking skills enhanced by repeated exposure to computer games and other digital media include reading visual images as representations of three-dimensional space (representational competence), multidimensional visual-spatial skills, mental maps, “mental paper folding” (i.e., picturing the results of various origami-like folds in your mind without actually doing them), “inductive discovery” (i.e., making observations, formulating hypotheses and figuring out the rules governing the behavior of a dynamic representation), “attentional deployment” (such as monitoring multiple locations simultaneously), and responding faster to expected and unexpected stimuli.24

While these individual cognitive skills may not be new, the particular combination and intensity are. We now have a new generation with a very different blend of cognitive skills than its predecessors—the Digital Natives.




>>> what about attention spans? 

We hear teachers complain so often about the Digital Natives’ attention spans that the phrase “the attention span of a gnat” has become a cliché. But is it really true?

“Sure they have short attention spans—for the old ways of learning,” says a professor.25 Their attention spans are not short for games, for example, or for anything else that actually interests them. As a result of their experiences Digital Natives crave interactivity— an immediate response to their each and every action. Traditional schooling provides very little of this compared to the rest of their world (one study showed that students in class get to ask a question every ten hours).26 So it generally isn’t that Digital Natives can’t pay attention, it’s that they choose not to.

Research done for Sesame Street reveals that children do not actually watch television continuously, but “in bursts.” They tune in just enough to get the gist and be sure it makes sense. In one key experiment, half the children were shown the program in a room filled with toys. As expected, the group with toys was distracted and watched the show only about 47 percent of the time as opposed to 87 percent in the group without toys. But when the children were tested for how much of the show they remembered and understood, the scores were exactly the same. “We were led to the conclusion that the five-year-olds in the toys group were attending quite strategically, distributing their attention between toy play and viewing so that they looked at what was for them the most informative part of the program. The strategy was so effective that the children could gain no more from increased attention.”27




>>> what have we lost? 

Still, we often hear from teachers about increasing problems their students have with reading and thinking. What about this? Has anything been lost in the Digital Natives’ “reprogramming” process?

One key area that appears to have been affected is reflection. Reflection is what enables us, according to many theorists, to generalize, as we create “mental models” from our experience. It is, in many ways, the process of “learning from experience.” In our twitch-speed world, there is less and less time and opportunity for reflection, and this development concerns many people. One of the most interesting challenges and opportunities in teaching Digital Natives is to figure out and invent ways to include reflection and critical thinking in the learning (either built into the instruction or through a process of instructor-led debriefing) but still do it in the Digital Native language. We can and must do more in this area.

Digital Natives accustomed to the twitch-speed, multitasking, random-access, graphics-first, active, connected, fun, fantasy, quick-payoff world of their video games, MTV, and the Internet are bored by most of today’s education, well meaning as it may be. But worse, the many skills that new technologies have actually enhanced (e.g., parallel processing, graphics awareness, and random access)—which have profound implications for their learning—are almost totally ignored by educators.

The cognitive differences of the Digital Natives cry out for new approaches to education with a better “fit.” And, interestingly enough, it turns out that one of the few structures capable of meeting the Digital Natives’ changing learning needs and requirements is the very video and computer games they so enjoy. This is why “Digital Game–Based Learning” is beginning to emerge and thrive.




>>> but does it work? 

Of course, many criticize today’s learning games, and there is much to criticize. But if some of these games don’t produce learning it is not because they are games, or because the concept of “game-based learning” is faulty. It’s because those particular games are badly designed. There is a great deal of evidence that children’s learning  games that are well designed do produce learning, and lots of it—by and while engaging kids.

While some educators refer to games as “sugarcoating,” giving that a strongly negative connotation—and often a sneer—it is a big help to the Digital Natives. After all, this is a medium they are very familiar with and really enjoy.

Elementary school, when you strip out the recesses and the lunch and the in-between times, actually consists of about three hours of instruction time in a typical nine-to-three day.28 So assuming, for example, that learning games were only 50 percent educational, if you could get kids to play them for six hours over a weekend, you’d effectively add a day a week to their schooling! Six hours is far less than a Digital Native would typically spend over a weekend watching TV and playing video games. The trick, though, is to make the learning games compelling enough to actually be used in their place. They must be real games, not just drills with eye candy, combined creatively with real content.

The numbers back this up. The Lightspan Partnership, which created PlayStation games for curricular reinforcement, conducted studies in over 400 individual school districts and a “meta-analysis” as well. Their findings were increases in vocabulary and language arts of 24 and 25 percent respectively over the control groups, while the math problem solving and math procedures and algorithms scores were 51 and 30 percent higher.29

Click Health, which makes games to help kids self-manage their health issues, did clinical trials funded by the National Institutes of Health. They found, in the case of diabetes, that kids playing their games (as compared to a control group playing a pinball game) showed measurable gains in self-efficacy, communication with parents and diabetes self-care. And more important, urgent doctor visits for diabetes-related problems declined 77 percent in the treatment group.30

Scientific Learning’s Fast ForWard game-based program for retraining kids with reading problems conducted National Field  Trials using 60 independent professionals at 35 sites across the U.S. and Canada. Using standardized tests, each of the 35 sites reported conclusive validation of the program’s effectiveness, with 90 percent of the children achieving significant gains in one or more tested areas.31

Again and again it’s the same simple story. Practice—time spent on learning—works. Kids don’t like to practice. Games capture their attention and make it happen. And of course they must be practicing the right things, so design is important.

The U.S. military, which has a quarter of a million eighteen-year-olds to educate every year, is a big believer in learning games as a way to reach their Digital Natives. They know their volunteers expect this: “If we don’t do things that way, they’re not going to want to be in our environment.”32

What’s more, they’ve observed it working operationally in the field. “We’ve seen it time and time again in flying airplanes, in our mission simulators.” Practical-minded Department of Defense trainers are perplexed by educators who say, “We don’t know that educational technology works—we need to do some more studies.” “We KNOW the technology works,” they retort. “We just want to get on with using it.”33

 

 

 

SO, TODAY’S NEUROBIOLOGISTS and social psychologists agree that brains can and do change with new input. And today’s educators with the most crucial learning missions—teaching the handicapped and the military—are already using custom-designed computer and video games as an effective way of reaching Digital Natives. But the bulk of today’s tradition-bound educational establishment seems in no hurry to follow their lead.

Yet these educators know something is wrong, because they are not reaching their Digital Native students as well as they reached students in the past. So they face an important choice.

On the one hand, they can choose to ignore their eyes, ears, and intuition, pretend the Digital Native/Digital Immigrant issue does not exist, and continue to use their suddenly much less effective traditional methods until they retire and the Digital Natives take over.

Or they can choose instead to accept the fact that they have become Immigrants into a new Digital world, and to look to their own creativity, their Digital Native students, their sympathetic administrators and other sources to help them communicate their still-valuable knowledge and wisdom in that world’s new language.

The route they ultimately choose—and the education of their Digital Native students—depends very much on us.




notes

1   These numbers are intended purely as “order of magnitude” approximations; they obviously vary widely for individuals. They were arrived at in the following ways (note: I am very interested in any additional data anyone has on this):Video Games: Average play time: 1.5 hours/day (Source: “Interactive Videogames,” Mediascope, June 1996). It is likely to be higher five years later, so 1.8 ×365 ×15 years = 9,855 hours.

E-mails and Instant Messages: Average 40 per day ×365 ×15 years = 219, 000. This is not unrealistic even for preteens—in just one instant-messaging connection there may be over 100 exchanges per day—and most people do multiple connections.

TV: “Television in the Home, 1998: Third Annual Survey of Parents and Children, Annenberg Policy Center” (June 22, 1998) gives the number of TV hours watched per day as 2.55. M. Chen, in the Smart Parents’ Guide to Kids’ TV, (1994), gives the number as 4 hours/day. Taking the average, 3.3 hrs/day ×365 days ×18 years = 21,681.

Commercials: There are roughly 18 30-second commercials during a TV hour. 18 commercials/hour ×3.3 hours/ day ×365 days ×20 years (infants love commercials) = 433,620.

Reading: Eric Leuliette, a voracious (and meticulous) reader who has listed online every book he has ever read (www.csr.utexas.edu/personal/leuliette/fw_table_home.html), read about 1,300 books through college. If we take 1,300 books ×200 pages per book ×400 words per page, we get 104,000,000 words. Read at 400 words/minute, that gives 260,000 minutes, or 4,333 hours. This represents a little over 3 hours/book. Although others may read more slowly, most have read far fewer books than Leuliette.
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