
[image: cover]


 

 

 

 

 

 

Copyright © 2011 by the University of Texas Press

All rights reserved

Printed in the United States of America

First edition, 2011

Requests for permission to reproduce material from this work should be sent to:

  Permissions

  University of Texas Press

  P.O. Box 7819

  Austin, TX 78713-7819

  www.utexas.edu/utpress/about/bpermission.html

[image: images] The paper used in this book meets the minimum requirements of ANSI/NISO Z39.48-1992 (R1997) (Permanence of Paper).

Library of Congress Cataloging-in-Publication Data

Chibnik, Michael

Anthropology, economics, and choice / Michael Chibnik.

p.     cm.

Includes bibliographical references and index.

ISBN 978-0-292-72676-5 (cloth : alk. paper)—

ISBN 978-0-292-72902-5 (pbk. : alk. paper)—

ISBN 978-0-292-73535-4 (e-book)

ISBN 978-0-292-74245-1 (individual e-book)

1. Economic anthropology—Case studies.   1. Title.

GN448.C47   2011

306.3—dc23                 2011019003



Anthropology, Economics, and Choice

MICHAEL CHIBNIK

[image: images]


Contents

Cover

Copyright

Preface

Acknowledgments

Introduction

1. How Important Is Decision Making?

2. Choices between Paid and Unpaid Work

3. Risk, Uncertainty, and Decision Making

4. Experimental Games and Choices about Cooperation

5. Who Makes Household Economic Decisions?

6. Is There a Tragedy of the Commons?

Conclusion

Notes

References

Index


Preface

During 2008–2009 the world’s economy was mired in a terrible recession. As nations struggled with rising unemployment, failing businesses, massive deficits, and plummeting stock prices, their angry residents wondered what had caused these problems and how they might be resolved. Economists were often in the news during this time. Some commentators blamed economists for promoting policies that led up to the crisis; others looked to them for predictions about what might happen next. Prominent economists wrote books and columns analyzing the recession and proposing paths to recovery.

When most economists offer explanations of events such as the global recession of 2008–2009, they are guided by their discipline’s ideas about how individuals and groups allocate scarce resources. Many are influenced by rational choice theory, which assumes that such decisions are made by well-informed, intelligent people who consciously or subconsciously weigh the risks, costs, and benefits of alternative actions. Yet we all know that decision makers are often muddled about what they want, confused about the possible costs and benefits of different choices, and uncertain about what the future might bring.

Economic anthropology is a small subfield of a discipline that is much less influential than mainstream economics. Nonetheless, the heterodox views of economic anthropologists present an important, iconoclastic challenge to conventional ways of looking at choice. These scholars think that theories based on rational choice rely too much on elaborate mathematical models that make dubious assumptions about a limited set of variables and pay too little attention to the context and complexities of real-world decisions. Most economic anthropologists analyzing decision making emphasize how historical changes, cultural norms, and socioeconomic institutions constrain the choices possible for different groups of people at particular times and places.

The heart of this book consists of a comparison of the ways that different social sciences—particularly economics and anthropology—have looked at five important issues in the analysis of economic decision making: choices between paid and unpaid work; ways people deal with risk and uncertainty; how individuals decide whether to cooperate with one another; the extent to which households can be regarded as decision making units; and the celebrated “tragedy of the commons.” These issues involve basic questions in the social sciences such as the distinction between “use value” and “exchange value,” the extent to which human beings are altruistic, the ways in which societies attempt to limit the untrammeled pursuit of self-interest, the nature of “rationality,” and the degree to which “economics” and “culture” can be analytically separated.

In recent years, economists have become increasingly confident that their methods can aid both in the understanding of such general questions and in the solving of down-to-earth practical problems. Although I do not share the economists’ confidence in the usefulness of their theories, I make no claims to have provided definitive answers to any of the questions that I raise in this book. My goal is to provide accessible explanations, as jargon-free as possible, of the ways that different groups of scholars have thought about some fundamental, intriguing questions about decision making. I have included numerous ethnographic examples of decision making from my own research. I do so because I think that the pluses and minuses of abstract theories can most easily be understood and assessed by looking carefully at their applicability (or lack of applicability) to real-world examples.

I have been an economic anthropologist for almost four decades. It would be natural to assume that my research methods incorporate techniques drawn from economics. This was certainly the case at the outset of my career when I carried out doctoral fieldwork in Belize. With a background in mathematics and a commitment to anthropology as a science, I attempted to apply models from economics to the agricultural decisions I studied. Although these models were useful, I found that they did not help my understanding of important aspects of what I observed. During subsequent research in Peru, Mexico, and United States, I became increasingly convinced of the value of ethnographic approaches to choice. I now think that anthropologists and economists see the world in very different ways. This book begins by exploring why this is so.
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Introduction

Three decades ago Gary Becker wrote a book in which he made extraordinary claims about the usefulness of economic approaches for the understanding of questions in social sciences. In a now-famous introductory essay to The Economic Approach to Human Behavior (1976), Becker succinctly states his views:


I have come to the position that the economic approach is a comprehensive one that is applicable to all human behavior, be it behavior involving money prices or imputed shadow prices, repeated or infrequent decisions, large or minor decisions, emotional or mechanical ends, rich or poor persons, men or women, adults or children, brilliant or stupid persons, patients or therapists, businessmen or politicians, teachers or students. (8)



By “the economic approach” Becker means one in which “all human behavior can be viewed as involving participants who maximize their utility from a stable set of preferences and accumulate an optimal amount of information and other inputs in a variety of markets” (14). He asserts that his approach provides a “unified framework for human behavior” that was sought by but eluded such renowned thinkers as Jeremy Bentham, Auguste Comte, and Karl Marx.

In modified form, the types of analysis advocated by Becker have become increasingly influential in the social sciences. In this book I examine the advantages and disadvantages of this “economic” approach to diverse practical problems involving decision making. I contrast this approach with “anthropological” analyses that focus on the historical changes, cultural norms, and socioeconomic institutions that constrain the choices possible for different groups of people at particular places and times. My principal argument is that the methods of economics alone are insufficient for understanding the complexities of choice.

Economic and Anthropological Approaches to Choice

Becker’s book, filled with graphs and equations, was written primarily for economists. His definition of an “economic approach” would be likely to mystify noneconomists unsure about the technical meanings of “utility,” “preferences,” “inputs,” and “markets.” Even readers familiar with the language of economics might wonder how anyone could possibly know when utility is being maximized, what it means to say that preferences are “stable,” and what exactly is an “optimal” amount of information.

In 1992 Becker won the Nobel Memorial Prize in Economic Sciences “for having extended the domain of microeconomic analysis to a wide range of human behaviour and interaction, including nonmarket behaviour.”1 As Becker hoped, economic approaches have become prominent in fields such as political science and are now also of some importance in sociology, geography, and history. Such approaches are often lumped together under the term “rational choice theory,” a reference to their assumptions about utility maximization. An enormous scholarly literature (among others, Elster 1989, Gigerenzer 2008, Parsons 2005, Schweers Cook and Levi 1990) describes rational choice theory and debates its merits. There are also numerous books aimed at general readers that popularize the basic ideas of the theory. Some of these books (for example, Becker and Becker 1997; Harford 2005, 2008; Levitt and Dubner 2005) describe insights gained from applications of rational choice theory; others (including Gladwell 2005, Groopman 2007, Lehrer 2009, Thaler and Sunstein 2008) pay more attention to the theory’s limitations. Many of the critics of economic approaches in social sciences emphasize findings from experiments in cognitive psychology that show that people often make suboptimal choices.

Rational choice theories have certain features that make them attractive to scholars advocating “scientific” approaches to social phenomena. Their focus on a restricted number of key variables can allow hypotheses to be tested in controlled situations. The mathematical elaboration of these theories provides clear statements of suggested relationships among different variables. Many ethnographically oriented anthropologists, however, are repelled by the very features that make rational choice theories appealing to many economists and political scientists and intriguing—if debatable—for many psychologists. The reliance of rational choice theories on a limited number of assumptions is diametrically opposed to an entrenched holistic anthropological tradition that stresses multiple interrelated influences on cultural practices. The underlying idea that humans everywhere have similar motivations conflicts with anthropologists’ longtime emphasis on cultural diversity. The methodological individualism typical of most applications of rational choice theory is unacceptable to both anthropologists focusing on supra-individual characteristics of groups and institutions and those whose research examines how history and political economy influence cultural practices.

The treatment of “preferences” in rational choice theory illustrates why so many anthropologists are uncomfortable with economic approaches. For economists, “preferences” refer to individual (or group) rankings of the desirability of different outcomes. For example, an individual might prefer apples to oranges or spending money on a swimming pool rather than making a charitable donation. Such preferences are ordinarily assumed to be “given,” meaning that the analyst is unconcerned about why individuals have them. Becker, as usual, takes an extreme position:


Since economists have little to contribute … to the understanding of how preferences are formed, preferences are assumed not to change substantially over time, nor to be very different between wealthy or poor persons, or even between persons in different societies and cultures. (1976b:5)



Almost any anthropologist would be appalled by Becker’s casual assumption of cultural uniformity over space and time. I would not argue that all economists share Becker’s explicit disinterest in cultural variability and change. But it is clear that most have little professional interest in cultural differences. The description and explanation of such differences, in contrast, are at the heart of most ethnographic work.

Approaches consistent with rational choice theory nonetheless have been influential within varied subfields of anthropology. Anthropologists adopting ideas from evolutionary psychology (such as Bliege Bird and Smith 2005) have argued that diverse aspects of cultural behavior are the result of humans attempting—not necessarily consciously—to maximize their genetic contributions to future generations. Ecological anthropologists studying hunter-gatherers (Winterhalder 1987 and others) use the economistic optimal foraging theory in their efforts to explain foodgetting patterns. Demographic anthropologists (such as Nag, White, and Peet 1978) have attributed increases and decreases in fertility patterns to changes in the economic value of child labor.

Rational choice theory might be expected to be especially appealing to anthropologists whose research focuses on the economy. Economic anthropologists, however, have had an uneasy relationship with mainstream economists. This discomfort can be traced in part to the areas where anthropologists have historically done fieldwork. In the first part of the twentieth century, most ethnographic research took place in settings quite different from those usually studied by economists. In many anthropologists’ research sites, goods and services were exchanged primarily via kin networks. Anthropologists working with members of tribal societies in the deserts of Africa, the islands of the Pacific, and the forests of Amazonia were understandably skeptical about the general applicability of theories designed to explain decision making in the economic institutions of states.

During the 1950s and 1960s theoretical discussions in economic anthropology were therefore dominated by what came to be called the formalist-substantivist debate. These impassioned arguments focused on the relevance of economic theories and models in societies where markets were either absent or of limited importance. The formalists (Burling 1962, Cook 1966, LeClair 1962, to name a few) argued that economic theory was directly applicable to such places. Their empirical work stressed methodological individualism, made extensive use of quantitative methods, and treated culture primarily as an unanalyzed shaper of preferences. Inspired by the writings of Karl Polanyi (1944, 1957), the substantivists (including Dalton 1961, Sahlins 1972) dismissed the relevance of western economic theory, emphasized institutions rather than individuals, and provided ethnographic descriptions of exchange systems such as reciprocity, redistribution, and markets.

By the 1980s most economic anthropologists regarded the formalist-substantivist debate as a dead end.2 Furthermore, the vast majority of anthropologists were by this time conducting research in societies where markets are important. Nonetheless, there remained a clear divide within economic anthropology between those advocating the use of formal models based on utilitarian assumptions and those emphasizing the importance of history and culture. Model-oriented economic anthropologists examined topics such as demographic influences on household labor allocation (Durrenberger 1984), the effects of risk aversion on decision making (Cancian 1979), and competition over the use of commonly held resources (McCay and Acheson 1987). Such research differed greatly from the many historical studies in the 1970s and 1980s influenced by dependency and world systems theories (for example, Mintz 1985, Roseberry 1983) that examined international trade, inequalities between the rich and poor nations, and the socioeconomic relations associated with commodity chains. Such historically and politically oriented research is today ordinarily framed in the context of globalization. Studies of consumption also have become prominent in economic anthropology (among them Howes 1996, Miller 1998, Orlove 1997, Rutz and Orlove 1989); these often incorporate ideas from cultural studies and postmodernism.

Despite this divide, even model-oriented contemporary economic anthropologists do not ordinarily uncritically accept mainstream economic theory. They often argue that such theories need to be modified to be applicable to many situations in both western and nonwestern settings. The great majority of economic anthropologists—whatever their theoretical position—distance themselves from conventional economic theory.

The Value of Ethnography

My research in Belize, Peru, Mexico, and the United States over the past several decades has focused on the work lives and economic strategies of individuals and households. In my efforts to figure out how and why people in these diverse places make decisions about their livelihoods I have read many models of human behavior consistent with rational choice theory that have been proposed by economists, anthropologists, cognitive psychologists, and evolutionary biologists. These models employ to greater or lesser degrees the economic approach advocated by Gary Becker. Although these models have sometimes helped my understanding of practical issues, I found that they were more often of little use because of their intentional lack of attention to relevant ethnography, history, and political economies. In their efforts to explain everything, they explained very little.

The case studies in this book are intended to show the practical relevance of what can seem to be arcane intellectual debates. They show that the issues examined are not abstruse theoretical conundrums of interest only to scholars; instead, they are essential to our understanding of how and why people around the world make important decisions about their livelihoods and the welfare of their families. The details in the ethnographic examples illustrate what rational choice models leave out.

Making Choices

Economic approaches to decision making have been criticized on both practical and theoretical grounds. Many scholars argue that the expected utility framework underlying such approaches is difficult to apply to real-world situations. Some go further and question the reasoning behind utilitarian explanations of cultural practices.

Expected Utility and Rational Choice

Most contemporary versions of rational choice theories are based on something called “expected utility.” This theoretical approach assumes that decision makers are able to make approximations of the expected utilities (payoffs) associated with alternative choices. The idea is that decision makers select the option that provides the greatest expected utility. Writers about expected utility (and more generally rational choice) differ as to whether they consider their theories to be prescriptive or predictive. Those taking a prescriptive approach say that while their methods tell us what decision makers should do, no claims are made that people actually make optimal choices. Those taking a predictive approach argue that much human behavior can be explained by looking at the extent to which various choices maximize decision makers’ expected utility (self-interest).

There are several obvious problems associated with attempts to apply an expected utility framework—whether prescriptive or predictive—to on-the-ground decision making. The most important of these difficulties are the following:


	Expected utility theory assumes that decision makers can assign values (utilities) to alternative outcomes of decisions. “Utility,” however, is a murky concept that is almost impossible to define and measure. Although economists often examine monetary returns to alternative choices, people’s decision making is often influenced by other goals such happiness, leisure, and risk avoidance. Some goals such as “happiness” can be difficult to measure. Even when outcomes can be quantified, there may be no obvious way to combine the different kinds of payoffs from a particular outcome into a single measure of “utility.” How can, for example, the happiness one gets from winning an athletic competition be compared to the monetary rewards from such a championship?3

	Expected utility models of decision making depend in part on decision makers’ views about the probabilities of alternative outcomes when particular choices are made. In many decision-making situations (such as the chances that a new restaurant will be successful), these probabilities are difficult or impossible to estimate. Even when such probabilities can be guessed reasonably well from past experiences (weather records) or statistical theory (state lotteries), decision makers’ estimates of the chances of possible outcomes may not be realistic.

	Estimates of expected outcomes (payoffs) from particular choices must specify what length of time is being considered. Decision makers, however, may have hazy ideas about time frames. This can cause analytic problems when the short-term and long-term consequences of a decision differ. The potential long-term consequences of a decision often differ from those in the short term. Smokers, for example, must weigh the immediate pleasures of a cigarette against their increased chances of getting lung cancer some day. Their decisions about whether to smoke depends on whether the time frame being considered is the next five minutes or the next twenty years. The “rational” decision might well be to smoke if only the next few minutes are considered and to abstain if the next two decades seem relevant.

	Expected utility models assume that there are no problems in specifying which individual or group is making a particular decision. Although such models usually assume that choices are made by an individual, they sometimes examine decisions made by groups such as families, corporations, labor unions, and political parties. In many situations, however, decision-making units are hard to isolate. Decisions that may seem to be made by individuals are often influenced by the ideas and concerns of many people.



Broader Meanings of Rationality

Many books and articles about “rationality” discuss utilitarian explanations of cultural practices that assume that people are consciously attempting to achieve measurable goals. A brief look at the polemical writings of an advocate and a critic of such explanations shows well how debates over the usefulness of the concept of “rationality” reflect fundamental disagreements about the causes of human behavior. The advocate is Tim Harford, an economist whose books (2005, 2008) aim at making the often-abstruse ideas of his discipline comprehensible for general readers. The critic is the famous anthropologist Marshall Sahlins, a longtime outspoken opponent of economic and ecological explanations of cultural patterns.

In his book The Logic of Life: The Rational Economics of an Irrational World (2008:9), Harford describes his perspective on decision making:


Rational people respond to incentives: When it becomes more costly to do something, they will tend to do it less; when it becomes easier, cheaper, or more beneficial, they will tend to do it more. In weighing their choices, they will bear in mind the overall constraints upon them; not just the costs and benefits of a particular choice, but their total budget. And they will also consider the future consequences of present choices.



Harford’s comments are deliberately consistent with the expected utility approach to decision making. Notice, however, the imprecision of words such as “cheap,” “easy,” “future,” and “beneficial.” This is in part because Harford is trying to make complicated ideas accessible for readers who may understandably lack the patience to decipher technical definitions of utility and the ability to calculate probability-based expected outcomes. But Harford’s use of ordinary language also makes it easy for him to loosely interpret diverse types of behavior as being “rational.” He is not attempting to rigorously test hypotheses.

Some years ago Sahlins wrote a book in which he harshly criticized numerous noted anthropologists for their utilitarian explanations of cultural phenomena. In Culture and Practical Reason (1976), Sahlins argues—in language less accessible than Harford’s straightforward prose—that such explanations constitute “an epistemology for elimination of culture itself as the proper anthropological object” (83). He goes on to say:


Without distinctive properties in its own right, culture has no title to analysis as a thing-in-itself. Its study degenerates into one or another commonplace naturalisms: the economism of the rationalizing individual (human nature), or the ecologism of selective advantage (external nature). (Ibid.)



Sahlins here is not explicitly criticizing expected utility approaches to rational choice. He is instead generally arguing against what he regards as reductionist explanations of cultural practices that emphasize their usefulness to either individuals or groups. Sahlins is hardly alone in making such critiques (Douglas and Wildavsky 1982, Lupton 1999, and others do as well); the influential postmodern movement in anthropology during the latter part of the twentieth century was based in part on a related rejection of attempts to make anthropology a social science seeking lawful regularities in human behavior.

Although much of this book consists of my criticisms of what I see as the limitations of economic models, I want to be clear than I am not advocating culturalist analyses. My discussions of the shortcomings of rational choice approaches to particular issues in economic anthropology are not intended to be read as rejections of utilitarian explanations of human behavior. I actually think that anthropologists should whenever possible seek such explanations. I agree more with Harford than with Sahlins.

Migration from Mexico to the United States

The problems associated with attempts to apply economic models to real-world situations can be seen by examining closely the decisions that two brothers made about migrating temporarily from Mexico to the United States. Rational choice theory provides an incomplete and in some ways inadequate framework for understanding why the brothers made different choices.

In 2003 Jorge and Oscar Morales began to think seriously about leaving their community near the city of Oaxaca in southern Mexico and migrating temporarily to California.4 The two brothers, both married and in their late twenties, were the youngest of seven children in a hard-working artisan family. Their village of a thousand people had prospered in the 1990s by selling brightly painted wood carvings to tourists and dealers in folk art. Jorge and his wife, Sandra, had three young children; Oscar’s wife, Veronica, had just given birth to their second daughter. The two brothers and their families lived in a large compound with Alberto and Alicia, the parents of Jorge and Oscar. Alberto and Alicia sold masks and jewelry that they made at Monte Alban, a nearby archaeological site.

Oscar, three years older than Jorge, was one of the most highly educated artisans in Oaxaca. He excelled in his studies, obtaining a degree in business administration from a local university. For several years Oscar earned a good living by local standards by working as an intermediary for Roger, a large-scale dealer in folk art from Arizona. Roger sent orders to Oscar for particular types of carvings. Oscar arranged with local artisans to make the pieces, which he later collected, packed, and sent to Arizona. Oscar was a decent carver and painter, but his pieces are unremarkable in a place where there are many talented artisans. He stood out instead for his business skills and reliability. Oscar was one of the most respected men in his community. By 2003 he had already served as the (unpaid) treasurer and secretary in the local government.

Although Jorge was a better-than-average student, he enjoyed his studies less than Oscar did and left school after attending prepa (the equivalent of a U. S. high school) for a few years. Jorge had little interest in marketing crafts and did not join Oscar and another brother in their work for Roger. He was, however, a talented artisan who specialized in making meticulous small carvings of animals including goats, cats, and giraffes. Sandra, a skilled painter, helped with the pieces but was limited in what she could do because of child care responsibilities.

The demand for Oaxaca wood carvings began to decline around 2000. Although sales of well-made, relatively expensive pieces remained good, fewer tourists, shop owners, and wholesalers were buying the cheaper carvings that comprised the bulk of the trade. In 2002 Roger decided to stop selling Oaxacan wood carvings and to concentrate instead on other Latin American crafts. Oscar lost his job with Roger and needed immediately to find other ways to support his family. Jorge’s income also decreased because of fewer sales of his pieces.

Like many other Mexicans their age, Jorge and Oscar knew that temporary migration to the United States could provide income that could support their families. Several of their older brothers regularly went back and forth to California, where they seemed to have little trouble finding work. Although these brothers migrated without legal documents and worried about the difficult border crossing, they had been able to make their trips without serious difficulties. If Jorge and Oscar went to California, they could stay with family members or friends already there and use these connections to find steady if low-paid employment.

The advantages and disadvantages of such migration are well known in both the United States and Mexico. The wages for unskilled work in the United States are much higher than those for even most professional jobs in Mexico. Because of this discrepancy in wages, remittances (money sent home by migrants) are one of the major sources of income in Mexico. Many migrants hope that they might be able to settle permanently in the United States and make better lives for themselves and their families. Some migrants—whether or not they see their border crossing as permanent—also regard their journeys as exciting opportunities to see another part of the world.

Most migrants, however, are reluctant to leave Mexico. Crossing the border without papers can be dangerous; even those who safely enter the United States live in constant fear of being caught by immigration officials and being jailed or deported. Perhaps the most common reason that people give for disliking migration is the loneliness of being separated from loved ones. Even in an age when telephone and Internet communication is easy and inexpensive, being away from home can be painful (Cohen 2004:7).

Oscar and Jorge reacted differently to the possibility of migrating. For Oscar this was an alternative only to be pursued as a last resort. He was devoted to his family and comfortable in his position in his community. Oscar did what was expected by authorities; living illegally in the United States would be especially uncomfortable for him. Furthermore, Oscar was friendly with many folk art dealers, academics, and tourist agents in both the United States and Mexico. These contacts, he thought, would help him find new sources of income.

Although Jorge was not enthusiastic about leaving Oaxaca, he had fewer reservations about migration than Oscar. Lacking Oscar’s education and social networks, Jorge had fewer options if he remained in Mexico. Perhaps also he was not as content as Oscar with his life in Oaxaca. Jorge had never earned as much money as Oscar. While popular, Jorge did not have the deep respect that Oscar had earned through his community service.

The decisions Oscar and Jorge made about migration were not entirely independent. Both brothers thought it best if one remained in their community to help with their elderly parents, their children, and the maintenance of the family compound. While such considerations would not prevent both brothers from migrating if economically necessary, they clearly influenced Oscar’s thinking. However, if one brother decided to migrate and send remittances back home, this would help everyone living in the compound.

In 2003 Jorge left for Los Angeles. Although he phoned his family most days, as of 2010 Jorge had not returned to visit even once because of fears about increased vigilance at the border. Jorge, who now speaks good English, works days at an insurance company and nights in a grocery store. He shares living space with an ever-changing cast of relatives. Jorge has done well economically compared to most Mexican migrants; his brothers in Los Angeles, for example, work fewer hours at less well-paid and more physically taxing jobs.

Through his connections with university professors (including me), Oscar was able to legally visit the United States several times to give wood-carving demonstrations and sell pieces. After making several such trips, Oscar obtained a ten-year tourist visa that allows him to enter the United States without problems. His trips to the United States, which ordinarily include visits with Jorge and other relatives, last only a few weeks. Oscar continues to serve in important political positions in his community.

In recent years Oscar has not done as well economically as he had hoped after losing his job with Roger. He has supported his family by making and selling wood carvings, teaching computer skills to local children, and working occasionally for visiting scholars. Wood-carving sales in Oscar’s community fell sharply between 2006 and 2008 because political problems in Oaxaca resulted in fewer tourists visiting the state. In reaction to these economic problems, Oscar founded an artisans organization that promotes the cooperative marketing of wood carvings. Although the organization has had some success and tourism in Oaxaca is rebounding, Oscar and many of his neighbors can no longer rely on wood carving as a good source of income.

There is no question that Oscar could have earned more money over the past several years if he had chosen to migrate. But he is content with his life in Mexico and almost certainly would be less happy in Los Angeles away from his family.

When Is Migration “Rational”?

The applicability of rational choice models has been questioned (Gladwell 2005, for example) for the many situations in which people make decisions without consciously and systematically weighing the costs and benefits of alternative actions. The choices Jorge, Oscar, and other Mexicans face about migration, however, involve a careful consideration of the pros and cons of leaving home. Migration is a perennial topic of conversation in Mexican communities; families may discuss for years whether particular members should migrate. Jorge and Oscar’s decision-making processes nevertheless illustrate the limitations of rational choice approaches. Although these approaches can help us understand the reasons for variations in the choices made by members of different socioeconomic groups, their intentional downplaying of ethnographic detail leads to thin, unsatisfying analyses.

The basic idea underlying rational choice models is that individuals will pursue actions that are in their self-interest. In the case of Mexican migration, this suggests that individuals who would benefit most from migration are more likely to go to the United States than those who would benefit less. While this appears to be a truism of no explanatory value, rational choice approaches have led researchers to specify the socioeconomic conditions in Mexico and the United States that lead certain groups to be more likely to migrate than others. Much research on this topic (such as Massey, Goldring, and Duran 1994) has therefore consisted of useful examinations of statistical correlations between migration rates and membership in particular demographic and economic groups. Such studies have helped us understand, for example, why most migrants from Oaxaca to the United States are young men. An examination of the migration decisions made by Jorge and Oscar shows what is left out of such analyses. Using an economic model to determine which choices were in their self-interest is difficult to do because of the slipperiness of the concept of “utility,” the unpredictable outcomes of different decisions, the differences between short-term and long-term consequences of actions, and the fuzzy nature of decision-making units.

The Uselessness of “Utility”

There are two main reasons Jorge and Oscar made different decisions about migration. First, Oscar had job skills and social connections that might be more useful in Oaxaca. Second, the brothers placed different emphases on the relative importance of the economic and personal consequences of migration for themselves and their families. A researcher focusing on rational choice might attempt to measure the differences in local job opportunities, but such an approach would be of no help in understanding the different weights that Jorge and Oscar placed on economic and psychological considerations. An advocate of rational choice could only make the meaningless observation that Oscar placed higher “utility” than Jorge on the psychological well-being of himself and his family. Although from this perspective both brothers acted “rationally,” the concept of “utility” does not aid our understanding of how their psychological make-up influenced their choices.

Unpredictable Consequences

When Jorge and Oscar discussed going to the United States, they had some idea of what their lives would be like in California. Still, they did not know what kinds of work they would find, whether they would have trouble with the border patrol, and how happy or unhappy they would be away from their community. They could make only vague guesses about what their economic and personal situations would be like over the next several years if they stayed in Mexico. Their migration decisions therefore only partly fit expected utility theory assumptions about the ability of decision makers to specify the probability of alternative outcomes to their choices.

Short Term versus Long Term

When Jorge and Oscar contemplated migration, they were unsure about a time period on which to base their decision. Migration might be short-term if large amounts of money were earned and economic conditions in Oaxaca improved. If the economic situation in Oaxaca worsened (as turned out to be the case), migrants might spend a long time—perhaps even the rest of their lives—in the United States.

Who Makes Choices?

Studies of migration ordinarily implicitly or explicitly assume that decisions are made autonomously by individuals like Jorge and Oscar. This is not always so. Jorge and Oscar, like many other potential migrants, often talked with various members of their families about the possibility of leaving. Jorge might not have left without knowing that Oscar would probably stay; Oscar might not have stayed without knowing that Jorge was leaving. The views of the wives, parents, and siblings of Jorge and Oscar also influenced their decisions.

Ethnography and Rational Choice Models

Economists, political scientists, and sociologists taking rational choice approaches to migration use statistical analyses to compare the relative importance of a small number of key variables thought to influence decisions to stay or leave. While such analyses have provided valuable information about migration patterns, they can be of limited help in understanding particular choices made by individuals. I question the extent to which Jorge’s and Oscar’s decisions can be analyzed without examining the details of their lives, local family structures, and economic and political developments in the state of Oaxaca.

Economic Theory, Rational Choice, and the Financial Crisis

The recent worldwide financial crisis has led economists to pay more attention to critiques of strict versions of rational choice theory (Cassidy 2009 and Fox 2009 provide good popular overviews). Consumers, investors, bank officials, and policy makers made decisions during the past decade that in retrospect were “irrational” in their underestimation of the possibility of disastrous outcomes. Their choices seemed inconsistent with ideas such as the rational expectations hypothesis, part of an influential theoretical framework proposed by the economists Robert Lucas (1987) and John Muth (1961). John Cassidy nicely summarizes this framework:


Lucas … [assumes] that everyone knows exactly how the economy works. People aren’t merely aware that unemployment is somehow linked to inflation, which is linked to interest rates; they all have the same (correct) mathematical model of the economy in their heads, which they use to form expectations of wages, prices, and other variables…. By invoking the rational expectation hypothesis, Lucas could simply write down some equations to describe how workers, firms, and the government behave, put a mathematical expectation operation in front of them, and derive a solution that was consistent with the decision rules of everybody in the economy. (2009:99–100)



It would be foolish to argue—as anthropologists sometimes do—that until recently almost all economists shared the worldviews of Lucas and Muth. Prominent economists like John Maynard Keynes (1937), Francis Bator (1958), and Richard Thaler (1988) have long questioned the assumption that economic decision makers with complete knowledge of the possible outcomes of alternative actions consciously calculate utilities when making choices. In subsequent chapters I discuss in detail some recent and not-so-recent critiques of this assumption. In order to give readers a feeling for the flavor of these critiques, I briefly present here three ideas offered by economists who question strict versions of rational choice theory.

The “herd mentality” (Scharfstein and Stein 1990) refers to the tendency of economic decision makers such as investors to imitate the often risky choices of others even when their own inclinations and calculations suggest that they should do otherwise. Imitation occurs not only because individuals going along with the crowd doubt their own judgment or fear being mocked for nonconformist behavior. In certain respects it makes economic sense to conform even when doing so appears to be “irrational.” When individuals go along with the crowd and things turn out badly, the blame is shared by everybody. If individuals differ from the crowd, they bear sole responsibility when things go wrong. Conservative investors working for banks or Wall Street firms during the heights of the dot-com boom of the late 1990s and the housing bubble of the past decade would have lost substantial bonuses and perhaps their jobs if they declined to follow their peers in making risky allocations of money into Silicon Valley startups and subprime derivatives.

Behavioral economics consists of attempts to apply findings from laboratory experiments to economic decision making in the outside world. Most behavioral economists (including Thaler 1988) have been strongly influenced by research carried out in the 1970s and 1980s by the psychologists Daniel Kahneman and Amos Tversky. Kahneman and Tversky demonstrated in a series of ingenious experiments (1982a) that most people in laboratory settings in western societies are unable to make the calculations required by strict versions of rational choice theory. Instead, they rely on rules of thumb and unsubstantiated beliefs that enable them to make complex decisions quickly. Researchers in behavioral finance have used the ideas of Kahneman and Tversky in their explanations of trend following, speculative bubbles, and poor corporate decision making (Cassidy 2009:198).

Scholars focusing on asymmetric information directly challenge the assumption of rational choice theory that all participants in economic transactions are well informed about the possible consequences of alternative actions. They point out that in many transactions, not all participants have equal access to relevant information. In a classic paper, George Akerlof (1970) gave the example of the market for used cars. Sellers are ordinarily more familiar than buyers with the condition of cars for sale. A buyer, knowing this, often distrusts the claims of a seller about a car’s condition and fears being saddled with a lemon. One result is to depress the price of cars that are actually in good shape. Akerlof makes the less obvious argument that another consequence would be that some sellers of good cars would take their vehicles off the market, leading to an increased proportion of lemons for sale. In the past decade, economists have used ideas about asymmetric information in their analyses of problems in the financial sector and the health care industry (Cassidy 2009:156–163).

These economists criticizing rational choice theory have cogently described the empirical difficulties associated with assumptions about omniscient, calculating decision makers. Their often sensible policy recommendations (as in Thaler and Sunstein 2008) usually involve urging institutions to adopt incentives that will lead fallible decision makers to make choices that are more likely to help both themselves and society as a whole. Although I find the work of these critics provocative and insightful, their analytic approaches nonetheless differ from those of most economic anthropologists. Like other economists, these critics rely heavily on mathematical models using only a few variables, assume that decisions are made by either individuals or groups acting as a unit, deemphasize history and ethnography, and separate “economy” and “society” in their analyses. Their examples are almost entirely confined to the decision-making situations and institutions that conventional economic theory was designed to explain. They rarely attempt to apply their ideas—some of which seem relevant—to the kinds of choices that ethnographers typically examine in their fieldwork in western and nonwestern settings alike.

Some economists are truly heterodox in the attention they pay to history and ethnography and their deemphasis of individual decision making. Many such economists are influenced by feminist or Marxist theory. These radical critics of conventional economics are a small and uninfluential minority in academic and policy circles in the United States and many other countries. The generalizations I sometimes make in this book about economists are not meant to apply to these scholars.5

Issues in the Analysis of Choice

The fundamental assumption of mainstream economics is that careful analyses of decision making help us understand human behavior in diverse situations. Because this assumption is not self-evident, the first chapter looks carefully at critiques of studies focusing on choice. Although these critiques highlight certain weaknesses of economic theory, I conclude that decision making is an important aspect of cultural adaptation and change.

The five chapters that follow examine knotty problems in the analysis of decision making. The first of these, chapter 2, considers attempts to calculate monetary values for unpaid labor and production for home consumption. Such calculations are aimed at improving our knowledge of how people make choices between such work and paid labor. Economic analyses of these decisions entail comparisons of the “utility” of paid and unpaid work. Although there are formidable theoretical and practical problems associated with such comparisons and calculations, I conclude that they are necessary for an understanding of many important choices.

Chapter 3 compares approaches taken by economists, cognitive psychologists, and anthropologists in their analyses of decision making in situations of risk and uncertainty. These scholars differ greatly in the extent to which they accept the expected utility assumption that decision makers estimate the probabilities of different outcomes to alternative choices. I argue that this assumption—a fundamental part of strict versions of rational choice theory—is almost always unrealistic. Cognitive psychologists agree, showing in laboratory experiments that participants are often unfamiliar with basic concepts of probability. While I do not dispute these findings, my critique is different from that of the psychologists. I question the extent to which the results of their experiments can be extrapolated to real-world decision making. In my view, there is no substitute for ethnographically rich descriptions of the complexities of decision making in particular risky and uncertain situations.

Chapter 4 takes a critical look at economic experiments in anthropology. In one of the stranger episodes in the history of economic anthropology, in the late 1990s and early 2000s widespread publicity and significant funding were given to experienced ethnographers running carefully designed experiments in their field sites in nonwestern settings. The purpose of these experiments was to test the cross-cultural validity of ideas from evolutionary biology and economics about decisions related to cooperation. The experimenters made the ambitious claim that their results provided important insights about the “nature of human nature.” Again, the relevance of experiments in quasi-laboratories to real-life decision making can be questioned. This chapter, more than any of the others, illustrates the dangers of making simplistic assumptions about the motivations for human behavior.

The next two chapters examine situations in which it is difficult to determine whether individuals or groups are making decisions. Chapter 5 examines definitional problems associated with the concept of “households.” Economists and anthropologists sometimes treat households as decision-making units. National censuses often provide information at the household level, implicitly assuming that this is a more or less obvious socioeconomic unit. As ethnographers have observed, in many places it is impossible to neatly delineate a group of people as a “household” that shares resources and makes choices together. I nonetheless argue that the advantages of collecting and analyzing data at the household level outweigh the disadvantages brought about by this particular simplification.

Chapter 6 discusses influential theories about what has been called “the tragedy of the commons.” According to these theories, communal resources are frequently destroyed by individuals pursuing their self-interests. Ethnographers have shown that such theories do not always accurately depict decision-making situations. In many situations there are cultural rules and social institutions that prevent the untrammeled exploitation of publicly held resources.

The conclusion summarizes the major differences in the ways anthropologists and economists study choice. I conclude that the mathematical models of economists must be complemented by more descriptive, empirical approaches that consider the context within which choices are made.


CHAPTER 1

How Important Is Decision Making?

[T]he difference between economics and sociology is very simple. Economics is all about how people make choices. Sociology is why they don’t have any choices to make.

DUESENBERRY 1960:233

A theory of how people make their economic choices is without interest and probably impossible until we have tackled the prior questions of the factors determining what choices are available to them.

WHITE 1976:36

When I went to Belize in the fall of 1971 to conduct research for my doctoral dissertation, my overall goal was simple enough. I wanted to learn how rural residents of three communities made decisions about how much time to spend over the course of a year on alternative ways of producing food and earning income. This turned out to be a difficult task, involving careful analyses of the costs, benefits, and risks associated with different ways of earning a living. For the most part, I avoided thinking too much about why these costs, benefits, and risks were what they were. Explanations, for example, for the poor road system and low price of corn seemed beyond the scope of my research. I was having enough trouble collecting basic information on the yield of different crops, the composition of households, and the techniques involved in catching fish.

While I was writing up my thesis, I sometimes questioned the value of what I was doing. Many of the so-called choices I was analyzing were greatly affected by historical, political, and macroeconomic forces that rural Belizeans could not control. Perhaps my research—while not use-less—was relatively unimportant. Maybe I should have spent more time learning about the history and political economy of Belize.

I was not alone in worrying about such issues. The question of the explanatory power of studies of decision making is related to two classic debates in social science. The first concerns the relative importance of fine-grained local studies and wider-ranging examinations of regional, national, and international economics and politics. The second is about the usefulness of methodological individualism as opposed to the analysis of cultural norms and supra-individual social institutions. I cannot pretend here to be able to resolve these debates. My goal is the more modest one of contrasting the ways in which economists and anthropologists deal with the limitations of decision-making studies.

Economists usually regard most constraints on decision making as “givens” beyond the scope of their analyses. They often, however, analyze how incentives offered by different macroeconomic policies affect the choices that people make. Economic anthropologists take several approaches to decision making. Some attempt careful formalist analyses of how people make choices in particular times and places. Others adopt the substantivist position that economic choices are limited because they are embedded in social institutions. Most emphasize how local decisions must be understood in the context of wider historical, economic, and political circumstances. Although many practicing economic anthropologists combine these approaches, they differ in which ones they emphasize.

Before contrasting the approaches of economists and anthropologists to the limitations of decision-making studies, I look at the Belize case in more detail. Pragmatic examinations of particular cases, I think, provide insights about general issues that are obscured in programmatic theoretical proclamations.

How Much Choice Did Rural Belizeans Really Have?

Much of my research for my doctoral dissertation consisted of attempts to understand decisions that rural Belizeans in the early 1970s made about how to allocate their work time between cash crops and wage labor. I began by asking people to tell me what they thought were the advantages and disadvantages of these two ways of earning income. Using what they told me as a starting point, my analyses included calculations of monetary returns per unit of time for different types of cash cropping and wage labor, estimates of the risks and uncertainties associated with various ways of earning a living, and creations of models of labor allocation that appeared to maximize cash income over the course of a year. I also described how individuals’ ability to participate in different types of income-producing activities was affected by their particular circumstances. Farmers living near a road, for example, could market cash crops more easily than those living in more remote places.

Although I was confident that my descriptions and analyses (Chibnik 1975, 1980) advanced our understanding of how and why these decisions were made, there were times when I wondered about the value of such detailed studies of choice. Did it really matter that I understood why Belizean farmer X planted more rice than corn and rarely worked in wage labor, while Belizean farmer Y planted no rice at all and instead did wage labor, grew corn, and raised citrus crops? Was it not more significant that both farmers X and Y were in a situation that no matter what they did, the returns to labor were so low their families could hope for no more than a modest standard of living?

Another way of looking at decision making by rural Belizeans in the early 1970s in the area where I did research would be to emphasize the constraints that limited their choices and affected the input/output ratios associated with different ways of making a living. Such constraints were ecological, technological, economic, and political. They included a poor road system, a low population density, a small internal market for cash crops, a complicated land tenure system, a newly instituted state Marketing Board that guaranteed prices for certain agricultural products, the increasing availability of international aid, the colony’s political relationship with Britain, local soil systems, military threats to Belize from Guatemala, the operations of foreign citrus companies, economic competition from Mennonites, the availability of agricultural advice from government officials, and the beginnings of what later became a flourishing tourist industry. Although I discussed these matters in my publications at some length, they were not the focus of my research.

My concerns about the limitations of ethnographic studies were shared by many other sociocultural anthropologists in the 1970s. During this period, scholars in diverse disciplines (for example, Gunder Frank 1969, Wallerstein 1974) were advocating political economic studies that emphasized how economic conditions in “satellites” such as Belize were affected by the activities of governments and firms in “metropoles” such as Britain and the United States. The central idea of this “dependency theory” was simple: rich countries gained their wealth and power through unequal economic relations with poor countries. Furthermore, within poor countries there were parallel exploitive relations between the rich and poor and between urban centers and rural peripheries. Dependency theory has been criticized for its neglect of the particularities of local and regional histories and its unwillingness to grant agency to the activities of those individuals and groups resisting the incursions of capitalist enterprises. Nonetheless, there can be no question that the general ideas of dependency theory help explain historical developments and economic conditions in many parts of the world.

One long-ago day I was discussing these ideas with another graduate student who was conducting research among farmers in rural France, a place not usually thought of as prime territory for theories decrying the effects of imperialism. My colleague announced that she was planning to do research on political maneuvering on agricultural issues in the French parliament. The decisions made there were the ones that really counted in the lives of the French farmers with whom she worked. I was taken aback. Why not also study the history of the French parliament, the invention of the machines used in farming, the origins of the land tenure system, and countless other topics that in some way affected the lives of the people in the rural community where she was conducting research? Surely, I thought, my colleague had to decide that certain matters were outside the scope of her project.

Despite my skepticism, my colleague had raised an issue of fundamental importance, one that has continued to preoccupy anthropologists to this day. Ethnographic fieldwork focusing on a single community has become less common than multisited research. Almost all studies that do focus on particular places now include detailed discussions of regional histories, national politics, and economic interactions between local communities and the outside world. The language in which these discussions have been framed, however, has changed over time as dependency theory has become less fashionable, giving way first to studies of resistance and later to analyses of globalization emphasizing multidirectional flows of goods and information.

As I wrote my dissertation I also considered the implications of the ongoing formalist-substantivist debate for my study of decision making. Without consciously taking sides in this contentious discussion, I had been adopting a formalist approach emphasizing how “rational” decision makers went about making choices. The substantivists argued that such an approach was fundamentally mistaken because it ignored how economic actions were often embedded in local social organization and culture. Although I was not entirely sure what “embedded” meant, the general idea was clear enough. The substantivists thought that economic choices in many societies were constrained by social customs and institutions such as kinship obligations and religious taboos. While the dependency theorists emphasized how external institutions such as states and firms limited decision making, the substantivists focused on internal sociocultural factors that prevented people from having all that much choice.

The substantivist argument seemed of limited relevance to my research in Belize. I was not working in a place with a long-standing cultural tradition and complex forms of indigenous social organization. The groups I worked with—including the Mayas—were all descendants of people who had either been brought to Belize as slaves or migrated there while the colony was under British control. The only way that the substantivist position seemed pertinent was in local patterns of marriage and residence. Arguably as a result of economic conditions under colonialism, men in two ethnic groups in the area—Creoles and Caribs (Garifuna)—often remained in their parents’ homes well into adulthood while fathering and supporting children with women living elsewhere, usually with their own relatives. Maya men and women, in contrast, married young and established their own households. These cultural differences clearly influenced economic activities. But such differences affected the local economy much less than, for example, low prices for cash crops, poor roads, and a small internal market.

What Economists Intentionally Ignore

Three academics went off on a sailboat together, a physicist, a chemist, and an economist. Unfortunately, they ran into a storm and the boat was wrecked on an uninhabited island. The only food they were able to rescue from the wreckage was a case of baked beans. As they got hungry, they began to wrestle with the problem of how to open the bean cans. The physicist said, “I’ll climb a tree and throw a can onto a rock and it’ll split open.” The others didn’t much like this idea because they thought the beans would just splatter everywhere. The chemist said, “We can soak the cans in salt water and they’ll rust through.” The others didn’t much like this idea because it would take too long. Then the economist said, “Hey—noproblem, we’ll just assume a can opener.”

CLASSIC JOKE ABOUT ECONOMISTS

In 1995 Amartya Sen was invited in to give the Frisch Memorial Lecture at the World Econometric Conference in Tokyo. Sen, who was awarded the Nobel Prize in Economics a few years later, decided to talk about “maximization and the act of choice.” As might be expected in a lecture to this audience, much of the talk was phrased in the language of mathematical models. The beginning of the lecture, however, included an accessible discussion of two examples demonstrating the limitations of rational choice analyses of decision making. I present these examples in some detail because they clearly illustrate the differences between economic approaches to choice and those in disciplines such as anthropology and sociology.

The first of Sen’s examples is a trivial matter—the selection of a chair at a garden party. Sen presents a situation in which someone is invited to a party where one chair is obviously more comfortable than the others. The guest nonetheless sits in a different chair. How, Sen asks, can such a choice be reconciled with the rational behavior assumed in conventional economic theory? Using the jargon of his discipline, Sen says that this might happen because the guest’s “preference for choice behavior may well be defined over ’comprehensive outcomes,’ including choice processes (in particular, who does the choosing) as well as the outcomes at culmination (the distribution of chairs)” (1997:747). Fortunately for noneconomists, Sen goes on to explain what he has in mind in somewhat more comprehensible language. He suggests four reasons the selection of a less-preferred chair might make sense:

(i)  Reputation and indirect effects: The person may expect to profit in the future from having the reputation of being a generally considerate person, and not a vigilant “chair-grabber.”

(ii)  Social commitment and moral imperatives: She may not think it morally “right” to grab the most comfortable chair, cutting others out, and such “moral sentiments” could be explicitly followed or only implicitly obeyed.

(iii)  Direct welfare effects: The person’s well-being may be affected directly by the process of choice (for example, by what people think of her—she may not enjoy the look she gets as she makes a dash for the great chair) …

(iv)  Conventional rule following: She may be simply following an established rule of “proper behavior” (as the ongoing norm), rather than being influenced by direct welfare effects, or even by any selfconscious ethics. (747–748)

According to Sen, the first of these explanations is most in harmony with the conventions of standard neoclassical economics. The other three explanations are based on “forces” outside of conventional economic explanations.

Sen’s other example, of more substantive weight, is the much-debated paradox among economists about why people in democracies take the time to vote (Boudon 1998, Overbye 1995). When the number of voters is large, the ballot of any one individual has little chance of affecting the outcome. From a narrow cost-benefit perspective, it appears that voters would do better by staying away from the polls. Sen points out that the act of voting may be important to a person because of the cultural significance of political participation. Perhaps because such significance is difficult to measure, it is rarely incorporated into economic models of voting.

From an anthropological perspective, Sen’s need to make these elementary points in such a rarefied setting suggests that something basic is missing from most economic analyses. Stripped of the jargon and the mathematics, Sen’s main point seems to be that culture matters in decision making. He is not the first to have noticed this. In any case, Sen’s remarks only begin to scratch the surface of the complexity of his examples. His comments ignore the historical and sociopolitical context of the choices he describes. In order for decision makers to choose chairs and pick candidates, they must be invited to garden parties and be permitted to vote. On a broader lever, such choices would be nonexistent without the historical development of the institutions of garden parties and political elections. Economists, of course, know that much is missing from their analyses. But many economists do not regard these omissions as a defect of their methods. As will be seen, they argue instead that the creation of simplified models actually improves our understanding of choice.

Microeconomics and Macroeconomics

The field of economics is conventionally divided into two subfields—microeconomics and macroeconomics. Most of the discussions in this book about the ideas and assumptions of economists focus on microeconomics because that subfield is more directly concerned with decision-making theories. Nonetheless, the typical assumptions of macro-economists about the existence and cross-cultural relevance of certain institutions of western market societies form the context within which microeconomists make their analyses of choice.

Microeconomics is usually defined as the study of individual entities such as firms or households. Most microeconomic analyses explicitly or implicitly assume market-based societies where firms are producers and households are consumers. Gregory Mankiw, for example, concisely defines microeconomics as “the study of how households and firms make decisions and how they interact in specific markets” (2005:27).

Macroeconomics examines either a national economy as a whole or large subdivisions such as government, household, or business sectors. The examples given in textbooks show how macroeconomic analyses ordinarily assume the institutions of contemporary market societies:


Macroeconomics speaks of such economic measures as total output, total income, aggregate expenditures, and the general level of prices. (McConnell and Brue 2005:9)

Today, macroeconomists examine a wide variety of areas, such as how total investment and consumption are determined, how central banks manage money and interest rates, what causes international financial crises, and why some nations grow rapidly while others stagnate. (Samuelson and Nordhaus 2005:5)

A macroeconomist might study the effects of borrowing by the federal government, the changes over time in the economy’s rate of unemployment, or alternative policies to raise growth in national living standards. (Mankiw 2005:27–28)



Economists recognize that microeconomics and macroeconomics are related. Much of the aggregate data studied by macroeconomists is the result of large numbers of decisions made by individuals, households, and firms. Nonetheless, the two subfields are regarded as distinct and are often taught in separate courses at universities.

Milton Friedman and Economists’ Use of Assumptions

Long ago the famous economist Milton Friedman wrote a book in which he presented his views about the methodology of both microeconomics and macroeconomics. Although these ideas have been derided as a “simpleton’s version of positivism” (McCloskey 1998:xi), they continue to represent the mainstream approach to theory and modeling in economics. According to Friedman (1953:7) and many philosophers of science—not all simpletons—theories and hypotheses aim at making valid and meaningful predictions about phenomena not yet observed. They are intended to abstract essential features of a complex reality. Such theories and hypotheses are intentionally unrealistic:


Truly important and significant hypotheses will be found to have “assumptions” that are wildly inaccurate descriptive representations of reality, and, in general, the more significant the theory, the more unrealistic the assumption…. The reason is simple. A hypothesis is important if it “explains” much by little, that is, if it abstracts the common and crucial elements from the mass of complex and detailed circumstances surrounding the phenomena to be explained and permits valid predictions on the basis of them alone. To be important, therefore, a hypothesis must be descriptively false in its assumptions; it takes account of, and accounts for, none of the many other attendant circumstances, since its very success shows them to be irrelevant for the phenomenon to be explained. (Friedman 1953:14–15)



Friedman therefore argues against the position that theories can be assessed by the realism of their assumptions (41). For Friedman, the only test of a theory is whether it leads to hypotheses that yield accurate predictions. This view would seem to contrast in two striking ways with past and present practices in economics. Although some economic theories are notorious for their failure to predict real-world events, their adherents often continue to espouse them. Furthermore, much of economics consists of exploring the mathematical implications of different models without much concern about how such models might be tested using empirical data. What is of relevance here, however, is Friedman’s deliberate lack of concern about realistic descriptions of choice and his implicit disdain of holistic methods, such as those prized in anthropology and history, that emphasize complex interrelationships of culture, institutions, and decisions.

The continuing dominance of Friedman’s way of thinking about economics can be seen through an examination of the introductory sections of three leading contemporary textbooks.1 Economics, Principles, Problems, and Policies (McConnell and Brue 2005) is currently the best-selling textbook in the field. Economics (Samuelson and Nordhaus 2005) is a recent incarnation of what was the standard textbook in economics for decades. Principles of Microeconomics (Mankiw 2005) is written by a Harvard professor who runs a popular blog and was chair between 2003 and 2005 of President Bush’s Council of Economic Advisers.

All three textbooks begin by emphasizing the centrality of decision making to their field:


Economics is the study of how society manages its scarce resources. In most societies, resources are allocated not by an all-powerful dictator, but through the combined actions of millions of households and firms. Economists therefore study how people make decisions: how much they work, what they buy, how much they save, and how they invest their savings … [M]aking decisions requires comparing the costs and benefits of alternative courses of actions. (Mankiw 2005:4–5)

[A]t its core, economics is the science of choice. (Samuelson and Nordhaus 2005:xviiii)

Economics assumes that human behavior reflects rational self-interest … Self-interested behavior is simply behavior that enables a person to achieve personal satisfaction, however it may be derived. (McConnell and Brue 2005:4)



Mankiw as well as McConnell and Brue early on make statements about assumptions mirroring the views of Friedman:


Assumptions can simplify the complex world and make it easier to understand. To study the effects of international trade, for example, we may assume that the world consists of only two countries and that each country produces only two goods. Of course the real world consists of dozens of countries, each of which produces thousands of different types of goods. But by assuming two countries and two goods, we can focus our thinking on the essence of the problem…. The art in scientific thinking—whether in physics, biology, or economics—is deciding which assumptions to make…. [E]conomic models omit many details to allow us to see what’s truly important. (Mankiw 2005:21–22)

Economic principles, or theories, are abstractions—simplifications that omit irrelevant facts and circumstances. Economic models do not mirror the full complexity of the real world. The very process of sorting out and analyzing facts involves simplification and removal of clutter. Unfortunately, this “abstraction” leads some people to consider economic theory impractical and unrealistic. This is nonsense! Economic theories are practical precisely because they are abstractions. The full scope of economic reality is too complex and bewildering to be understood as a whole. Economists simplify—that is, develop theories and models—to give meaning to an otherwise overwhelming and confusing maze of facts. Theorizing for this purpose is highly practical. (McConnell and Brue 2005:8)



From a microeconomic perspective, a key—if often unstated—assumption of many analyses concerns who exactly makes decisions of interest. The textbooks limit decision makers to a few entities that are said to interact in particular ways in market economies:


Firms decide who to hire and what to make. Households decide which firms to work for and what to buy with their incomes. These firms and households interact in the marketplace, where prices and self-interest guide their decisions. (Mankiw 2005:9)

[Microeconomics is] the branch of economics, which today is concerned with the behavior of individual entities such as markets, firms, and households. (Samuelson and Nordhaus 2005:5)

[T]he market economy has two groups of decision makers: households and businesses, … (McConnell and Brue 2005:34)



From a macroeconomic perspective, the key assumptions revolve around what are regarded as the major institutions of a society that affect decision making. The textbooks assume state societies, which they divide into those with market systems and those with centrally planned economies. The texts are almost entirely devoted to market systems, which seem to be assumed to be superior to “command” economies:


Every society needs to develop an economic system—a particular set of institutional arrangements and a coordinating mechanism—to respond to economizing problems. Economic systems differ as to (1) who owns the factors of production and (2) the method used to coordinate and direct economic activity. There are two general types of economic systems; the market system and the command system…. The alternative to the market system is the command system, also known as socialism or communism. (McConnell and Brue 2005:33)

This textbook focuses primarily on the market economy of industrialized nations. Before the rise of the market economy, going back to medieval times, aristocracies and town guilds directed much of the economic activity in Europe and Asia. However, about two centuries ago, governments began to exercise less power over prices and production methods. Feudalism gradually gave way to markets, or what we call the “market mechanism” or “competitive capitalism.” (Samuelson and Nordhaus 2005:25)

Principle 6: Markets are usually a good way to organize economic activity. (Mankiw 2005:9)



What Anthropologists and Sociologists Refuse to Ignore

If there is anything that exemplifies a certain common style in ethnographically-oriented approaches to culture and society today, and sets them apart from other kinds of social science, it is the habit, irritating to colleagues in some other disciplines, frustrating to students, deemed perverse by potential funders, and bewildering to the public, of responding to explanations with the remark, “We need to complicate the story”

KEANE 2003:222

Anthropologists and sociologists have long been interested in the relationships among social institutions, cultural norms, and individual decision making. Some scholars emphasize how cultural norms and social institutions constrain decision making; others focus on how norms and institutions change over time as a result of individual choices in new circumstances. Anthropologists and sociologists have also written extensively about the related question of the extent to which the choices of individuals matter in the context of large-scale regional and global economic and technological historical changes. The general issue of the relative power of individual actions and systemic forces is often called the problem of structure and agency.

In the first half of the twentieth century, sociocultural anthropologists placed little emphasis on individual decision making. Anthropologists (including Benedict 1934, Malinowski 1922) generally agreed that Western economic theory was mistaken in its fundamental assumptions about the universality of self-interested decision making. Most thought instead that economic behavior in tribal and peasant societies was determined by culturally specific institutions and norms. Sol Tax’s ethnographies of Mayas in Panajachel, Guatemala, in the 1930s and 1940s were a rare exception. According to Tax (1953), the Mayas were “penny capitalists” who attempted to economize and maximize in ways similar to those of entrepreneurs in industrial countries.

Starting around 1950, increasing numbers of anthropologists began to think more carefully about the relationships among social institutions, cultural norms, and economic decision making. Raymond Firth’s distinction between “social organization” and “social structure” (1951) is perhaps the best-known attempt at this time to reconcile studies of individual choices and analyses of larger systems. Firth used the term “social organization” idiosyncratically to refer to the continuing choices that individuals make when faced with new opportunities. “Social structure” consists of long-standing institutions such as kinship systems, land tenure rules, and political organizations. As new opportunities arise, individuals make choices (social organization) that eventually lead to long-term institutional changes (social structure). Firth’s ideas were developed further by Fredrik Barth (1967) and Gerald Britan and Bette Denich (1976), who argued that individuals with similar goals and choices tend to make similar decisions. The result is changing cultural patterns that ultimately affect social relationships and institutional forms.

Many anthropologists studying economics in tribal and peasant societies agreed with Firth and Barth about the importance of studying individual decision making. Others, however, continued to emphasize the ways in which cultural norms and social institutions constrained choices. This disagreement led to the famous, bitter, formalist-substantivist debate of the 1960s and 1970s. The most fundamental issue in this debate involved the definition of “economics.” For the formalists, economics is about the methods used to analyze decision making in situations when resources are scarce. The core of the field consisted of theories such as rational choice, which could be applied to people everywhere. The sub-stantivists, as their name suggests, thought that economics is about the description of the operations of particular institutions associated with production, consumption, and especially exchange at different places and times.

The substantivists’ most important claim was that in places where markets are either nonexistent or unimportant, economic choices are embedded within social institutions that prescribe culturally appropriate ways of making decisions about production, exchange, and consumption. Most choices do not involve comparisons of costs and benefits as western economic theory would predict; they are instead dictated by cultural norms. The substantivists therefore paid little attention to the process of decision making; their focus was on social institutions associated with economic exchanges. In the years since the heyday of the formalist-substantivist debate, anthropologists and sociologists have extended this line of argumentation to include western societies. These scholars say that even in societies with markets, many important resource allocation decisions are influenced greatly by institutional structures and cultural norms.

The concept of “embeddedness” has recently been called the “central organizing concept” in economic sociology (Krippner and Alvarez 2007:220), a field that focuses on western, market-based societies. In a programmatic article that introduced the idea of embeddedness to many sociologists, Mark Granovetter restates the formalist-substantivist debate:


How behavior and institutions are affected by social relations is one of the classic questions of social theory…. Much of the utilitarian tradition, including classical and neoclassical economics, assumes rational, self-interested behavior affected minimally by social relations…. At the other extreme lies what I call the argument of “embeddedness”: the argument that behavior and institutions are so constrained by ongoing social relations that to construe them as independent is a grievous misunderstanding. (1985:481–482)



Granovetter briefly considers the relationship between embeddedness and modernization. He says the level of embeddedness of economic behavior in nonmarket societies is less than is claimed by substantivists (1985:482483). Furthermore, modernization changes this level less than the sub-stantivists believe. However, the level of embeddedness in all societies past and present is greater than is allowed for by formalist anthropologists and—more importantly—most economists.

Although Granovetter felt compelled to offer this opinion, he really is not much interested in nonmarket societies. His main concern is the ways in which transactions in market societies are subsumed within hierarchically organized firms through networks of interpersonal relations. Granovetter distinguishes his network-oriented approach from both the “undersocialized” views of formalists and the “oversocialized” views of substantivists:


[D]espite the apparent contrast between under- and oversocialized views, we should note an irony of great theoretical importance: both have in common a conception of action and decision carried out by atomized actors. In the undersocialized account, atomization results from narrow utilitarian pursuit of self-interest: in the oversocialized one, from the fact that behavioral patterns have been internalized and ongoing social relations thus have only peripheral effects on behavior. That the internalized rules of behavior are social in origin does not differentiate this argument from a utilitarian one. (1985:485)



In recent years, Granovetter has decided that the concept of embeddedness is so vague as to be meaningless (in Krippner et al. 2004). Nonetheless, his ideas remain influential in economic sociology. Most contemporary economic sociologists criticize classical and neoclassical economics for reasons similar to those of the substantivists. However, the interests of these two groups of scholars differ. Substantivists and their successors in anthropology examine social institutions and (to a lesser extent) cultural norms; economic sociologists focus on social networks.

Although anthropologists have written extensively about social networks (as in Barnes 1972, Mitchell 1974, White and Schweizer 1998), they have been more concerned about the extent to which individuals can affect and resist global technological and economic changes (for example, Comaroff 1985, Moberg 1992). This latter question arises in part because of the growing influence of political economy analyses that emphasize the actions and goals of entities such as states, multinational corporations, political parties, insurgent groups, and development agencies. In their textbook on economic anthropology, Richard Wilk and Lisa Cliggett explain well the challenges such analyses pose for scholars interested in local decision making:


On … [a] global scale, history appears as conflicting forces, as modes of production colliding with one another across the landscape, and there often seems little room for human action … [H]uman actors seem like tiny cogs on giant gears in some satanic factory. How can we put people back into the picture? … How can we account for the reality, power, and force of social structure and the same time grant some “agency,” some autonomous decision-making power to individuals? (2007:112)



Scott (1990) and others have examined how local people in certain places and times have attempted to improve their lives through group action and organized resistance. There are lively debates among those who study such social movements about the degree to which common religious and cultural beliefs, especially those grounded in ethnicity, underlie the formation of effective local resistance to outside pressures. In some cases, common interests lead people from diverse groups to band together; in other situations differences in ethnicity, class, and politics prevent effective actions.

The question of human agency is also part of a branch of anthropology called “practice theory” (Bourdieu 1977; Ortner 1984, 2006). This theory aims at exploring relationships between human actions (practice) and global entities (“the system”), with equal attention to the impact of the system on practice and the impact of practice on the system (Ortner 1984:148). Practice theory developed in reaction to what were regarded as defects in the prevailing anthropological theories of the 1960s and 1970s:


[T]hey all had one thing in common: they were essentially theories of “constraint.” Human behavior was shaped, molded, ordered, and defined by external social and cultural forces and formation: by culture, by mental structures, by capitalism…. [A] purely constraint-based theory, without attention to either human agency or to processes that produced and reproduced these constraints—social practices—was coming to seem increasingly problematic. (Ortner 2006:1–2)



Practice theory has only rarely been directly concerned with individual economic decision making. Nonetheless, the issues addressed by practice theorists are clearly relevant to studies of choice.

Conclusions

Some decisions obviously matter a lot. No one would deny the significance of the vote of the Supreme Court of the United States in the 1950s outlawing segregation in public schools or the decisions that many financial institutions made in the past decade to invest in risky hedge funds. Other decisions do not matter as much. Even I find it hard to care much about my choice of which route to take when bicycling the mile between my house and the university where I work. The extent to which a particular choice matters depends on both its consequences and the number of people affected. The choices of powerful decision makers such as the president of an oil company or the members of a national legislature can have dramatic consequences for the lives of millions of people. Less powerful individuals and groups, in contrast, often find themselves in situations in which many choices they make have little effect on even their own lives.

Although economists focus more directly than anthropologists on the study of choice, most scholars in both fields agree on the importance of studying significant decisions. The fields differ starkly, however, in how best to study such decisions. Economists attempt to create parsimonious models of choice that involve a limited number of clearly defined, measurable variables that can be tested with empirical evidence. They regard “economy” and “society” as separate spheres, each requiring its own distinctive type of analysis. In their models of choice, cultural norms and social institutions are treated as external factors that are relevant only in as much as they affect the values (“utilities”) that decision makers place on alternative outcomes. Economists are therefore rarely concerned with the complex interactions among cultural norms, social institutions, and decision making. They pay little attention to the ways in which choices are embedded in social institutions and the effects of cumulative decision making on the evolution of cultural rules and customs.

Anthropologists place much more emphasis on the ways in which choices are constrained by cultural norms and social institutions. In the past, a few anthropologists interested in decision making (formalists) attempted to mimic the assumptions and methods of economists. However, the great majority of contemporary economic anthropologists—including many using mathematical models of choice—reject some or all of the methods and assumptions of economics. There is general agreement among anthropologists that most economists’ models distort reality by ignoring many variables that affect choices. Unlike Milton Friedman, they do not regard such distortions as a scientific necessity.

Almost all anthropologists think that treating “economy” and “society” as separate categories is a basic analytic error. Economists are also sometimes scorned by anthropologists for their disregard of empirical evidence in their casual assumption that theories developed to describe behavior in market societies can be easily applied everywhere. Perhaps most importantly, many anthropologists and other social scientists think that economists fail to sufficiently emphasize the extent to which individuals’ choices are constrained by historical circumstances and power differentials between the rich and the poor.

Although I agree with most other anthropologists about these shortcomings of economic theory and practice, I nonetheless would argue that the study of choice is of fundamental importance in understanding both everyday life and cultural evolution.2 People in all societies are continually making conscious choices in which they weigh the costs and benefits of different options. As Firth (1951) pointed out long ago, cultural transformations are in part the results of economic decisions that individuals and groups make in changing circumstances.

Most of the rest of this book compares how economists, anthropologists, and other social scientists look at different types of decisions. I begin with the complicated choices that individuals in many places must make between paid and unpaid work.


CHAPTER 2

Choices between Paid and Unpaid Work

Social scientists analyzing diverse economic decisions have often attempted to estimate the monetary value of unpaid labor and production for home consumption. In this chapter I discuss the reasons for these attempts and examine some of the theoretical and methodological problems associated with such efforts. My focus is on estimates of the value of three types of unremunerated work—subsistence agriculture, non-timber forest products (NTFPs), and domestic labor (housework). In order to understand why anyone would want to make such estimates, it is helpful to consider certain measurement problems that arise when economists attempt to make cost-benefit analyses.

People making difficult decisions must weigh the advantages and disadvantages of alternative choices they might make. The method of cost-benefit analysis (Boardman et al. 2006, Nas 1996) was developed to aid in such decisions. The basic ideas of cost-benefit analysis, which come directly from expected utility theory, are not hard to understand. The first step is to assign numerical values to the advantages and disadvantages associated with different possible courses of action. Next, estimates are made of the probability of different outcomes if particular options are selected. Finally, calculations based on these values and estimates indicate which possible choice has the most favorable cost-benefit ratio.

In practice, cost-benefit analyses can be extraordinarily difficult. Most decisions have multiple costs and benefits, which may not all be easily measured by one metric such as money or time. A good example of this is a restaurant customer choosing between an expensive steak and a cheaper, less fattening salad. Costs and benefits influencing this decision might include price, taste preferences, and calories. The weight any individual customer assigns to each of these considerations varies; a rich patron of a restaurant is less likely to be influenced by cost than someone who can barely afford eating out. But even if one somehow knows how important each factor is in influencing the decision of a particular customer, their advantages and disadvantages may seem incommensurable. The monetary cost and caloric content of steaks and salads, for instance, are obviously measured in different units. Moreover, even figuring out the unit with which to measure some variables such as taste preferences can be difficult.

Economists conducting cost-benefit analyses usually emphasize inputs and outputs that can be measured monetarily. When confronted with a variable measured in other units (time, noise, odor, caloric content, taste preference), economists often attempt to devise a way to “impute” a monetary value. When imputation seems impossible, such costs and benefits may be omitted from an analysis. There are good reasons for such omissions. Economists’ models are simpler if the assumption is made that a decision-maker is attempting to maximize one single thing such as income from sales.1 In the societies where most economists work, monetary costs and benefits are a major influence on many important decisions.

Scholars critical of conventional cost-benefit analyses such as Waring (1996) argue that the focus on easily measured monetary inputs and outputs results in economic analyses that neglect significant factors affecting certain choices. In particular, subsistence production and unpaid labor are often ignored in both input/output analyses and statistical measures such as gross domestic product. This neglect may influence public policies that affect people such as small-scale farmers and domestic workers. Some of these scholars therefore think it is useful to attempt to impute a monetary value to subsistence production and unpaid labor.

Ethnicity, Subsistence Production, and Wage Work in Belize

I did not become interested in estimating the value of subsistence production and unpaid labor as a result of worrying about the shortcomings of the analytic methods of professional economists. Instead I was trying to understand a practical problem I encountered in my research—the reasons for differences in the economic activities of diverse ethnic groups in British Honduras (now the independent country of Belize) in the early 1970s.

Belize is today a laid-back tourist destination renowned for its snorkeling, nature reserves, and archaeological sites. But at the time of my fieldwork British Honduras was a colonial possession scorned by travelers as a bizarrely isolated backwater. Writers about the colony were fond of Aldous Huxley’s sardonic observation that “if the world had any ends, British Honduras would certainly be one of them. It is not on the way from anywhere to anywhere else. It has no strategic value. It is all but uninhabited” (1934:32). The views of world travelers about British Honduras had not changed much in the almost four decades that elapsed between Huxley’s remarks and my fieldwork. Even one of my graduate school advisers reacted with puzzlement when I announced my research plans. “Why would you want to go there?” he asked. “It’s a pit,” he went on to say, doubtless comparing Belize City and its open sewers to the beaches of the well-known Caribbean islands where he conducted research.

What attracted me to British Honduras were the historical circumstances that led to the isolation and desolation that bemused Huxley, my adviser, and other visitors. Although there were once sizable numbers of Mayas in the area that is now Belize, the region was sparsely populated when Europeans came to the Americas. The Spanish did not settle the region in significant numbers; instead most European residents in the seventeenth and eighteenth centuries were British foresters who extracted first logwood and later mahogany. The woodcutters needed a labor force, and starting around 1700, slaves were brought into British Honduras, mostly from Jamaica. After emancipation in 1833 the descendants of slaves continued to work in forests, often raising small plots of subsistence crops to feed their families.

The largest population group in British Honduras in the nineteenth and early twentieth centuries was “Creoles” of mixed European and African ancestry. By 1970 the colony’s peoples were a complex ethnic mixture. Although about half the 100,000 or so residents were Creoles, there was a rapidly growing Spanish-speaking mestizo population in the north and west that was culturally similar to the Ladinos of neighboring Guatemala. About 10,000 “Black Caribs” (now called Garifuna) lived in the south of British Honduras. They were descended from escaped slaves of African origin and the indigenous peoples of the Caribbean islands of St. Vincent and Dominica. At the end of the nineteenth century, the Caribs were evicted from the Caribbean after being on the wrong side in conflicts between the British and the French. They settled along the Atlantic coast of Central America; most are bilingual in Carib (an indigenous language of South America) and either English or Spanish. Mayas who had migrated from either Guatemala or Mexico comprised another 10 percent of the population; they were usually bilingual in one of several Maya languages and either English or Spanish. There were also numerous smaller ethnic groups in the colony, including German-speaking Mennonites and expatriates from Britain, the United States, and elsewhere.

By 1971 the British were eager to abandon their colony in Central America. Britain had been pumping money into British Honduras ever since the demand for mahogany had lessened in the first part of the twentieth century. The place remained a colony only because of a longstanding territorial dispute between Britain and Guatemala. During the colonial era the British claim of part of the Central American mainland was disputed by Spain. The territory remained contested after the independence of most Latin American nations. In 1859 an agreement was reached in which British sovereignty would be recognized if Britain constructed a road connecting Guatemala City and the city of Belize on the Caribbean Sea. Because the road was never built, Guatemala continued to press its claims. Only the presence of the British army had deterred an invasion on several occasions. Although British Honduras was internally self-governed in the early 1970s, the fear of an attack by Guatemala prevented Belizeans from pursuing complete independence.

British colonial officials and the internal Belizean government thought that agricultural development was necessary to improve the local economy and reverse the unfavorable balance of trade. Domestic shortages had forced the government in many years to import rice and red kidney beans, the staples of much of the population. Both attaining self-sufficiency in staple foods and increasing agricultural exports seemed feasible. British Honduras had a low population density and large tracts of unused, cultivable land. Diverse projects aimed at stimulating agriculture. The government built roads into remote hamlets, provided price supports, sold land to farmers planting permanent crops, formed cooperatives, and encouraged the use of fertilizers, herbicides, pesticides, and new types of seeds. These programs had limited success. Norman Ashcraft, an anthropologist who carefully examined agricultural development programs during this period, reported:


In contrast to expectations, small-scale producers have not responded to guaranteed price incentives, for their contributions to government purchases [by the relevant state institutions] has been declining rather than increasing. It seems evident that most cereal farmers continue to sell only the excess over household needs and that excess is not increasing. (1973:90–91)



I was struck by a “cultural” reason that was sometimes offered for the failure of these programs. Many projects were aimed at Creoles living in the center and south of British Honduras. Development officers claimed that Creole males regarded agriculture as an inferior, transitory occupation that occupied time away from more important forestry work.


There is evidence … that the organization of forest work encouraged antagonism and even bred a contempt for agriculture; the relative freedom of the forester returning to the town for his considerable rest periods contrasted with the continuous attention which cultivation involved. (Settlement Report 1948:253)

[Creoles] are, perhaps, not natural farmers and do not work the land continually and in harmony with it. (Romney et al. 1959:151)



Two themes were implicit in these assertions. When Creoles were described as “not natural farmers,” they were being compared to the Mayas, who planted larger fields and worked less as wage laborers. While the Creoles’ alleged preference for wage labor was thought to have been reasonable at earlier times when opportunities for forest work were abundant and incentives for cash cropping minimal, the continued aversion to farming was regarded as an irrational obstacle to economic development. Ashcraft, however, thought that the Creoles were sensible in not responding much to agricultural incentives (1973:91). He noted the poor road system, the high cost of transportation, and a cumbersome marketing board system that made it difficult for farmers to sell crops to the state at fixed prices. Ashcraft also observed that there were increasing employment opportunities on sugar and citrus plantations. Creoles, he suggested, might reasonably prefer the ready cash from wage work on commercial farms to the uncertain returns from their own farming.

Although Ashcraft’s book on agricultural development in British Honduras came out after I finished my fieldwork, I knew about his views prior to conducting research from his doctoral dissertation (Ashcraft 1968) and personal correspondence. My initial reaction on reading about this controversy was to side with Ashcraft. I was at the time (and for the most part remain) committed to materialist approaches to economics. I assumed that human groups faced with changing material circumstances will ordinarily alter their economic strategies in attempts to solve whatever new problems arise. From this perspective, I thought that the cultural “traditions” of particular ethnic groups would not usually pose a significant obstacle to economic development programs. I was, however, willing to consider that I might be wrong in particular cases and thought this might be an empirical question that I could investigate as part of my fieldwork.

I eventually decided to focus my research on how Creole, Carib, and Maya residents of three villages in the Stann Creek (now Dangriga) district of southern British Honduras made decisions over the course of a year about how to allocate their household labor. A key part of my analysis consisted of calculations of input/output ratios for diverse economic activities. I was especially interested in comparing the monetary returns per unit of labor for farming and wage labor. Were Creoles, for example, preferring wage labor to farming even in circumstances where agriculture seemed to offer better returns? Or were their choices between these activities just the results of straightforward cost-benefit comparisons unrelated to Creole culture and history?

Although I never thought that answering this question would be easy, I learned during fieldwork how naive I had been in framing my research problem. Members of village households rarely were faced with direct choices between wage work and farming. Some participants in farming—the elderly, children, most women—rarely had the option to do wage work. Moreover, agriculture had a seasonal cycle in which periods of heavy labor demands only sometimes coincided with opportunities for wage work. Even when villagers decided to do wage work during a peak part of the agricultural cycle, they often were able to persuade family members to help out with tasks such as clearing fields, planting, or harvesting.

Comparing the returns per unit of labor for wage work and farming in any case was not simply a matter of attempting to calculate the amount of money earned per hour. Villagers talking about the advantages and disadvantages of wage labor and farming did not restrict their discussion to the potential cash income from these two types of work. Agriculture in British Honduras, as everywhere, was a risky undertaking; yields and prices for crops varied from field to field and from year to year. Income from farming came many months (or in the case of tree crops, years) after fields were cleared. Wage labor, in contrast, provided a reliable, quick source of income. Farming required a labor commitment of at least five or six months; wage labor could be taken on for short periods when money was needed.

The theoretical and methodological problem that puzzled me the most, however, was how to place a “value” on subsistence agriculture—crops that were not sold because they were grown for home consumption. Suppose, for example, that someone (either a local farmer or an outsider such as an agricultural economist) wanted to calculate the returns per labor unit of an acre of corn.2 For corn sold at market, one could make a rough calculation by estimating the yields, work input, and selling price. But what if the corn was eaten at home or fed to animals? And what should an analyst do if some corn was sold at market and some was consumed at home?

This analytic problem consisted of two distinct questions. Could an estimate of monetary value be made for subsistence agriculture? If so, how should such an estimate be made? These were not idle academic inquiries. Most rural households in British Honduras obtained some of what they ate by farming, fishing, and hunting. By so doing, they reduced the amount of money that had to be spent on food. Clearly, members of such households choosing between wage work and other activities were influenced by their perceptions of the value of subsistence production.

In my thesis I eventually reached the following conclusion about the value of subsistence agricultural production among rural residents of British Honduras:


[I]f one wishes to calculate the total value of a farmer’s harvest [nowadays I would say “the harvest of a farm household”], … the value of a given unit of a crop used for home consumption is not equal to [the value of] the same unit sold at market. If it is assumed that agricultural activity and diet are independent of one another [in retrospect a shaky assumption], food that is needed for subsistence purposes, but is not grown, must be purchased. For this reason crops consumed at home should be valued at the price they sell for at stores and not at the price the farmer gets when he [Of course, today I would not use the male pronoun.] sells them. (Chibnik 1975:81)



Although I realized that other researchers must have confronted similar problems, I made no attempt to search the scholarly literature to see how this issue was ordinarily handled. A few years later, I decided that this issue was of sufficient general interest that it would be worthwhile to examine the value of subsistence agricultural production in more depth (Chibnik 1978).

Imputing Value to Subsistence Production

Although it is obviously impossible to place a monetary value on labor and subsistence production in societies without cash, numerous attempts have been made to measure the “efficiency” of different types of food-getting methods in such places. These efforts were perhaps most visible in the 1960s and 1970s when scholars from diverse disciplines were comparing the caloric returns per unit of labor input and per unit of land of different subsistence techniques in their efforts to develop theories about cultural evolution (for example, Boserup 1965, Harris 1977) and “optimal foraging” (reviewed in Smith 1983). For example, the anthropologists Richard Lee and Allen Johnson calculated labor inputs and caloric returns for various ways to get food among the !Kung in the Kalihari desert in Botswana (Lee 1979) and the Machiguenga in the Peruvian Amazon (A. Johnson 1978). Their sophisticated, meticulous comparisons of input/ output ratios suggested that labor devoted to certain food-getting methods was more efficient in certain respects than that devoted to alternative subsistence techniques.

The analysts of energetic efficiency rarely equated efficiency with “value.” An examination of one of Johnson’s findings suggests why they were reluctant to make this seemingly obvious inference. Johnson noted (1978:81) that the Machiguenga obtained about 45 calories growing maize for every calorie of work effort; the comparable return for hunting and gathering was 0.8 calorie. This would suggest that labor on maize was much more valuable than that spent hunting and gathering. One wonders why the Machiguenga ever foraged at all. As Johnson explains, the reasons are not mysterious. Because foraging and corn growing can be done at different times, the Machiguenga rarely directly chose between these two options. Furthermore, the Machiguenga received various noncaloric “returns” (protein, nonfood animal and vegetable products) from hunting and gathering that were not available from farming.

I think that attempts to estimate any sort of value of labor and subsistence production are fruitless in societies without money. In such places the famous distinction between “use value” and “exchange value” is relevant.3 Production for use value aims at the acquisition of specific goods; production for exchange value, in contrast, aims at the accumulation of general “wealth.” I would not want to argue that there is no production for exchange value in societies without cash. Nonetheless, the preponderance of production for use value in such societies makes attempts to compare the “value” of different types of labor or subsistence production impossible for all practical purposes.

The remarkable economist A. V. Chayanov lucidly explained many years ago why the absence of money hindered the comparison of the value of different economic efforts. Chayanov was one of a large group of Russian scholars carrying out detailed empirical studies of the agricultural activities of “peasant” households in the first part of the twentieth century.4 His work on these projects convinced him that certain aspects of classical economics could not be applied to the analysis of certain kinds of farming.5 One of his arguments (originally published in the 1920s) was that conventional calculations of profit were impossible in nonmonetarized societies:


[In such circumstances] the question of the profitability of various expenditures cannot arise—for example whether growing hemp or grass would be more profitable or advantageous. For these plant products are not interchangeable and cannot be substituted for one another, therefore, no common standard can be applied to them. (Chayanov 1966:4)



Attempts to assign numerical values to unpaid labor and subsistence production seem more plausible in societies with money. One might, for example, estimate the economic value of unpaid labor on a task such as house cleaning at what it would cost to pay someone to do this work. Similarly, the economic value of tomatoes grown in a garden and consumed at home could be estimated at what it would cost to buy them in a market or store.

Even in societies with money, estimates of these values are not at all straightforward. Certain types of unpaid work (repairing toasters) and subsistence production (freshly hunted meat) may not be readily available for purchase at some times and places. More importantly, Chayanov argued that household agricultural labor—and presumably other forms of unpaid work—cannot be valued at the prevailing wage rates for farmworkers (1966:88–89). Chayanov pointed out that on “capitalistic” farms, where all work is paid for, increases in labor inputs without corresponding income gains can be disastrous because profit equals gross income minus outlay on materials minus wages. On “family farms” using unpaid labor, however, increases in labor inputs without corresponding income gains do not necessarily lead to monetary losses. Because labor inputs that are disastrous in capitalistic agriculture can be acceptable on farms using unpaid workers, valuing family labor as equal to the wages of hired workers is, according to Chayanov, absurd. This leads to family farms being regarded as operating at a loss in situations when they are actually making money.

Chayanov agreed (somewhat ironically, given his opposition to “capitalist” economics) with certain neoclassical economists (such as Krishna 1969) that no monetary value at all can be assigned to family agricultural labor and subsistence production even in a highly monetarized context. Their argument is that not all units of subsistence labor and production are equally valuable; initial work inputs and outputs are worth more than later ones. The first part of a harvest may be necessary to avoid starvation; this is less so of later parts. Furthermore, there may be diminishing returns for additional labor inputs after a certain point for many types of work, such as weeding and clearing fields. In addition, the value of any particular input of labor may vary among households according to their particular situations. If all other things are equal, adults in a household with several young children may be willing to work harder at subsistence production (place higher values on later inputs of labor) than adults in a household with no young children. Such arguments can easily be extended to non-agricultural unpaid labor.

Although such arguments are thought-provoking, they suffer from a fundamental flaw. People often do choose between subsistence agriculture and cash crops (Moerman 1968, Scott 1976:23–24) and between unpaid work at home and wage labor. In the United States, for instance, many farm households have decided to grow very little for home consumption and instead buy most of the food they eat. Analogously, couples in the United States with young children often engage in difficult decisions about whether both husband and wife should seek paid work. If they decide to do so, paying for child care may be necessary. The alternative usually involves one member of the couple engaging in paid work (still usually the husband) and the other staying at home and caring for the children. Although such choices are clearly influenced by nonmonetary considerations, it would be foolish to deny that costs are also usually relevant. If people sometimes choose unpaid labor and subsistence agriculture in preference to wage work and cash cropping, they must be at least in part subjectively comparing the monetary implications of their options. The question remains as to how an outside analyst should place a monetary value on unpaid work in such cases.

The Value of Crops Consumed at Home

In my article on the value of subsistence production (Chibnik 1978), I discussed the then-common practice of valuing crops consumed at home at the prices for which they could be sold. I wrote that the economist John Mellor had made convincing arguments against this practice. According to Mellor (1966),


The farmer correctly attaches a higher price to production for home consumption than to production for sale since he [sic] pays the retail price for what he buys and receives the wholesale price for what he sells. (200)



Mellor illustrated his point by discussing a hypothetical farmer growing both wheat and cotton. This farmer sells only a small portion of the wheat, consuming the rest at home. If the price of wheat dropped relative to that of cotton, it might be reasonable for the farmer to reduce wheat production and increase cotton production until no more wheat is produced for sale. Mellor then argued:


In considering further shifts of resources out of wheat, the farmer should compare not the wholesale [selling] price of wheat, but the [retail] price he would have to pay if he purchased wheat … No further cut in wheat production below subsistence needs will be made until the relative price of wheat has dropped by at least the difference between the buying and selling price of wheat. (Ibid.)



Mellor thus suggests that the subsistence production of wheat (in this case) should be valued at its retail price. I concluded that such a valuation was “the most plausible procedure that had been suggested” (Chibnik 1978:569).

In the three decades since I published this piece, social scientists have written extensively about estimating the economic value of unpaid domestic work, non-timber forest products, and hunting and fishing for home consumption. Very little new has been said, however, about placing a monetary value on crops and animals raised for subsistence purposes by households participating in market economies. I therefore restrict my discussion about agriculture in what follows to as yet unresolved methodological questions about problems associated with valuing subsistence production at retail prices.

Farming is inherently a risky enterprise. Yields vary depending on weather conditions, the extent to which weeds and pests can be controlled, and the effectiveness of capital expenditures such as irrigation and fertilizer. When crops are sold, there is inevitably uncertainty about prices, even when governments provide a guaranteed market. Farmers in market economies thinking about the advantages and disadvantages of different crops therefore must consider variability in yields and prices as well as average returns to inputs of land, labor, and capital.

Long-established (“traditional”) subsistence crops are often less risky than agricultural products sold at markets. Time-tested varieties of staple crops usually provide adequate yields in varying environmental conditions. Cash crops, in contrast, may be recent introductions to an area that is subject to blights and provide good yields only in optimal growing conditions. Considerable uncertainties regarding prices are usually associated with cash crops; variation in selling prices is obviously not a risk factor for staple crops consumed at home. Most importantly, staple crops have high use value because they are eaten; many cash crops (coffee, tea, cotton, tobacco) have relatively little use value if not sold. All other things being equal (yields per unit of land and labor, selling prices at market), farmers are therefore likely to prefer staple food crops to cash crops. If farmers’ decisions are influenced by both risk factors and differences between buying and selling prices of staple crops, they therefore should value subsistence crops even higher than retail price.

Valuing subsistence crops at market prices makes the debatable assumption that if they are not grown, they must be purchased. Even in places where households grow much of what they eat, the relationship between food consumption patterns and the availability of different crops is not self-evident. In order to ensure that most of what they consume is homegrown, some households may alter their diets and eat less-preferred subsistence foods. Others may prefer to purchase food if necessary to maintain their customary diets. If a household fails to produce enough of a staple crop to meet its preferences, the most likely response of its members might well be both to purchase some food and to shift diets. Such a reaction challenges the assumption of unchanging consumption patterns that underlies the valuation of subsistence crops at retail price.

Retail prices of agricultural products are usually lowest at harvest time, when supplies are high. Even if one assumes that subsistence crops should be valued at their retail prices, one should probably not use the price at harvest. Instead, some other method (perhaps the average price over the course of a year) seems preferable.

Some crops (corn, soybeans) that are grown in part for home consumption can be fed to domestic animals. Certain products from these animals (meat, eggs, milk, cloth) are consumed at home; others are sold at market. Estimating the monetary value of crops fed to animals is a daunting methodological task. Nonetheless, this value (however calculated) differs from that of both crops consumed at home and those sold at market. Researchers assigning a value to subsistence production must consider what proportion of a crop is consumed by domestic animals.

Non-Timber Forest Products

The destruction of tropical rainforests is widely recognized as one of the major environmental problems of our time. Much of this damage is caused by entrepreneurs attempting to either earn money or gain land rights through the sale of timber and the use of formerly forested land for crops and cattle raising. Environmentally oriented scholars from diverse disciplines (among them Godoy and Lubowski 1992:423 and Peters, Gentry, and Mendelsohn 1989:655) have observed that policy makers often assume that tropical forests have no value unless they are logged or farmed. These scholars have emphasized the ecological importance of non-timber forest products such as wild food plants, honey, resin, spices, game, firewood, charcoal, and raw materials for handicrafts. While NTFPs are not always environmentally sustainable, they ordinarily cause much less ecological damage than either timbering or agriculture.

Ecologists have argued that NTFPs are economically valuable. In an influential article about NTFPs that appeared in the prestigious British science journal Nature, the ecologists Charles Peters and Alwyn Gentry and the economist Robert Mendelsohn attempted to calculate the market value of all the tree species in one hectare in the Peruvian Amazon. They concluded that


tropical forests are worth considerably more than has been previously assumed and … the actual market benefits of timber are very small relative to those of non-wood resources. Moreover, the total net revenue generated by the sustainable exploitation of “minor” forest products are two or three times higher than those resulting from forest conversion [logging, cattle raising, and farming]. (1989:655)



In the late 1980s, enormous publicity was being given to the worldwide disappearance of tropical rainforests. The findings of Peters, Gentry, and Mendelsohn were described in a lengthy article in the science section of the New York Times (July 4, 1989) and were cited in a sharply worded editorial in that newspaper about the dangers of excessive logging.

When Peters, Gentry, and Mendelsohn assigned a monetary value to the NTFPs in a small plot of Amazonian rainforest, they made several simplifying assumptions. They considered only tree products and ignored other NTFPs. Their calculations were restricted to products that could be sold at markets; they did not consider items that were used exclusively for home consumption. In cases where NTFPs or wood could be both sold and consumed at home, no attempt was made to measure local people’s actual allocation of these products between market sales and subsistence use. Perhaps most importantly, the authors did not discuss the extent to which an increased production of NTFPs might lower market price. The limited demand for many NTFPs suggests that valuing them at current market price overestimated their potential value in comparison with timber.

My focus here is on the neglect by many authors discussing NTFPs—exemplified by Peters, Gentry, and Mendelsohn—to examine carefully the value of forest products used exclusively or primarily for subsistence. In a recent perceptive article examining the economic value of unmarketed NTFPs Charles Delang argues,


In many communities … NTFPs that are directly consumed play a more important role in the livelihood of the population than the cash earned with the sale of NTFPs or other commodities. Indeed, the NTFPs that are consumed rather than sold on market can be considered income in kind rather than in cash. Thus, ignoring the role of NTFP consumption in the livelihoods of rural populations gives a very distorted view of the importance of NTFPs—and of their economic values. It also gives the wrong message that everything that does not go through the market, and does not have a market price, does not have an economic value, and therefore is not worth protecting. (2006:65)



Delang goes on to review several methods that have been tried to estimate the economic value of unmarketed food plants.6 The three methods he discusses that are most commonly used—opportunity cost, contingent valuation, and substitute product value—all are associated with significant theoretical and methodological difficulties. Furthermore, they result in strikingly different conclusions about the economic value of particular NTFPs.


Opportunity cost. Scholars using this method (for example, Adamowicz et al. 1998) measure the amount of time local people spend collecting NTFPs for subsistence purposes. Researchers then place a monetary value on this time, ordinarily the local wage rate. In so doing, they are using the same method of valuing unpaid labor that Chayanov criticized so strongly. This method makes the questionable (“opportunity cost”) assumption that time collecting NTFPs could otherwise be allocated to earning money via wage labor. Moreover, it seems counterintuitive to assign different monetary values to the same NTFPs in a particular place as wage rates change. An additional methodological problem arises because people often combine trips to collect NTFPs with other activities. Determining what percentage of their time on such trips should be counted in calculations is not straightforward.

Contingent valuation. This method, which does not seem to me to be particularly useful in the case of NTFPs, has been used to estimate the value of diverse environmental “goods,” including protected areas (Dharmaratne, Sang, and Walling 2000) and whales (Bulte and Van Kooten 1999). In the language of ecological economics, “consumers” are asked how much compensation they would be willing to accept for the loss of environmental benefits such as clean water or access to a beach. For unmarketed NTFPs, this would mean asking people what they considered to be a fair market price for these products. Most scholars who have seriously considered the application of this method to NTFPs (for example, Delang 2006:65, Godoy and Lubowski 1992:427) have a hard time imagining that sensible answers could be given to such inquiries.

Substitute product value. This method (Godoy, Lubowski, and Markandya 1993:272) involves finding marketed NTFPs that are “similar” to the unmarketed NTFP whose value is being estimated. The unmarketed NTFP is assigned either the selling or retail monetary value of the similar marketed product. When the retail price is used, this is analogous to Mellor’s method for placing a monetary value on agricultural crops produced for home consumption. The obvious methodological problem here is identifying marketed NTFPs that can be considered close substitutes for unmarketed NTFPs.



In a monthlong study in a Thai village, Delang compared the results of opportunity cost and substitute product methods in placing monetary values on wild plants collected by the Karen, a local indigenous group. For the opportunity cost method, Delang used the local wage rate for casual agricultural labor to impute a monetary value for the time spent collecting wild plants. For the substitute products method, Delang (with the help of the Karen) grouped 134 wild food plants that were gathered (but not marketed) into six categories—leaves, stems, roots, fruits, flowers, and bamboo shoots. The prices of all food plants sold in a nearby market town were recorded. With the help of the Karen, Delang grouped the commercial food plants into the six categories that had been devised for the NTFPs. The average price of each category of commercial food plants was then used to calculated the value of the wild food plants consumed at home.

The two methods resulted in surprisingly different estimates of the value of collected wild food plants. Using the opportunity cost method, Delang calculated that the value of NTFPs collected by the “average” household (5.33 members) was about fifteen days of wage labor at eighty Baht (the Thai monetary unit) per day. In contrast, the substitute production method resulted in a much higher valuation:


[T]o make up for the loss of wild food plants, the Karen would have to buy food plants in the market. The (surrogate) market value of the wild food plants that the average household … consumes is 11,505 Baht per year. This much higher value corresponds to approximately 114 days of work at 80B/day. Thus, by working for 15 days gathering wild food plants, the Karen are able to save the same amount of money they earn in 114 days. (2006:70)



The assumption that the Karen would buy comparable food plants at market if they did not collect them is questionable. They might well instead be able to purchase cheaper foods. Nonetheless, Delang’s study clearly shows the difficulties associated with attempting to value subsistence production in particular cases.

Unpaid Labor in Industrial Societies

Although economists analyzing industrial societies ordinarily focus on monetary transactions, many important tasks are carried out by unpaid workers. The best-known such tasks are chores associated with maintaining a household such as cleaning, cooking, and child rearing. But many other activities essential to the well-being of industrial societies are done by volunteers in hospitals, food banks, and other community institutions. Such unpaid labor is often culturally regarded as not being “work” (Fink 1987).

The problems involved in attempts to assess the “worth” of unpaid labor exemplify the general difficulties that economists face when confronting “values” that cannot be easily measured numerically. An examination of several relevant cases in the United States shows again why such analytic problems cannot be dismissed as abstract complexities of interest only to academics.

In the mid-1970s I eked out a living for couple of years working as a freelancer on diverse social science projects. One of my jobs was on a project funded by the National Academy of Sciences that was evaluating the federal government’s Experimental Technology Incentives Program (ETIP). As its name suggests, the ostensible goal of ETIP was to examine how small-scale changes (experiments) in government policies could stimulate technological innovation (Britan and Chibnik 1980). Many of the experiments were, to my discomfort, based on free-market assumptions that government regulations were discouraging entrepreneurialism. A typical project tried to stimulate innovation in the pharmaceutical industry by shortening the time the government took to approve new drugs. The shortened approval period in my view led to less information about the long-term effects of these drugs.

I looked at one experiment, however, that did not seem to be affected by ideological considerations. Government agents in charge of buying diverse items thought that the procurement methods were not cost-effective. Contracts for products such as washing machines were given to the lowest bidder, ignoring considerations such as durability, repair costs, and energy use. The idea in the experiment was to devise procurement systems for different products that considered not only initial prices but also the expected costs over their lifetimes.

I was struck in particular by economists’ analyses of the lifetime costs of lawn mowers. The policy makers compiling a list of factors that they wished to include in their procurement models recognized that noise was an important aspect of lawn mower performance. Although the economists wanted to reward bidders with quieter lawn mowers, they were unable to come up with a way to put a monetary value on noise. The methods the economists created eventually omitted noise as a factor to consider in government lawn mower purchases. By so doing, they implicitly rewarded companies that did not allocate research funds and time to developing innovative ways to make lawn mowers quieter.

Two more recent examples further illustrate how social policy can be influenced by difficulties in imputing monetary values to environmental variables. Over the past two decades, large-scale industrial hog lots have become a common feature of the landscape in rural parts of states including Iowa, Illinois, and North Carolina. Local social movements have opposed these facilities because of their economic effects. Because the hog lots are usually run by large corporations, they are part of an increasingly capital-intensive agriculture that discourages the continued existence of small and mid-size farms. What I want to focus on here, however, are environmentalists’ objections to the confinement facilities’ effects on air and water pollution. While monetary values can be placed on certain aspects of air and water pollution, the smell of hog lots has so far been omitted from economic discussions of their effects. No one also been able to show, for example, that the odor of hog lots influences nearby property values. Nonetheless, the smell certainly affects the quality of rural life.

Wind power is often advocated as a sustainable energy source that is environmentally less destructive than fossil fuels and nuclear power. One might think that environmentalists would therefore applaud a proposed offshore New England project to harness wind energy. However, the Cape Wind project became famous (Williams and Whitcomb 2007) for its opposition from wealthy, politically powerful environmentalists such as the Kennedy family. The proposed wind turbines were regarded as unsightly by the usually environmentally conscious residents of nearby Nantucket Island. Although much about the environmental consequence of wind turbines can be measured monetarily (costs of construction and maintenance, value of energy produced), the financial costs of their aesthetic downside can only be calculated by making speculative estimates about their effects on property values. But the opponents of wind turbines on aesthetic grounds are surely thinking about more than property values.

Given the myriad theoretical and methodological problems associated with measuring seemingly intangible costs and benefits, why would anyone think it worthwhile to try to impute a monetary value to unpaid labor in industrial societies? In a provocative book written some time ago, Marilyn Waring argues (1996) that such imputation matters because this labor is mostly carried out by women. By making such work visible, imputation has the potential to influence public policy and cultural values. Waring shows how the activities of typical women in two quite different societies are ignored by policy makers compiling measures of national productivity:


Consider Tendai, a young girl in the Lowveld, in Zimbabwe. Her day starts as 4 a.m. when to fetch water, she carries a thirty litre tin to a borehole about eleven kilometres from her home. She walks barefoot and is home by 9 a.m. She eats a little and proceeds to fetch firewood until midday. She cleans the utensils from the family’s morning meal and sits preparing a lunch of sadza for the family. After lunch and the cleaning of the dishes, she wanders in the hot sun until early evening, fetching wild vegetables for supper before making the evening trip for water. Her day ends at 9 p.m., after she has prepared supper and put her younger brothers and sisters to sleep. Tendai is considered unproductive and economically inactive. According to the international economic system, Tendai does not work and is not part of the labour force.

Cathy, a young, middle-class North American housewife, spends her days preparing food, setting the table, washing dishes, dressing her children, disciplining children, taking the children to day-care or to school, disposing of the garbage, dusting, gathering clothes for washing, doing the laundry, going to the gas station and the supermarket, repairing household items, keeping an eye on or playing with the children, making beds, paying bills, caring for pets and plants, putting away toys, books, and clothes, sewing or mending or knitting, talking with door-to-door salespeople, answering the telephone, vacuuming, sweeping and washing floors, cutting the grass, weeding, and shovelling snow, cleaning the bathroom and the kitchen, and putting her children to bed. Cathy has to face the fact that she fills her time in a totally unproductive manner. She, too, is economically inactive and economists record her as unoccupied. (13)



The reason these domestic activities do not show up in national accounts, Waring says, has to do with economists’ culturally based notion that “work” should be part of measures of productivity only if it is paid. By making unpaid labor invisible, economists are “devaluing” (in the sense of insufficiently esteeming) such work. Perhaps more importantly, the lack of imputation results in policies that fail to recognize the significance of unpaid labor.

Although Waring discusses such policies in “developing countries,” she says less about what they might be in industrial societies. I would imagine that they would include—to give only a few possible examples—divorce settlements, social security (given only to those with paid work), and insurance compensation.

Waring lists several methods for imputing the value of unpaid work. These methods, mostly derived from market wages, resemble those previously discussed:


	the wages of substitute workers who could be hired for performing productive activities in the household (substitute workers could be either polyvalent: domestic servants, housekeepers, family aids [sic]; or specialised: cooks, launderers, babysitters);

	the wages of workers performing tasks similar to those required by household tasks;

	the wages of workers performing tasks requiring qualifications similar to those required by household tasks;

	wages foregone in the market by those engaged in unpaid household work (that is, “the opportunity cost” of their time);

	the average wages of market workers (sometimes differentiated by sex, age, education, residential area, legal minimum wages, and so on). (227)



She notes that the computation of the percentage of the contribution of women to measures of national productivity differ depending on which method is used. According to Waring, opportunity cost calculations (“average hourly wage, by sex, of full-time civilian workers, less income tax”) gives a higher percentage than the replacement value alternative (“paying another person to carry out all the housekeeping or homemaking or mothering tasks”). The reason for the difference is that the tasks of the replacement workers are poorly paid. I do not understand how Waring can assume, using the opportunity cost method, that women forgoing housework will (as a group) be able to get work that is paid an average wage. In any case, her results contrast with Delang’s study of the value of wild plant collection in a Thai village, where the replacement cost method yields a much higher estimate than the opportunity cost method.

By imputing a value to unpaid labor, Waring is doing exactly what Chayanov warned against. The reason many households in industrial societies are economically viable is precisely that much labor is unpaid; imputing a monetary value to such work therefore seems misleading. Nonetheless, Waring would agree with the use of Chayanov’s term “self-exploitation” to describe unpaid household labor.

Conclusions

Imputing a monetary value to subsistence production and unpaid labor is reasonable in societies with cash economies. Many important choices in such economies require decision makers to weigh the costs and benefits of paid and unremunerated work. When these decision makers opt for unpaid work, they are implicitly valuing the net benefits more highly than alternative paid labor. Because a monetary value can be assigned to paid work in these circumstances, it is at least plausible that one might be able to impute a higher value to unpaid options that are deemed preferable.

Furthermore, ignoring unpaid work and subsistence production in national economic statistics can lead to misleading measures of both the total production of an economy and the relative contributions of different segments of the population. What does it mean, for example, when the World Bank reports that in 2007 the gross domestic production per capita in Malawi was US$266? If this figure omits subsistence production and unpaid labor (as it almost certainly does), an erroneous impression is given of both the scale of the country’s economy and the importance of the activities of members of many rural households.

Only two methods are commonly used to impute monetary values to subsistence production and unpaid labor. The first is to calculate an opportunity cost—the monetary returns available from alternative paid work. The second is to calculate a replacement value—the cost of hiring someone to carry out a particular subsistence activity. As we have seen, there can be daunting technical difficulties associated with such calculations. Moreover, the results of the two methods in particular situations often lead to strikingly different imputations of value.

A more fundamental problem arises when the imputation of monetary values obscures the economic significance of whether an activity involves the exchange of cash. Consider, for example, two farms using different types of labor to raise a cash crop. Farm A uses only unpaid household labor; farm B employs hired workers. As we have seen, Chayanov noted many years ago that in some circumstances farm A can operate at a profit while farm B is losing money. I am not at all sure what it means in such cases to impute a monetary value to the household labor on farm A. Some years ago I read a report for the Agency for International Development in which an economist used the opportunity cost method in cost-benefit analyses of corn farming in Belize. Using reasoning similar to that of the economists criticized by Chayanov, he concluded that many households raising corn using unpaid labor were operating at a loss even though their income from this crop was greater than what they spent on inputs such as weed killer, rent, and fertilizer. Although this conclusion struck me as absurd, the alternative of ignoring the economic value of unpaid work also seemed unacceptable.

Perhaps the best reason to impute a monetary value to subsistence production and unpaid labor is to draw attention to the economic importance of these activities. Certainly, this can be done rhetorically by stressing how essential domestic work, volunteer service, and subsistence crops are to the well-being of all societies. But we live in a world where statistics—however imperfect they may be—greatly influence states’ allocations of diverse resources. Furthermore, economic models of household economic behavior are often used in proposals by government entities and NGOs to improve the conditions of poor people in both rural and urban areas. Such models, statistics, and analyses can only be improved by a formal consideration of the worth of unremunerated work.
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