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Action, Ethics, and Responsibility

	
A Framework

	
Joseph Keim Campbell, Michael O’Rourke, and Harry S. Silverstein

	
The essays in this volume concern a wide variety of topics, all of which are significantly related to the issue of responsibility, including metaphysics, action theory, ethics and moral theory, and the philosophy of law. The first section of this introductory chapter will consider metaphysics; the second will focus on the remaining topics.

	
1 The Metaphysics of Moral Responsibility

	
As a provisional definition, let’s suppose that a person is morally responsible for performing an action if and only if he is an appropriate subject of moral praise or blame (Fischer and Ravizza 1998, 6). Given this understanding, what conditions are necessary in order for a person to be praiseworthy or blameworthy for what he does? Historically, philosophers have noted at least two kinds of conditions: a freedom-relevant condition and an epistemic condition (Fischer and Ravizza 1998, 13; cf. Aristotle 1985). We will consider each of these, beginning with the former.1

	
There is no generally accepted view of the freedom-relevant condition for moral responsibility. Nonetheless, a few uncontroversial tenets may be stated. First, philosophers generally agree that a person is morally responsible for his action only if he has free will (cf. van Inwagen 2008). Second, they acknowledge that ‘free will’ is an expression of art, and that saying that someone has free will is not intended to entail that he has a will  with the property of being free (van Inwagen 1983, 8). Third, most contemporary philosophers agree that free will is connected with free action. Thus, a person has (or had) free will if and only if some of his actions are (or were) free. Some contend that free will is a property of choices or intentions rather than actions, but this distinction is illusory, for choices may be regarded as internal actions.

	
The free will thesis, then, is the claim that some persons have free will, where that claim is understood in accordance with the above tenets. But beyond those few tenets there is much disagreement. Traditionally, philosophers have assumed that an action is free only if the person could have done otherwise or, more formally, the person had alternative possibilities of action. Call this the alternatives view of free will. This view was accepted by nearly all philosophers until Harry Frankfurt (1969) offered prima facie counterexamples to the following thesis:

	
The Principle of Alternative Possibilities (PAP) A person is morally responsible for what he has done only if he could have done otherwise.

	
Given that moral responsibility requires free will, those who reject PAP require a different view of free will. According to the source view, an action is free only if the agent is the source of the action. Versions of this view range from those requiring that the agent be the ultimate source or cause of his action (Strawson 1986; Pereboom 2001; Smilansky, this volume) to those requiring that he be merely an adequate source or cause, where by ‘adequate’ we mean merely that one is a source but not an ultimate source of his actions (McKenna 2001; Fischer and Ravizza 1993; Fischer 1994; Fischer, this volume).

	
For centuries, the central issue in debates about free will was the  problem of free will and determinism, and views on the subject were defined in terms of this problem—and this issue, including its offshoots, remains central to many current philosophical discussions. According  to compatibilism, the free will thesis is compatible with determinism, whereas incompatibilism is the denial of compatibilism. Libertarianism is the conjunction of incompatibilism and the free will thesis; hard determinism is the conjunction of incompatibilism and determinism; and soft determinism is the conjunction of determinism, compatibilism, and the free  will thesis.2

	
Developments in physics, specifically in quantum mechanics, have led many philosophers to reject the thesis of determinism. Thus, many contemporary writers don’t fit into the tripartite categories of libertarianism, soft determinism, and hard determinism (Campbell, O’Rourke, and Shier 2004b, 3-7). In fact, the latter two categories are rarely if ever used. A better classification of contemporary views would be libertarianism (Ginet 1990; Kane 1996; O’Connor 2000; Clarke 2003; Coffman and Smith, this volume), compatibilism (Frankfurt 1988; Fischer and Ravizza 1993; Fischer 1994; Watson 2004; Wolfe, Russell, and Fischer, this volume), and free will  skepticism (Strawson 1986; Honderich 1988 and 2002; Smilansky 2000; Pereboom 2001; Smilansky, this volume). According to free will skepticism, the free will thesis is false. Thus, free will skepticism is a metaphysical view, not an epistemological view. Most free will skeptics do not endorse the thesis of determinism, so they are not hard determinists.3 Of course, some of the views noted above may be mixed and matched with others to formulate new views. Thus, we may distinguish between alternatives compatibilism and source compatibilism as well as alternatives incompatibilism and source incompatibilism.

	
It might be helpful to cover some of the main arguments given in support of the theses noted above. First, there is the consequence argument for incompatibilism:

	
If determinism is true, then our acts are the consequences of the laws of nature and events in the remote past. But it is not up to us what went on before we were born, and neither is it up to us what the laws of nature are. Therefore, the consequences of these things are not up to us. (van Inwagen 1983, 16)

	
Peter van Inwagen (1983, ch. 3) offers three formal versions of this argument, but Carl Ginet (1966) is credited with the first contemporary formal version.

	
Another important argument for the incompatibilism between determinism and the claim that some persons are morally responsible for their actions is the manipulation argument. The manipulation argument contrasts manipulation cases—where agents are manipulated and presumed not to be morally responsible for their actions—with determinism cases—where the agent’s actions are embedded in a deterministic world. The no-difference claim states that there is no substantive difference between these kinds of examples. Therefore, the lack of moral responsibility in manipulation cases extends to determinism cases, and incompatibilism is true (McKenna 2008). Two noteworthy versions of the argument are Derk Pereboom’s four-case argument (2001, ch. 4) and Al Mele’s zygote argument (2006, 188–195).

	
Soft-line replies to the manipulation argument reject the no-difference claim and contend that manipulation cases are distinct from determinism cases. Fischer claims that a morally responsible action has to have the  right history. An agent has guidance control just in case his behavior (action, choice, omission, etc.) issues from a moderately reasons-responsive mechanism that is the agent’s own. Since this account requires mechanism ownership, and since, on his view, mechanism ownership obtains in (some) determinism cases but not in manipulation cases, Fischer is a soft compatibilist.

	
Michael McKenna (2008) has persuasively argued that soft compatibilism is doomed to failure, since better manipulation cases—ones that  appear to be indistinguishable from determinism cases—are always forthcoming. Hard-line replies bite the bullet and accept the no-difference claim of the manipulation argument. However, they deny that all manipulation cases are incompatible with morally responsible action. Compatibilists who adopt the hard-line reply to the manipulation argument endorse hard compatibilism (McKenna 2008; Russell, this volume).

	
Another argument worth noting is the Mind argument, named by van Inwagen for its prevalence in the philosophical journal of the same name (van Inwagen 1983, 16; Coffman and Smith, this volume). Initially, the Mind argument is described by van Inwagen as one of three arguments for compatibilism (1983, ch. 4). The Mind argument “occurs in three forms” or “three closely related strands,” each of which has “a common beginning” (126). Later van Inwagen adds that the third strand of the Mind argument “is, strictly speaking, an argument for the incompatibility of free will and indeterminism” (148), and he seems to regard subsequent versions of the argument as being identical with the third strand (van Inwagen 1998, 2000, 2004, 2008). Given this understanding, the Mind argument attempts to get from indeterminism to free will skepticism by exploiting the connection between indeterminism and luck. Van Inwagen writes:

	
does postulating or asserting that the laws of nature are indeterministic provide any comfort to those who would like to believe in metaphysical freedom?4 If the laws are indeterministic, then more than one future is indeed consistent with those laws and the actual past and present—but how can anyone have any choice about which of these becomes actual? Isn’t it a matter of chance which becomes actual? If God were to “return” an indeterministic world to precisely its state at some time in the past, and then let the world go forward again, things might indeed happen differently the “second” time. But then, if the world is indeterministic, isn’t it just a matter of chance how things did happen in the one, actual course of events? And if what we do is just a matter of chance—well, who would want to call that freedom? (van Inwagen 1998, 370; cf. van Inwagen 2000, 14)

	
This argument is compelling, but it is not clear how it could lend support to the incompatibility of free will and indeterminism.

	
Suppose that indeterminism is true but that the only instances of causal indeterminism occur in faraway regions of space-time. How do van Inwagen’s observations about indeterministic luck show that agents lack free will in this scenario? They don’t. Van Inwagen knows this and writes:

	
Incompatibilists maintain that free will requires indeterminism. But it should be clear even to them that not just any sort of indeterminism will do. Suppose, for example, that there is exactly one undetermined particle of matter somewhere in the universe, and that it is far from any rational agent, the rest of the universe being governed entirely by strict, deterministic laws. In that case, determinism is, strictly speaking, false. But, clearly, if determinism is incompatible with free will, so is  the thesis that everything except one distant particle of matter is determined.  (van Inwagen 1983, 126)

	
According to determinism, every act is determined by prior causes. Indeterminists make no commitments about the causal structure of the world leading up to any particular human action. Thus, indeterminism cannot entail that every act is undetermined let alone that every act is a matter of luck. Perhaps this is why van Inwagen also offers a version of the Mind argument in support of restrictivism, the view that “one has precious little free will, that rarely, if ever, is anyone able to do otherwise than he in fact does” (van Inwagen 1989, 405). Nonetheless, it is hard to see how indeterminism is going to help the incompatibilist unless the indeterminism is located in close proximity to human actions. The Mind argument suggests that such indeterminism is problematic.

	
Turning to the epistemic condition for moral responsibility, suppose that Ryan sits down in a chair while attending a philosophy lecture, a chair that is rigged to a bomb that causes the destruction of another building on campus. Ryan, however, is ignorant of the fact that his act of sitting would eventually lead to the building’s destruction. Is Ryan morally responsible for the destruction? It seems not.

	
The epistemic condition for moral responsibility is commonly formulated in terms of knowledge, but it should be clear that something less than knowledge is sufficient (Ginet 2000). For instance, if Ryan believed that the chair was rigged to a bomb and his belief turned out to be true, that might be enough to render him morally responsible for the building’s destruction. Yet this alone would not entail that Ryan knew that the building would explode. Also, Michael Zimmerman has persuasively argued that the epistemic condition is best phrased as a tracing principle. He writes: “one is culpable for behaving ignorantly only if one is culpable for being ignorant” (Zimmerman 1997, 423). Putting together the points noted above, a first approximation of the epistemic condition of moral responsibility might be formulated as follows: one is morally responsible for an action (or its consequences) only if one has relevant true beliefs about the nature of that action (or its consequences), or one is negligent in failing to have those beliefs. But the issues here are complicated, as George Sher’s contribution to this volume illustrates.

	
2 Responsibility in Action Theory, Ethics, and the Philosophy of Law

	
The relation between causal and moral responsibility is associated with an important set of issues relevant to both action theory and ethics. A common initial thought is that one is morally responsible for an event—a harmful event, let’s suppose—if and only if one is causally responsible for that event (i.e., roughly, if and only if one’s actions constituted or caused that event). But neither half of this biconditional seems to hold up. Omission cases are commonly presented as cases involving moral responsibility without causal responsibility. Suppose that John is the manager of a jewelry store who is obligated to lock the store every night when he leaves, but that one night he forgets, and as a result several valuable items are stolen. A common view is that John is not causally responsible for the thefts, on the ground that omissions are not causes, but that he nonetheless bears at least some of the moral responsibility for them.

	
Conversely, the Ryan case discussed above constitutes an example of a case involving causal responsibility without moral responsibility. Assuming that Ryan was nonculpably ignorant of the fact that his sitting in that particular chair would blow up a building, then he was not morally responsible for that result; but his sitting in the chair was, or was at least part of, its cause. Moreover, it is at least arguable that there can be cases where one is causally but not morally responsible even where one is fully aware of all relevant facts. Bernard Williams’s famous example of “Jim and the Indians” can plausibly, if controversially, be regarded as such a case (Williams 1973, 98–99):

	
Jim finds himself in the central square of a small South American town. Tied up against the wall are a row of twenty Indians . . . in front of them several armed men in uniform. . . . [The] captain in charge . . . explains that the Indians are a random group of the inhabitants who, after recent acts of protest against the government, are just about to be killed to remind other possible protesters of the advantages of not protesting. However, since Jim is an honoured visitor from another land, the captain is happy to offer him a guest’s privilege of killing one of the Indians himself. If Jim accepts, then as a special mark of the occasion, the other Indians will be let off. Of course, if Jim refuses, then there is no special occasion, and [all the Indians will be killed]. Jim, with some desperate recollection of schoolboy fiction, wonders whether if he got hold of a gun, he could hold the captain . . . and the rest of the soldiers to threat, but it is quite clear from the set-up that nothing of that kind is going to work. . . .

	
If Jim accepts the offer, and thus kills one of the twenty Indians, then  it is plausible to say that he is not morally responsible for that Indian’s death, since that Indian, along with his nineteen comrades, would have died at the same time and in the same way in any event. But since he’s the one who killed that Indian, he would standardly be regarded as causally responsible.5

	
A common initial conception of both causal and moral responsibility that is relevant to Jim’s case is the “avoidability” conception, according to which one is causally or morally responsible for a result if and only if one had an alternative that would have avoided that result (compare the discussion of the “alternatives view” in the previous section). But this conception, if it is salvageable at all, requires considerable qualification (and since causal and moral responsibility, as noted above, do not match up precisely, the required qualifications will be somewhat different in the two cases). On one side, there are countless cases in which one could have avoided a certain result and yet one would not be held responsible for it. For example, many people could have prevented the horrors of the Nazi regime by assassinating Hitler before he took power; but we would hardly regard those people as responsible for those horrors.6

	
Conversely, there are many cases where we hold people responsible  for results they could not have avoided. Standard examples used here are cases of overdetermination. If Dan and Don simultaneously, and independently, shoot Bill in the head with the intention of killing him, where either shot would have been sufficient to cause Bill’s death, then a straightforward application of the “avoidability” conception would absolve both Dan and Don of responsibility, since neither (we may suppose) had an alternative that would have avoided Bill’s death; yet this result seems clearly unacceptable.

	
Comparing this case to Jim’s case is instructive. Though Jim’s case is not a simple case of overdetermination, it is similar in a crucial respect: just as Dan had no alternative that would have avoided Bill’s death (since Bill would have died from Don’s shot in any event), so Jim had no alternative that would have avoided the Indian’s death (since that Indian, along with the nineteen others, would have been killed by the soldiers if Jim had refused the offered “privilege”). Yet our inclination is to hold Dan, but not Jim, morally responsible for the relevant death. And at least part of the rationale for this distinction, it seems clear, lies in the difference between their goals. Dan’s goal was to cause the death of Bill—hence, he would have shot Bill in the head whether Don were involved or not. By contrast, Jim’s goal was to save the lives of as many Indians as possible; he accepted the offer only because the Indian he killed would have been killed in any event, and accepting the offer was the only way to save the other nineteen. But of course these differences in the agents’ goals are not relevant to causal responsibility; hence, we have no, or at least fewer, qualms about saying that Jim, like Dan, is causally responsible for the relevant death.

	
The standard conception of causality used in the law is the “but for” conception;7 a product’s defect, for example, would be deemed to be the cause of a harm if and only if the harm would have not have occurred “but for” that defect. As should be clear, this conception is essentially the “avoidability” conception, differently described; and the law imposes qualifications to this conception analogous to those discussed above. But the connection between legal responsibility and the legal conception of causation is stronger than that between moral responsibility and our ordinary conception of causation; for claims of legal responsibility are legally required to be based on causation claims. And the unsurprising result of this requirement is that legal causality judgments are often fundamentally normative. That is, though judgments of legal responsibility are supposed to be based on antecedent, and independent, causality judgments, in fact causality judgments are often based, at least implicitly, on antecedent views as to where legal responsibility should be placed.8

	
There are, of course, other respects in which ethics and the law diverge. For example, judgments of legal wrongdoing vary with the actual results of behavior in a way that judgments of moral wrongdoing do not. Genuinely attempting to murder a person is commonly regarded as morally blameworthy to the same degree as succeeding in murdering a person; but though attempted murder is a legal crime, the punishment for it is significantly less than that for an actual murder. Relatedly, ethics and the law do not standardly deal with “tracing”9 in the same way. If Jones drives drunk and kills a blameless pedestrian as a result, he would standardly be viewed as both morally and legally culpable on the ground that his getting drunk was voluntary in the requisite sense even if the subsequent drunken act that caused the death was not; but whereas moralists would typically say that it was the original act of getting drunk that was morally culpable and not the nonvoluntary death-causing act that followed, the standard legal judgment would be that the death-causing act was itself legally culpable in virtue of its connection with the prior voluntary act.10 This topic, as it relates to cases of an interesting and unusual sort, is discussed in Robert Schopp’s contribution to this volume.

	
There are, of course, countless issues in philosophical ethics that  relate, in a wide variety of ways, to moral responsibility. We conclude with a brief discussion of three such issues, each of which is discussed by contributors to this volume, namely, omissions, the Doctrine of Double Effect, and collective responsibility. First, let us return to omissions. We noted above that omissions are commonly used as examples of cases in which an agent has moral responsibility without, allegedly, causal responsibility. But there is a more fundamental, and much debated, question regarding omissions, namely, whether a morally wrong action (such as killing a person) is morally worse, other things equal, than a comparable morally wrong omission (such as letting a person die). Warren Quinn is one of many philosophers who answer this question in the affirmative; he provided what is now the common label for this view, the “Doctrine of Doing and Allowing” (Quinn 1989). Others, such as Michael Tooley (Tooley 1994) and James Rachels (Rachels 1994), answer this question in the negative. They typically argue that, though killing, for example, is indeed normally worse than letting die, the reason for this derives not from the difference between acts and omissions as such, but from external differences that commonly accompany the act–omission distinction—differences in intention or motivation (e.g., one who kills a person typically desires to see that person dead; one who lets a person die typically does not), in the sacrifice required (e.g., saving a person’s life typically requires considerable sacrifice in time, energy, money, etc.; refraining from killing a person typically does not), and so on. Where those external differences are eliminated, such philosophers claim, there is no morally relevant difference between killing and letting die. The contributions to this volume by Helen Frowe and David Chan both focus on this issue.

	
Another much discussed distinction, a distinction sometimes discussed in conjunction with the act–omission distinction, is the distinction between a harm produced as a means to a good end and a harm produced merely as a side effect of an action aimed at a good end—a distinction that is central to the Doctrine of Double Effect.11 Alison McIntyre summarizes this doctrine as follows (McIntyre 2001, 219):

	
Proponents of the Doctrine of Double Effect make two claims: (1) it is sometimes permissible to bring about a harm as a merely foreseen side effect of an action aimed at some good end, even though it would have been impermissible to bring about the same harm as a means to that end, and (2) this is so because of the moral significance of the distinction between intending and foreseeing a harmful consequence of one’s own agency.

	
This doctrine seems at least initially plausible, as the much-discussed  cases of “terror bombing” vs. “strategic (or tactical) bombing” (see, e.g., Bratman 1987, ch. 10) bring out: ceteris paribus, bombing civilians as a means to induce the enemy to surrender seems worse than killing civilians merely as a side effect of bombing aimed at military targets. But what if the strategic bombing required to get the enemy to surrender would result in the “side effect” deaths of 10,000 civilians, whereas terror bombing could achieve the same result by killing as a means less than half of the people in that same group? The strategic bombing alternative seems rather hard to defend in such a case. Frances Kamm’s contribution to this volume illustrates the complexity of the issues here by considering various atypical forms of terror bombing.

	
Finally, consider the thorny issue of collective responsibility. On the one hand, many of us are strongly inclined to hold collectives of various sorts responsible for a variety of harms—for example, we may take Germany as a nation (or, alternatively, the German people taken collectively) to be responsible for the Holocaust, various corporations to be responsible for various sorts of environmental pollution, and so on. But on the other hand, collectives as such do not seem to be conscious agents, and thus do not seem to be the sorts of entities to which the ascription of responsibility is even intelligible. This crucial underlying issue—the issue of whether, and in what sense, collectives can legitimately be regarded as agents—is the focus of Todd Jones’s contribution to this volume.

	
3 The Essays in This Volume

	
As this brief introduction has illustrated—and as seems obvious in any event—moral responsibility is connected with a wide variety of issues.  A number of these issues are significantly illuminated by the essays in  this volume.

	
In “A Reappraisal of the Doctrine of Doing and Allowing,” David  Chan criticizes attempts by deontologists to use this “doctrine” (DDA) and its rationale—that “negative rights and the duty not to cause harm  by intervention” take precedence over “positive rights and the duty to provide aid”—to defend the view that killing is worse than letting die. Focusing on the views of Warren Quinn, Chan argues that Quinn’s attempt to match this defense to our intuitions in the relevant cases requires ad hoc distortions of Quinn’s distinction between negative and positive agency—distortions that undermine the appeal of DDA and vitiate the alleged defense (defending our intuitions by appealing to this distinction becomes circular if this distinction is itself modified to conform to our intuitions). Moreover, Chan contends, Quinn fails to give adequate consideration to other features, such as “the likelihood of harm and the presence of prior commitments,” which underlie our intuitions in the relevant cases. Chan concludes by using virtue ethics to sketch a defense of a “middle position” between the deontological view that killing is always worse than letting die and the consequentialist view that there is no morally relevant difference between the two—a “middle position” that allows us to say, for example, that it may be preferable to let y people die than to kill x people if y is somewhat larger than x but not if y is very much larger than x. Chan reaches this result by arguing that, though both a disposition “to avoid killing” and a disposition “to save others from death” are virtues, a person who has the former virtue but not the latter is better than a person who has latter virtue but not the former, and, hence, that the former disposition will be stronger in a virtuous person than the latter.

	
In “Killing John to Save Mary: A Defense of the Moral Distinction between Killing and Letting Die,” Helen Frowe defends the indicated distinction against Michael Tooley and his Moral Symmetry Principle—the principle, roughly, that, other things equal, “there is no moral difference” between initiating a causal process that has a certain outcome and failing to stop a causal process that has that outcome. To avoid apparent counterexamples, Tooley “clarifies” the principle by claiming that, though it asserts “that it is as wrong intentionally to refrain from interfering with a causal process . . . as it is to initiate the process,” it nonetheless “does not assert that it is as wrong to refrain from preventing someone else from initiating a causal process as it is to initiate it oneself.” Frowe begins her attack on the Moral Symmetry Principle by focusing on this clarification. She presents cases to show that it is just as implausible to claim that preventing someone else from continuing a causal process is morally equivalent to initiating the process oneself as it is to claim that preventing someone else from initiating a causal process is morally equivalent to initiating the process oneself—a point that Tooley’s “clarification” does not address. Furthermore, she argues, there is no plausible way to fix this problem without eliminating the rationale for adopting the principle in the first place. She then turns to Tooley’s claim—a claim also made by James Rachels—“that those who defend the killing–letting die distinction have confused the wrongness of external factors, like motivation, with the comparative wrongness of killing and letting die themselves.” We can undermine this claim, she argues, by distinguishing “between being able to avoid a harm, and being able to avoid being at risk of that harm.” Specifically, a killing may be wrong where the comparable letting die is not because the former changes the antecedent risk—for example, it transfers it from one person to another—whereas the latter does not.

	
In “Making Up One’s Mind,” Randolph Clarke notes that one can make up one’s mind about either of two different kinds of things: about what to do and about what to believe. Deliberation in the first case involves practical reasoning and in the second case involves theoretical reasoning. Clarke considers the thesis that these two ways of making up one’s mind—practical deciding and cognitive deciding, respectively—are fundamentally different. He also presents and then responds to recent arguments to the contrary offered by Brian O’Shaughnessy (1980), Gary Watson (2004),  and others.

	
“Conscious Intentions,” by Alfred R. Mele, is a sustained piece of conceptual analysis. Mele is concerned with the claim that intentions are essentially conscious, a claim held by some but not all contemporary  psychologists: is the claim true, and why do scientists disagree about it? As it turns out, the answer to the first question depends on what kinds  of intention one has in mind. Mele distinguishes between distal and proximal intentions, for instance, where the former are aimed at future actions and the latter are not. It seems that, for example, while I’m driving to  the store I (proximally) intend to step on the gas pedal, but I’m rarely if ever consciously aware of this intention. Thus, claims about proximal conscious intentions might be harder, or even impossible, to prove, whereas  claims about distal intentions might be more easily supported. Mele then explains how these two different opinions about conscious intentions correspond to two distinct approaches to psychology. This chapter has direct implications for scientific research into the psychological character of intentions.

	
In “Locke’s Compatibilism: Suspension of Desire or Suspension of  Determinism?” Charles T. Wolfe investigates John Locke’s account of free action. It was Locke who noted that since the will is a power (or set of powers) and freedom is a power, free will is strictly speaking a power of a power. Locke found this problematic, and for this reason he was among the first philosophers to shift the attention from free will to free action. It is the person who is free, not the will, and the relevant freedom is the freedom to act. Yet despite these contributions, Locke’s theory has been judged by many to be incoherent. In this context, Wolfe offers a compelling Lockean, naturalistic view of free action that is an alternative to both libertarian agent causation and reason-based views of action.

	
E. J. Coffman and Donald Smith’s “The Fall of the Mind Argument and Some Lessons about Freedom” is a contribution to the debate about the soundness of the Mind argument (van Inwagen 1983, 126ff.). As we noted above, the Mind argument may be viewed as an argument for the incompatibility of free will and indeterminism that is named for its common occurrence in the journal of the same name.12 According to Coffman and Smith, the Mind argument has an implicit principle, (γ), which holds that an agent has a choice about an event e only if there is some event in the causal history of e such that he has a choice about it. Reductive libertarians—who claim that agents, not just events, can cause actions—endorse (γ), whereas nonreductive libertarians—who hold that only events can cause actions—reject the principle. Given that (γ) is an implicit premise, if (γ) is false, then the Mind argument fails. Furthermore, Coffman and Smith argue that if (γ) is true, then the Mind argument also fails. This creates a dilemma that might be instructive to the libertarian. For in choosing one horn over the other he is forced to choose between reductive and nonreductive libertarianism. Coffman and Smith close with their reasons for favoring the latter.

	
In “Selective Hard Compatibilism,” Paul Russell begins with an explication of rational agency theory, which maintains that an agent is free provided that his actions are guided by practical reasoning. One common criticism of this theory is the manipulation argument. Recall that the no-difference claim of the argument is that there is no substantive difference between manipulation cases, where actions are controlled by external agents, and determinism cases. Therefore, the supposed lack of moral responsibility in manipulation cases extends to determinism cases, and determinism is incompatible with moral responsibility. As Russell notes, history matters to the soft compatibilist, for it matters whether or not my action is part of some covert agent’s plans. If it is, then I’m not morally responsible for the action.

	
Russell makes a strong case for rejecting this line of thought in favor of hard compatibilism, according to which manipulation alone does not rule out moral responsibility. Hard compatibilists accept the no-difference claim. Given that Russell believes that some persons are morally responsible for their actions, he is left to argue that agents in some manipulation cases are morally responsible for their actions. Using the distinction between the illegitimacy of holding an agent morally responsible for his action and the agent’s lacking moral responsibility, Russell argues that our judgment that manipulated agents are not morally responsible for their actions might be based on a faulty line of reasoning.

	
John Martin Fischer’s “Manipulation and Guidance Control: A Reply to Long” is a response to a potential counterexample to Fischer’s view that was given by Todd Long (2004). Fischer is both a soft compatibilist and a semicompatibilist. He concedes that there is a kind of freedom that is incompatible with determinism—regulative control—yet it is not necessary for moral responsibility. Moral responsibility requires only guidance control, which is consistent with determinism. Soft compatibilism is prone to new variations of the manipulation argument (McKenna 2008), and Long’s strategy follows these same lines. Long offers two contrasting examples involving a man named ‘Schmidt’. The first Schmidt example is a determinism case where the agent appears to satisfy Fischer’s conditions for moral responsibility. The agent also appears to satisfy these conditions in the second Schmidt example, which is a manipulation case. Otherwise the cases seem indistinguishable. As Fischer notes, even Long is unclear about whether or not Schmidt is morally responsible in the second case. Fischer eventually dismisses Long’s challenge and along the way he points to a distinction between soft compatibilism, on the one hand, and both hard compatibilism and theories that claim that all manipulation cases threaten moral responsibility, on the other. Fischer seems to regard this distinction as advantageous for soft compatibilism: since soft compatibilists have no sweeping response to those opposing theories, they are forced to consider the details of each case individually and judge it on its own merits.

	
“Free Will: Some Bad News” adds to Saul Smilansky’s complex theory. Smilansky accepts the conclusions of arguments for free will skepticism. He also differs from most free will skeptics, for he endorses two “radical” claims. First, compatibilism has something to offer—Smilansky is a “partial compatibilist” and endorses “compatibilist hard determinism.” Second, it is in general better to live under the illusion of free will than to embrace free will skepticism. Part of this essay is an update, where Smilansky repeats the case for free will skepticism in light of some contemporary free  will theories. In addition, Smilansky addresses recent claims by free will skeptics that life without free will is not so bad. Injustice and pessimism are just some of the consequences of rejecting free will. Unfortunately,  the bad news about free will is not just that we don’t have it. Smilansky argues that many contemporary philosophers have simply ignored the fundamental problem about our lack of ultimate control over our actions. The only way out is illusion. Van Inwagen (1998), following Chomsky  and McGinn, has claimed that we might lack the cognitive capacities needed to solve the free will problem, which would explain its persistence. Smilansky goes further in noting that our difficulty might be not cognitive but emotional.

	
In “Responsibility and Practical Reason” George Sher focuses on the “knowledge” requirement for responsibility (called above the “epistemic condition”)—a requirement that has received much less attention than the “freedom” requirement (the “freedom-relevant condition”). His goal is to “raise some doubts about” a common interpretation of the knowledge requirement, an interpretation he dubs “the searchlight view.” According to this view, “how much responsibility any given agent has for what he has done is a direct function of the range of relevant facts of which he was aware.” The appeal of this view, Sher believes, derives from the fact that the limits it imposes on an agent’s responsibility “are a precise match with what each of us sees as the limits of his own choice situation” when he takes “the deliberative perspective.”

	
Adopting as his “working hypothesis the assumption that the best defense of the searchlight view is likely to involve some premise that makes essential mention of the deliberative perspective,” Sher considers one of the two approaches he thinks such a defense might take, an approach that “takes as its point of departure the claim that responsibility itself is a practical rather than a theoretical concept.” Focusing on the views of Christine Korsgaard and Hilary Bok, both of whom make this claim, Sher begins by noting that the claim faces an immediate difficulty, namely, that whereas we can deliberate only about our own future actions, “our ordinary concept of responsibility is neither oriented to the future nor restricted to the first person.” He then considers the differing ways in which Korsgaard and Bok provide a “more expansive” version of the claim based on a “richer notion of practical reason,” a version according to which a concept of responsibility based in practical reason can be applied both to one’s own past actions and to the actions of others. And he argues that on neither author’s “more expansive” version will it be plausible to restrict such applications to what the relevant agent was aware of at the time of deliberation. In short, we face the following dilemma: on the “least expansive” version of the claim that responsibility is a practical concept, this concept is unacceptably limited to one’s own future actions; but on the “more expansive” version, this concept does not conform to the searchlight view. Thus, the suggested defense of the searchlight view fails.

	
As Todd Jones notes, the much-discussed issue of collective responsibility “remains . . . contentious.” In his “The Metaphysics of Collective Agency,” he focuses on an essential and, in his view, “comparatively neglected” prior topic, namely, “the precise metaphysical underpinnings of collective agenthood.” In particular, he attempts to show “how collective agency might be possible” by outlining a theory of intentionality according to which certain sorts of groups “qualify as having intentional states”—specifically, “representation” and “goal” states. On Jones’s theory, what is central to a system’s having a goal is that it have “a robust disposition to produce a similar range of end states . . . in a variety of environments”; and “the more ways a system has of producing a certain end state from a variety of initial states, the more comfortable we are of speaking  of the system’s ‘goals.’” Moreover, complicated goal-directed systems  typically develop “subsystem” mechanisms for pursuing subgoals and  sub-subgoals; and these subgoals are central to Jones’s conception of “representation.” “I submit,” he says, “that we speak of ‘representations’ when we want to give further information about the more fine-grained subgoals that a creature has developed by becoming ‘tuned’ to certain environments in a way that enables it to succeed in its goals and subgoals.” Information about the relevant “internal mechanisms” is provided “indirectly by describing the sort of world with which the creatures are set up to make appropriate interactions”; and “we call being set up to interact effectively with that kind of world ‘having a representation’ of that world.”

	
On this theory of intentionality, Jones contends, groups can in principle have both goals and representations, and thus can be intentional systems. Noting that we are likely to resist this characterization because “we already use terms like ‘goal’ and ‘representation’ to describe the thinking and behavior of” the groups’ members, he acknowledges that the goals of some members of a group may “be the same as the goals that our theory of intentionality would lead us to identify as the group’s goals.” But the crucial point is that this need not be the case: “on the theory of intentionality given above, it’s perfectly possible for a group to have a goal or representation that none of the people in that group has.” Jones concludes by conceding that his argument is not sufficient to show that groups can be moral agents, and that whether they can be moral agents “is unclear”; but, he contends, “knowing how they can be intentional agents helps give us some promising ways to find that out.”

	
One of the central debates in metaethics is that between internalists and externalists, the former holding (roughly) that there is a conceptual connection between believing that one morally ought to do something and intending, or at least having some motivation, to do it, the latter holding that any such connection is merely contingent. Antti Kauppinen contends that “internalists have the upper hand in this debate” despite the fact that they have “difficulty with motivational failures.” Thus, in “Moral Judgment and Volitional Incapacity,” he attempts to defend internalism in the face of the challenge posed by the most troublesome cases of motivational failure. Typical internalists, such as Gibbard, are noncognitivist internalists—they hold that assent to a judgment such as “I ought to A” consists, in Kauppinen’s words, in “a conative or affective state,” a state of, for example, intending to A. But Kauppinen believes that, though “sophisticated” forms of noncognitivist internalism can deal with many cases of motivational failure, including cases of weakness of will, they cannot deal with “the sort of radical motivational failure that Gary Watson has labeled volitional incapacity,” cases in which “one’s self-directed ought-judgment does not result in a corresponding intention.” An example is the case of “Incapacitated Michelle,” a case in which Michelle fully believes that she ought to deliver an urgent message to her compatriot in the French Resistance, but suffers from such extreme agoraphobia that she cannot get herself even to intend to leave her room—or, thus, to deliver the message.

	
To retain internalism in the face of such cases, we must, on  Kauppinen’s view, adopt cognitivist internalism. He concludes his chapter by defending a version of cognitivist internalism based on an “inferentialist” conception of rational capacities, a conception he contrasts with the “coherence” conception adopted by, for example, Michael Smith. In brief, (a) ought-judgments involve inferential commitments rather than practical commitments—this is the “cognitive” component of the view; and yet (b) the inferential commitments involved in ought-judgments themselves rationally require practical commitments—this is the “internalist” component of the view. Hence, we can say both (a) that thinking that one ought to do something while never having any intention of doing it, as in the Incapacitated Michelle case, is possible—thus the view can handle volitional incapacity; and yet (b) that failing to intend to do what one thinks one ought to do is irrational in that it involves failing to fulfill one’s inferential commitments—thus the view preserves the central insight of internalism.

	
The presence of a psychological disorder is normally thought to reduce, and in some cases even to eliminate, a wrongdoer’s criminal responsibility. But in “‘So Sick He Deserves It’: Desert, Dangerousness, and Character in the Context of Capital Sentencing,” Robert F. Schopp considers the common view that at least certain types of psychopathology not only fail to mitigate, but actually exacerbate, criminal culpability. The central question he addresses is: “can we identify any circumstances in which psychopathology can legitimately serve as an aggravating factor that increases the level of punishment deserved?” Schopp notes that some court opinions “accept dangerousness as an independent sentencing consideration supporting increased severity of punishment,” and that these “appear to conflict” with opinions that “require punishment in proportion to culpability or moral blameworthiness.” This raises a second question: “can sentences predicated partially upon judgments of dangerousness, and particularly upon dangerousness associated with psychopathology, conform to a requirement that sentences are proportionate to culpability or desert?”

	
He answers both questions in the affirmative. The crucial idea is that an agent who engages in criminal conduct may be culpable not merely  for that conduct but for developing or retaining the dispositions that led to that conduct. Hence, if those dispositions are pathological dispositions that constitute a greater danger to the public than more ordinary criminal dispositions, it may be justifiable to hold that the agent is more culpable, and thus legitimately subjected to more severe punishment, than an agent who engages in similar conduct on the basis of less dangerous dispositions. Further, even where agents are not responsible for the original generation of the relevant pathological dispositions—for example, where those dispositions resulted from sexual abuse during childhood—they may still be responsible, Schopp contends, for “continuing to engage in an extended pattern of conduct that retains and exacerbates those dispositions.” He concludes by arguing that his views are perfectly compatible with “liberal principles of political morality” that “define distinct public and nonpublic domains and limit the state’s authority to apply coercive force to the public domain.” For he is not claiming that one can legitimately be punished simply for having, or for having culpably developed or retained, objectionable dispositions; rather, he is claiming only that consideration of an agent’s dispositions, and thus his or her character, in imposing punishment is permissible when the agent “engages in culpable criminal conduct” and thereby “injects those aspects of his character that generate harm or risk to others into the public domain.”

	
Frances Kamm’s “Types of Terror Bombing and Shifting Responsibility” expands on typical discussions of “terror bombing” versus “tactical bombing” by considering “nonstandard forms of terror bombing.” Kamm argues that such nonstandard bombing is “also wrong according to criteria that can be used to condemn standard terror bombing,” but that “different forms of terror bombing can distribute responsibility for outcomes in different ways and for different things.” She rejects the common view that the special wrongness of standard terror bombing (intentionally bombing noncombatants—NCs—to produce terror among NCs to, e.g., induce them to get their government to surrender) lies in the “intentions to harm and to produce terror to civilians,” contending rather that the relevant feature is that it is “true of terror bombing but not of collateral damage that, given what an agent does, it is necessary that harm and terror are causal means to achieving his end.”

	
With this as background she considers several nonstandard cases  that differ from standard terror bombing in that, though the harm and/or terror are necessary causal means to the relevant end, (a) the objective is straightforwardly “military” (e.g., the blowing up of a military target) rather than “political,” and (b) the harm and/or terror produce the desired result purely “mechanically,” bypassing “people’s judgment and will.” She contends that at least some of these cases can be condemned on the same grounds as standard terror bombing, despite the fact that, because these cases have a military objective, “many practitioners of war” would not have regarded them as instances of terror bombing. Turning to the mechanical–nonmechanical distinction, in standard terror bombing cases, unlike her cases, the goal is achieved by altering—that is, (arguably) corrupting through, for example, cowardice—the NCs’ “judgment and deliberately willed political behavior”; and this means that part of the responsibility for the ultimate result (e.g., surrender) falls on the NCs themselves. This suggests that Kamm’s nonstandard, mechanical cases might be preferable to the standard case because they save the NCs from corrupted judgment and behavior and the responsibility associated therewith. But although “it may be better in some way for the person himself” to be used mechanically rather than to be corrupted, Kamm contends that this is counteracted by the idea that “it is contrary to the importance of being a person” to bypass his agency. In brief, though being used mechanically “could be . . . better for him, it is more at odds with the importance of him.”

	 Notes

	
1. These two conditions do not exhaust the metaphysical issues relevant to moral responsibility; other issues include, e.g., the relation between moral and causal responsibility, personal identity, and possibly additional cognitive considerations. The relation between moral and causal responsibility, which is a significant issue in action theory and ethics, will be considered briefly in the second section of this chapter.

2. According to the thesis of determinism, “given the past and the laws of nature, there is only one possible future” (van Inwagen 1983, 65). For similar definitions of key theories in the free will debate, see van Inwagen 1983, 13–14. William James (1956) was the first to distinguish between hard and soft determinism.

3. Ted Honderich (1988, 2) is an exception, in that he is a free will skeptic who endorses the thesis of determinism. But Honderich is not really a hard determinist either, since he rejects incompatibilism along with compatibilism (Honderich 2004). Note that Honderich’s usage of these terms is slightly different from ours. Nonetheless, his views defy easy categorization.

4. One may equate metaphysical freedom with the alternatives view of free will.

5. The view that Jim is causally responsible for that Indian’s death can be questioned, on the ground that he had no alternative that would have avoided that result. Conversely, some people’s intuitions incline them to the view that Jim is morally as well as causally responsible. But certainly a common, if not consensus, view is that Jim is causally but not morally responsible for the death of the Indian he kills.

6. If, per impossibile, one such person had certain foreknowledge of those horrors, we might be inclined to say that that person bore some moral responsibility for them; but we still presumably would not ascribe causal responsibility to that person.

7. “In legal terms, a defendant’s behavior is a cause of an event if it wouldn’t have occurred ‘but for’ the defendant’s behavior” (Miller 1990, 272).

8. Arthur Miller acknowledges this rather explicitly in the following description of how the law would deal with a case of overdetermination (Miller 1990, 273, italics added):

[a] teen-age girl . . . tries to scent a burning candle by pouring perfume on it. . . . flames spring out, and her blouse and the nearby curtains catch fire. At the same time, her four-year-old brother . . . opens the oven door, stands on it, the range tips over, and the flame from the gas ignites his toys on the floor. Both fires spread and together they destroy the entire house and everyone in the family. The truth is, either of the blazes would have done the same damage.

	
Both the perfume company and the stove maker will argue that . . . it should not be liable because the defect was not the but-for cause of the damage. Rather than let these two defendants . . . escape liability on account of the fortuity that their respective products happened to prove defective at the same time, the law says that the causation requirement is satisfied if either one was a “substantial factor” in bringing about the harm.

	
9. Cf. the brief discussion of tracing, and the Zimmerman quotation, in the first section above.

10. All of this suggests that the issue of “moral luck,” which has been much  discussed since the seminal papers by Thomas Nagel (Nagel 1976) and Bernard  Williams (Williams 1976), would have special relevance to the law. For an article on this topic, see Eisikovits 2005.

11. Foot (1967) considers both distinctions—and introduces the “trolley” cases, which of course have been much discussed in the literature in connection with these distinctions ever since. There is, in general, a huge literature on these issues; an extremely small, and quite arbitrary, sample of this literature, in addition to items already mentioned, includes Thomson 1976, 1985; Glover 1977; Bratman 1987 (especially ch. 10); Boorse and Sorensen 1988; Fischer 1992; Fischer and Ravizza 1994; and McIntyre 2001.

12. Strictly speaking, the conclusion of the Mind argument is the incompatibility between free will and a very limited indeterminism, e.g., indeterminism about events that play a role in human behavior (van Inwagen 1983, 126–127).
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2

	
A Reappraisal of the Doctrine of Doing and Allowing

	
David K. Chan

	
Warren Quinn1 and Philippa Foot2 have both given versions of the  Doctrine of Doing and Allowing (DDA) that justify a moral distinction between doing something to bring about harm and doing nothing to prevent harm. They argue that whereas it is justified to allow one person to die so that one can save a larger number of people, it is not permissible to kill one person to achieve the same purpose. They defend the distinction on the basis of an account of positive and negative rights. Consequentialist moral philosophers, on the other hand, hold that if killing and letting die have the same consequences, there is no moral difference between the two acts.3 Thus, the DDA’s role seems to be to undercut the consequentialist position by using a moral distinction between doing and allowing to support a moral distinction not found in consequentialist thinking between killing and letting die. In justifying the DDA, the nonconsequentialist must do two things: explain what difference the DDA captures, and show that its application has intuitive results through the use of examples.

	
In this essay, I shall show that the examples typically used to support the DDA do not in fact do so. Contrary to the deontological ethics supported by the DDA, I argue that it can be justified to minimize harm  by killing a smaller number of people, in preference to letting a greater number die. But unlike for the consequentialist, my position is that the distinction between killing and letting die does have moral significance.  I shall examine what other nonconsequentialist considerations, besides  the appeal to positive and negative rights, could account for the distinction, and will suggest a middle position between the deontological and consequentialist approaches to the ethics of killing.

	
1 Harmful Agency

	
Not anyone who fails to prevent harm is allowing harm to occur. The person who allows harm is an agent. He is aware that he is in a position to prevent a certain harm to one or more other persons, but he decides not to do what he can to prevent the harm. He can carry out his decision by inaction, or by getting out of the way, or by doing something else, or he may have to actively refrain from actions that would prevent the harm. On the other hand, someone who is unaware that he is able to prevent a harm, or who has not decided about whether to prevent the harm, or who fails to carry out a decision to prevent the harm (because of weakness of will, or an unsuccessful attempt), will also have failed to prevent harm. But he would not be an agent who allows harm in the relevant sense.4

	
Judith Jarvis Thomson has pointed out that the moral relevance of  the distinction between bringing about and allowing harm has to be judged using examples where “choice is presumably in question” (Thomson 1986a, 79). Thomson famously devised the Trolley examples, in which a driver or bystander has to choose between letting a runaway trolley cause the deaths of five people, or diverting the trolley onto a sidetrack where one person will be killed.5 These and similar examples have drawn conflicting accounts of what the right choice is and why it is right to choose in that way. If the examples capture a moral distinction, what exactly is the distinction and why is it morally significant?6

	
Quinn is well aware that the DDA does not make a straightforward distinction between acts and omissions. The distinction that Quinn carves out is between what he calls (harmful) positive and negative agency. He holds that the DDA discriminates in favor of negative agency and against positive agency, where the result of the agency is that someone is harmed (Quinn 1993, 153). Rescue I is his example of the favored kind of agency. The rescuer has to choose between saving five people from drowning in one place and a single person in similar danger in another place. It seems justified to save the five and fail to save the one. Rescue II illustrates the disfavored positive agency. The rescuer can save the five only by driving over and killing someone who is trapped on the road. It is not justified to proceed with the rescue of the five.

	
Quinn’s distinction does not correspond with the distinction between action and inaction. In his example of Rescue III, the rescuer is in the driver’s seat of a special train on an urgent mission to rescue five persons in imminent danger of death. The rescue would be aborted if the train were to stop. Someone is trapped on the track and will be killed if the rescuer does not put on the brakes. The rescuer is not required to do anything to let the train continue. Quinn thinks that this is a special kind of inaction that counts as positive agency. According to him, “the train kills the man because of [the rescuer’s] intention that it continue forward,” and “the combination of control and intention in Rescue III makes for a certain kind of complicity” (Quinn 1993, 162).7 Just as in Rescue II, the rescuer is obligated to stop the train—the death of the five persons who are not rescued counts as negative agency.

	
A further example is provided to show that a rescuer who does not intend that the train continue forward is permitted to save five persons in preference to stopping the train to prevent it from running over the person on the track. In Rescue IV, there are five badly wounded passengers at the back of the train after an explosion. The rescuer is attending to them when he learns that someone is trapped on the track. Stopping the train is a complicated business that would render it impossible to save the wounded passengers. Quinn thinks that the rescuer should not stop the train, as his failure to stop the train is, unlike in Rescue III, negative agency.

	
Quinn obviously needs to show why there is a difference in intention between Rescue III and Rescue IV. First, he defines an agent’s “most direct contribution” (MDC) to a harmful consequence of his agency as the contribution that most directly explains the harm. Where harm comes from an active object such as a train, an agent may contribute to its harmful action by either his action or inaction. In Rescue II, the rescuer’s MDC is his act of driving over the person trapped on the road. In Rescue III, his MDC is his failure to stop the train. According to Quinn, the rescuer “fails to [stop] it because he wants some action of the object that in fact leads to the harm” (Quinn 1993, 163). He intends an action of the train that in fact causes the man’s death, namely, its passing over the spot where he is trapped. And he intends this because the train must pass that spot for the five others to be saved.

	
Does this work? Fischer and Ravizza have asked why it is not the case that the rescuer in Rescue IV intends the train to continue forward, given that he intends to refrain from leaving the five wounded passengers and rushing back to the controls of the train. They suggest that a principle that restricts intention transfer is needed that permits the transfer of intentions only across “elements in the causal chain that are necessary to the chain’s resulting in the harm” (Fischer and Ravizza 1992, 350). It may then be argued that as the five passengers are in the relevant sense causally isolated from the movement of the train, the rescuer need not be attributed with an intention about the train.

	
I will not go any further into the debate about intention transfer.8 Suffice it to say that we are getting not only an account of positive and negative agency that differs from the everyday notion of doing and allowing,9 but also an account of intention that is far from intuitive.10 Instead of providing criteria for distinguishing between positive and negative agency, and identifying an agent’s intentions, prior to using the distinction to make moral evaluations, the criteria themselves are adjusted to fit our moral intuitions about the examples discussed.11 These adjustments, designed to make the account fit the examples, seem ad hoc, and it is not obvious that the DDA defended by Quinn is the real basis of our moral intuitions regarding his examples. Because Quinn uses the rescuer’s intention to distinguish between positive and negative agency, and then uses that distinction to explain why there is a moral difference between killing and letting die, it would be circular reasoning to use our moral intuitions regarding cases of killing and letting die to decide what the rescuer’s intentions are unless something else about the situation is doing the moral work. Let us look at the examples again to see if the latter is the case.

	
2 Rescuing Intuitions

	
Quinn’s use of Rescue III as an example to elicit moral intuitions has been criticized on the grounds that the example is underdescribed: “If we suppose that you are a mere bystander who played no role in the initiation of the rescue mission . . . then Quinn’s intuition that you must stop the train from crushing the one seems fairly weak and unreliable” (Rickless 1997, 566). I think that the example is indeed underdescribed, but this does not mean that Quinn had gotten his intuitions wrong. What I reject, however, is Quinn’s idea that the basis of the intuition rests on the rescuer’s intention regarding the train.

	
Notice that Quinn assumes that the five persons who are to be rescued will die if the train is stopped and will be saved if it is not. Thomson’s Trolley examples, frequently used in the debate on whether killing is  worse than letting die, also involve the assumption that the consequences of acting and not acting are clear and known to the agent.12 I think  that our intuitions regarding these examples depend on whether we keep this assumption in mind. If you put yourself in the place of Quinn’s rescuer, do you think that the five are as certain to die if you stop, as the one who is about to be run over by the train if you don’t? If you so think, it is not clear that your intuition favors stopping the train. But it is difficult to make the assumption.13 The five who are in danger are at a place that you have to travel to. Perhaps someone else will rescue them before  you get there. Perhaps the danger will pass. We are also assuming that  it is certain that you will succeed in saving them. Perhaps you will arrive too late. Perhaps you will get there but will not have the power to save them. In comparison, you can be certain that the decision to stop the  train will make an immediate life-and-death difference to the person  on the track.14

	
In Rescue IV, the certainty of the five’s demise should you stop the train is much easier to keep in mind. You are already attending to them. We suppose they will drop dead if you stop. So our intuitions do not favor stopping the train. The difference, that the extent to which death is foreseeable makes, is also applicable to the Trolley examples. The driver of  the runaway trolley has to choose between letting the trolley continue on a track on which five persons are trapped, and switching the trolley onto a sidetrack where only one person is trapped. Our intuitions favor switching tracks. Why should we favor killing one over letting five others die? Quinn implausibly claims that “the driver’s passive option, letting the train continue on the main track, is really a form of positive agency,” and that “his choice is really between two different positive options—one passive and one active” (Quinn 1993, 166–167).

	
Consider what our intuitions are when we do not assume that the five persons on the main track are certain to die. They are fifty miles away, whereas the one on the sidetrack is lying clearly in view. I do not think our intuition still favors switching tracks. Note, however, that it is not the distinction between killing and letting die that makes the difference. Suppose instead that the one person clearly in view is on the main track, and the five persons are fifty miles down the sidetrack. Should the driver do nothing to divert the trolley to the sidetrack? It seems to me that he should switch tracks, as he cannot be sure that the five on the sidetrack cannot be freed, or the trolley stopped, before it gets to the place where they are trapped. If I am right, the Trolley example shows that when the deaths of five on one track and the deaths of one on the other are equally certain, then other things being equal, the driver should choose the track where the fewer number of persons will die. Whether he is letting die through inaction, or killing through an act of switching tracks, does not make a crucial difference.

	
Another consideration that affects our intuitions about the examples is the role of prior commitments. In Rescue IV, the rescuer is already engaged in saving the lives of the five passengers. To rush off to stop the train will be to abandon his efforts to save them. This consideration affects our intuitions independently of the comparative numbers of people who can be saved, as illustrated by another example (Freeze):

	
Suppose I have always fired up my aged neighbor’s furnace before it runs out of fuel. I haven’t promised to do it, but I have always done it and intend to continue. Now suppose that an emergency arises involving five other equally close and needy friends who live far away, and that I can save them only by going off immediately and letting my neighbor freeze.15

	
To avoid complications, let us assume that I am absolutely certain that I can save my faraway friends, and that nobody else can save them. Despite their larger number, it is not clear that I am permitted to go off to save them, as I am already engaged in an effort to keep my neighbor alive.16

	
It may be said that the rescuer in Rescue III also has a prior commitment to save five lives. Is stopping the train not tantamount to abandoning the rescue of the five? However, unlike in Rescue IV and Freeze, it is possible that in Rescue III the five persons in danger can be rescued by others. As I have pointed out, the example presents a situation where the rescuer need not be certain about the demise of the five if he were to stop the train. But once we make the assumption that the five will die unless they are saved by the rescuer on the train, our intuitions no longer seem to favor stopping the train. Again, if we remove the assumption in Freeze that only I can help my neighbor, then it seems permissible to go away to rescue the  five friends. Prior commitments are not irrevocable, but they do impose an obligation to find a replacement to relieve oneself in an emergency. Similarly, the rescuer in Rescue III is obliged to radio back for another  team to take over if he stops the train.

	
I take it that it is a difference in the likelihood of harm and the presence of prior commitments, rather than the DDA, that grounds our intuitions regarding Quinn’s examples.17 In the absence of these two factors, should the rescuer then decide simply on the basis of the comparative numbers of people harmed? That is, would the best way to justify the intuitions rest on a consequentialist counting of lives? But if there are nonconsequentialist reasons to think that killing is worse than letting die, so that numbers would not be the only consideration, the consequentialist position need not follow.18 Let me say something here about why it is important that the consequentialist position not be the default position.19 It’s not just that consequentialism has been criticized for its possible commitment to unjust acts, such as punishing the innocent, and to unjust institutions and practices, such as discrimination against minorities. It’s that in the very examples we have been considering, assuming that the likelihood of harm is equally certain and that there are no prior commitments toward protecting or saving any of the lives at stake, it seems false that all that matters is the number of lives at stake, considered in consequentialist fashion. I have suggested that all other things being equal, when one is confronted with a choice between one person on one track, and five on the other, it is intuitively right to go down the track with the one person whether, in doing so, one has to divert the trolley or to just let the trolley continue on its way. But if all that matters is the number of lives at stake, then one would have no preference between the world in which one diverts the trolley and the world in which one lets the trolley continue. Yet even if it’s the right thing to do, it’s harder to choose to kill the one person than to choose to let the one person die,20 which seems to indicate that there is a moral reason not to kill that has to be overridden before one can choose to kill a person to save a larger number of lives. In the next section, I will suggest that there is a nonconsequentialist moral basis for a shared intuition that it is worse to kill. If successful, I will have answered those who would argue that consequentialism, despite the many problems identified by critics, is still the best account of how to make decisions in situations of moral conflict, such as in the Trolley examples.

	
3 What Makes Killing Worse from a Nonconsequentialist Perspective

	
Suppose that there is exactly one person trapped on each track. A consideration that seems to favor doing nothing rather than switching tracks is that to do nothing is to let the one die, whereas to switch tracks is to actively engage in killing the other. Even the consequentialist may say this. Killing may impose a greater burden of guilt, and it may undermine human sensibilities that normally restrain us from acts that harm society. Quinn and Foot are nonconsequentialists who justify the DDA by appeal to an account of positive and negative rights. Killing violates negative rights against harmful intervention, whereas letting die violates positive rights to assistance. And negative rights “take precedence over” positive rights.21 Unlike for consequentialists, the duty to avoid killing is an absolute duty, so it trumps any consideration of the numbers of people who are allowed to die.22 This leads to the counterintuitive claim that it is preferable to allow very large numbers of innocent persons to die when one can save them by killing one person.23

	
Consequentialists, on the other hand, are too ready to use numbers  to decide. Perhaps they may think that we should allow three to die  rather than kill two persons, given the harmful effects on society of acts of killing. But it doesn’t take many more at risk of letting die to turn the calculations in favor of killing. Moreover, consequentialists seem to miss out on what is wrong about killing. It cannot be just the harmful effects of the particular acts of killing, for killing can be wrong even when it is not harmful overall. And because they only consider the harmful effects, consequentialists do not give independent weight to whose agency brings about the harms. One morally significant difference between killing and letting die is that some other agent, human or natural, causes death when one lets die.

	
It seems that neither an account that makes it an absolute duty not to choose killing over letting die, nor an account that relies solely on comparing the numbers of people harmed, can satisfactorily reflect our moral intuitions. In response, one could view the project of formulating a wholly satisfactory and precise distinction between doing and allowing as far too complex, with too many rival distinctions to adjudicate between. According to Scheffler, it can be shown that “some distinction between what one does and what one allows is an ineliminable feature of any conception of normative responsibility,” but “the contours of the distinction are likely to remain both imprecise and contested.”24 My objective in the remainder of this essay is, however, to stake out a middle position that takes both the harmful effects and the greater wrongness of killing into account. Although I can only provide a sketch here, I hope to say something about the wrongfulness of killing from a nonconsequentialist perspective that differs from other such accounts that have focused on the rights of the persons affected by what is done or not done.25 On my account, what should be morally significant are the agent’s attitudes toward killing and saving lives that determine the choices that she makes in the Rescue and Trolley examples.

	
I begin with a famous example used to critique utilitarianism: Jim is faced with the choice of killing one Indian or allowing twenty Indians to be executed by soldiers (Williams 1973, 98–99). A utilitarian is expected to calculate that he can minimize harm by killing one Indian. According  to Williams, even if the utilitarian choice is the correct one, the solution should not be reached by considering utility alone, without taking seriously the “distinction between my killing someone, and its coming about because of what I do that someone else kills them” (ibid., 117). He suggests that the utilitarian requirement that Jim kills the Indian puts Jim’s integrity at risk, for he is compelled to set aside his personal projects owing to the impact of someone else’s (the captain of the soldiers) projects on him. This idea of Williams can be developed in the following way.26

	
Consider that a person’s commitment to projects contributes to her flourishing human life, and her choice of projects and the way that she carries them out are constitutive of her character. Suppose (as seems reasonable) that a disposition to avoid killing is part of a virtuous state of character. Suppose also (as seems equally reasonable) that a disposition to save others from death is also part of a virtuous state of character. In a morally perfect world, a person may be able to act in accordance with both of these dispositions. But in a world of forced choices, is it preferable to avoid killing or to save others from death? The answer to this question can be found by considering which of the two dispositions is more important for a virtuous state of character. But can we tell which disposition is  more important without first determining what constitutes human virtue and goodness? Specifying human good is a challenge to virtue ethics on which consensus is unlikely. I propose here a shortcut that involves the following thought experiment: If we compare two persons, each of whom has one of the dispositions but not the other, which is the better of the two defective characters?

	
Jimmy has a disposition to avoid killing, but no disposition to save others from death. James, on the other hand, has a disposition to save others from death, but no disposition to avoid killing. We might say that although Jimmy seems to respect human life, he unfortunately lacks the virtue of compassion. People like Jimmy are not uncommon, as there are, for instance, many people who will not stop to help out at the scene of  a road accident, but who wouldn’t “hurt a fly.” What can we make  of James’s character? He is someone who is likely to kill if he thinks  circumstances merit it, but he is also likely to save others when they  are at risk of being killed. There seems to be some incoherence in this combination of dispositions: wouldn’t he try to save the person that he is willing to kill? But such persons do exist, though they are not common. They are like the cowboys portrayed in the movies of Clint Eastwood, people who have no qualms about killing when protecting the vulnerable from harm.

	
The comparison of characters is meant to motivate the following points, which I will not fully defend here. First, the character of Jimmy seems closer to virtue than the character of James. Second, most of us have both the disposition to avoid killing and the disposition to save others from death, but in less than ideal combinations. Third, a person’s considered choice between killing and letting die is influenced by the strength of  each of the two dispositions (assuming that no other dispositions are relevant). That is, the stronger her disposition to avoid killing, the fewer the situations in which she would choose to kill in order to save lives. Fourth, given that the character of Jimmy is more virtuous, a person is better for having a stronger disposition to avoid killing. And fifth, it follows that a person who is in a situation where killing a lesser number of people is necessary to save a greater number of others from death would be closer to virtue in choosing in a nonconsequentialist way that is reflective of dispositions that give greater weight to the undesirability of killing. Her choice differs from the consequentialist in that she may opt not to kill the lesser number of people, except where the number of people whose death can be prevented is significantly larger.

	
If I am right, when faced with a forced choice between killing and letting die, where numbers are close to being equal, a virtuous agent will choose to let die. However, where the number of persons who will die without her intervention is significantly higher than the number of persons she will kill by intervening, she may choose to kill the smaller number.  I suspect that the figure that marks a significant difference is higher than that which will sway the consequentialist in favor of killing,27 since the choice of the virtuous agent will reflect appropriate dispositions regarding the act of killing in itself, and not simply the consequences in terms of number of lives affected.

	
The earlier Freeze example also provides another reason why my position can differ from that of the consequentialist. The consequentialist position favors saving the five friends, thus leaving my neighbor to freeze. Although my past behavior may have engendered reasonable expectations that I will continue to keep my neighbor from freezing, and there are costs involved in disappointing such expectations, the benefits of saving the five will more than outweigh them. As a virtuous agent, I may, however, choose to stay to keep the neighbor alive. If I have made it a project of mine to keep my neighbor from freezing,28 there is a failure in virtue if I simply drop the project. Imagine, for instance, a doctor with unique life-saving skills. He is engaged in saving the lives of a number of patients. He is told that if he moves immediately to another part of the world, there is a much larger number of persons whose lives he will save. Is it ethical for him to stop saving the lives that he is engaged in saving? He would fail to act virtuously if he were to do that. Beyond disappointing the expectations of others, and not carrying out his obligations to others, he has simply failed to do what virtue requires.

	
There is, I think, more to consider than consequences in acting as a virtuous agent would. Since there are many dimensions to a flourishing life, and virtues are manifested in desires not to kill, to save the lives of others, and to fulfill projects that one has prior commitments to, consequentialism fails to take into account all that is relevant in choosing between lives, whether it be by killing or by letting die.29 But an approach to choices between killing and letting die, such as Quinn’s, that ignores any comparison of the number of deaths resulting from each option, when the deaths are foreseen with certainty, is also one that leaves out something of obvious moral significance.

	
4 The Redundancy of DDA

	
My account recognizes the following moral difference between killing and letting die: In choosing between two courses of action only one of which can be successfully carried out, one a killing and the other a failure to prevent deadly harm, an ideally virtuous agent will be guided by a strong but defeasible aversion to killing. The mere fact that the consequences of killing are better, for instance, a smaller number of deaths, does not always lead the virtuous agent to a choice of killing. But given that she also has a desire to save lives, the smaller number of deaths can be a relevant consideration in favor of killing. It is possible that the virtuous agent may choose to kill to save a larger number of lives because a virtuous agent will be guided by both a disposition to avoid killing and a disposition to save lives (and other relevant dispositions).

	
It is, I believe, a fact about human beings that they lead better lives30 by making rational choices as agents based on a set of dispositions that include an aversion to killing that is strong enough to justify a choice not to kill even when a larger (though not a lot larger) number of people could be saved by killing. It is in this sense that killing is worse than letting die, and not in the sense that killing exemplifies doing something to bring about harm whereas letting die exemplifies doing nothing to prevent harm. Where then does that leave the Doctrine of Doing and Allowing? We have already seen in the first section that in applying the DDA, the only way to preserve moral intuitions in the Rescue examples involves distorting what doing and allowing normally mean, which gives us a good reason to reject the DDA. Now, with an alternative basis to account for killing being worse than letting die, there is no good reason to accept such a doctrine.

	
Philosophical interest in DDA stems from an assumption that the moral distinction between killing and letting die is reflective of a moral distinction between the broader categories of doing and allowing, so that the best way to explain the former is in terms of the latter (McMahan 1993, 250). What makes the assumption of a link between the two distinctions particularly attractive is the possibility of defining the categories of doing and allowing in nonmoral terms. Philosophical work on DDA involves showing that killing is impermissible because it involves doings that bring about harm, whereas the same harm resulting from letting die may be permissible as an instance of allowing a harm to occur. It is quite a stretch, however, to show this, as the efforts of Foot, Quinn, and other philosophers have demonstrated. Convinced that some form of the DDA is necessary to show killing to be worse than letting die, they end up with complicated analyses of what counts as doing and as allowing that are developed by considering moral intuitions regarding cases of killing and letting die.31

	
But I would argue that, if we are going to rely on our moral intuitions in fleshing out the DDA, the doctrine becomes redundant. Focusing instead on what, concerning killing and letting die, virtuous agents would be disposed to do has provided a basis for a moral distinction between killing and letting die without appeal to the DDA. Since what the virtuous  agent actually chooses to do depends on how various dispositions of hers balance out when she does her practical reasoning, there is room for her to choose killing over letting die. Deontologists whose accounts make killing always a worse choice than letting die32 have to either deny our intuitions, or make ad hoc moves such as allowing exceptions or redefining doing, allowing, killing and letting die. The latter options end up complicating the DDA with qualifying clauses, and this ultimately undermines the doctrine’s appeal. Should deontologists instead be willing to go against our intuitions regarding the forced choices in the various examples of choosing to kill or to let die? If they do this, they lose an advantage they have over utilitarian consequentialists, who are often criticized for their counterintuitive claims.

	
Virtue ethics has usually been attacked for its alleged lack of a decision-making procedure for moral agents. It is claimed that we do not really know what an ideally virtuous person would choose, and that practical wisdom seems to be a matter of intuition instead of reason.33 But not only is it the case that the DDA has itself to be crafted with an eye on what moral intuition says regarding the hard cases;34 it is also the case that, if accounts of the morality of killing and letting die are full of complexities, then they would not amount to any useful decision-making guide that can be applied without relying on intuition.35 Thus, the criticism here of virtue ethics applies also to the deontological accounts: it is simply not the case that the DDA provides a basis for the moral distinction between killing and letting die that can work without appeal to intuition.

	
In the account of moral decision making given by Rosalind Hursthouse,36 virtue ethics fares no worse in providing guidance than deontological rules and fares better than the oversimplified procedure of utilitarianism. It may in fact be objected that my account of the choice between killing and letting die has detracted from virtue ethics in two ways. First, Hursthouse asserts that there are irresolvable dilemmas where there are no moral grounds for favoring doing one action over another (Hursthouse 1999, 63). Should not the virtue ethicist treat many of the examples of choosing between killing and letting die as irresolvable dilemmas? Second, Hursthouse eschews the ranking of virtues (ibid., 56). Now, I do not make any claim about the possibility in general of ranking all virtues such that any conflict between what different virtues require can be resolved. However, I do think that my comparison of Jimmy and James shows that doing away with the virtue consisting of a strong aversion against killing human beings does more damage to a person’s character than doing away with the virtue of a strong desire to save the lives of human beings. Since it is too big a project to specify the whole of human good, this is the only ranking of virtues that I envisage in this essay. And returning to the first objection, it is because the virtues in question are the two that I have ranked that the dilemmas in the examples in this essay are resolvable. I do not need to claim that all dilemmas are resolvable.37 Even the “resolution” that I propose here retains the qualities of ethical thinking found in virtue ethics, lacking the precise boundaries between the permissible and the impermissible associated with either consequentialism or the deontological application of the DDA, since I do not think it can be specified in advance how many more people must it be that one can save before one is justified in killing one person.

	
Another criticism of my virtue approach that may arise is that the moral distinction between killing and letting die should be concerned with action, not with the agent. The distinction is meant to help us decide what to do, not what kind of person to be. Would not the requirement that agents choose on the basis of the right dispositions be overly demanding, compared to simply deciding that one should not do an action given  that it is a killing? What the DDA does is to explain why, as a killing, the action should not be done. Did I change the subject when I rejected the DDA in favor of an explanation in terms of what a virtuous agent is  disposed to do? I do not think so. The account of the dispositions of  an ideal agent provides the moral criterion for the rightness of choosing letting die over killing, when the numbers do not justify killing. But an agent may make the actual choice of action without having the right balance of dispositions. In the examples we have considered, one can intuitively tell what the right thing to do is, and if one cannot so tell, one can follow someone who can. On the other hand, a moral criterion is introduced at a level of thinking in which concern with the agent’s dispositions and character is not inappropriate. The moral criterion provides the explanation and justification for the right choice, showing that the use of intuition is not subjective. It is possible to be wrong in one’s intuition. But by and large, we have reasonably good intuitions about the examples we have discussed, so much so that, as we saw earlier, if one relies on the DDA, one would have to adjust what one means by doing and allowing to ensure that the doctrine has intuitive results in its application. If my approach is less ad hoc and more consistent with moral intuition than the DDA, then it is the better account. And I believe that it is more reflective of intuition, given that it stakes out the middle ground between the less intuitive alternatives of always choosing letting die over killing, and always choosing by the number of lives.

	
5 Summing Up

	
In the Rescue examples, the moral difference between killing and letting die seems to rest on extrinsic considerations,38 rather than on the mere fact that one is a doing and the other an omission. Quinn and Foot see the rationale for DDA in terms of the precedence of negative rights and the duty not to cause harm by intervention, over positive rights and the duty to provide aid. But the Rescue examples, since they rely also on assumptions about the foreseeability of harm, fail to show that killing is always worse than letting die. Moreover, Quinn has to stretch the meaning of positive agency to preserve intuitions about the examples. Consequentialists, on the other hand, play down the moral significance of the killing/letting die distinction by weighing the choice between killing and letting die only in terms of the number of people affected.

	
From the nonconsequentialist perspective of virtue ethics, the disposition to avoid killing seems more important in the character of a virtuous agent than the disposition to save others from death. I have sketched an approach that suggests how a virtuous agent is one who may choose to  let the greater number of people die in circumstances where the consequentialist would choose otherwise. And since I have provided an account of the moral distinction between killing and letting die in terms of the dispositions or attitudes of a virtuous agent toward killing and letting  die, my approach effectively renders the DDA redundant and avoids the convoluted attempts to redefine doing and allowing so as to preserve moral intuitions regarding the examples we have considered in this essay.
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	 Notes

	
1. See Quinn 1993. This was originally published in 1989 in the Philosophical Review 98: 287–312.

2. See Foot 1978, 4, 5.

3. Consequentialism, a broader category than utilitarianism, comprises those ethical theories that specify an action to be right insofar as it promotes the best consequences (however defined), and wrong insofar as it does not. Nonconsequentialists are not precluded from taking consequences into account, but do not make them the only criterion of right and wrong. In this essay, “consequentialism” refers to the set of views that deny any moral difference between killing and letting die that is not a matter of a difference in consequences, and “nonconsequentialism” refers to the set of views that suggest other considerations such as moral duties and rights, and virtues, may make a moral difference.

4. This is not to deny that someone may be subject to moral criticism for failing to be aware of her ability to prevent harm, or for indecisiveness, or for weakness of will. But this is a different moral failure from that of being an agent of harm.

5. The Trolley Problem is the subject of many articles on killing and letting die, in particular Thomson 1986a,b, but as Thomson acknowledged, Foot devised the first version of the example in Foot 1978, 23.

6. Scheffler (2004) suggests that distinctions such as that between doing and allowing, acts and omissions, and positive and negative agency are alternative formulations of the distinction between primary and secondary manifestations of individual agency, and that “in general, the norms of individual responsibility attach much greater weight to the primary than to the secondary manifestations” (216).

7. Quinn goes on to expand the definition of “harmful positive agency,” saying that “where harm comes from an active object or force, an agent may by inaction contribute to the harmful action of the object itself” (1993, 163).

8. Fischer and Ravizza (1992) produce a counterexample to undermine the restricted transfer principle, while Rickless (1997) rejects the counterexample but produces another counterexample to Quinn’s DDA.

9. An anonymous referee has suggested that ‘positive agency’ and ‘negative  agency’ are technical terms used in an explanation of ordinary judgments and it  is not an objection to Quinn that his use of the terms is unintuitive. But does  that leave Quinn free to say whatever he likes about them, and how do we decide whether Quinn or Fischer and Ravizza have given the right account of positive  and negative agency? In fact, Quinn’s use of the terms is guided by intuitions: the moral kind that he draws from his examples. In my view, it is more appropriate for him to be guided by nonmoral intuitions about the difference between doing and allowing, given that the DDA is couched in those terms and serves to explain our moral intuitions.

10. If the agent knows and is certain that an effect will result from his action,  and he took this into consideration in making his choice, it is not intuitive to say that he does not intend to bring about the effect. This is the criterion of closeness suggested by Foot (1978), 21–22.

11. Isaacs (1995, 362) has made a similar criticism of Jeff McMahan’s (1993)  distinction between killing and letting die.

12. Quinn (1993, 166) briefly discusses the Trolley examples.

13. The attempt by an anonymous referee to invent a test case where the survival of the five is solely determined by whether the rescuer gets to help them (and nothing else) only illustrates how difficult the assumption is. It is suggested that the five are clearly visible across a short bridge and only need some breathing equipment that has to be transported by the train. But will the breathing equipment work? Will the train make it across the bridge? The only way to make the situation of the five comparable to that of the person tied to the track is to imagine that they would be saved the instant the train runs over the one on the track and not otherwise. In that regard, the Trolley examples seem to provide better test cases than Quinn’s examples, as my discussion below demonstrates.

14. Peter Singer has made a similar point using a railroad example, about how the difference in proximity of victims affects moral choice regarding famine relief in faraway places. Certainly, our responsibility for saving lives is conditioned by our effectiveness at doing so, and the possibility of others intervening. Both of the latter are affected by spatial and temporal distance.

15. This example originates from Quinn (1993, 160) and was used by Quinn to criticize Foot’s version of DDA. Quinn surprisingly thinks that it is justified to abandon the neighbor to save the five.

16. Rickless (1997, 559) argues that there is a special obligation here that arises not from a promise but from an unspoken understanding.

17. These and the Trolley examples are notoriously difficult to get a grip on, and there will be those who do not share the intuitions that I appeal to here. The only thing one can do is to produce further examples to show what someone with  different intuitions would be committed to, and who may thereby be led to change her views. In this essay, I limit myself to persuading those who do agree with the intuitions elicited by Quinn’s examples, to show that the basis of those intuitions is not found in his account of positive and negative agency but the factors I have identified here.

18. Another way to avoid the consequentialist position is to defend the moral  relevance of numbers without recourse to consequentialist reasoning, which is the subject of a debate engaged in by those responding to John Taurek’s seminal (1977) paper. A good discussion is found in Wasserman and Strudler 2003. I shall not directly engage in this debate, although my nonconsequentialist approach in this essay allows me to say both that killing is worse than letting die and that the number of lives is morally relevant.

19. Harry Silverstein correctly drew my attention to the importance of not leaving the reader with the impression that consequentialism is the view to fall back on when faced with the difficulties of making nonconsequentialism work.

20. An anonymous referee has pointed out that the difficulty in choosing to kill may be psychological. It probably is, but is it merely psychological? The way for me to make a case that there is a moral reason at work is to provide an account of what this reason is and why it has the psychological force that it does.

21. Quinn 1993, 167–168; Foot 1978, 27–28.

22. Perhaps, as an anonymous referee suggests, there can be a kind of deontologist who is not an absolutist but who weighs rights against each other. But is such weighing of rights consistent with respect for persons? And if the right of one  not to be killed can be outweighed by the (lesser) right of many others to be saved, is deontological ethics very different from consequentialism? Wouldn’t such a deontologist have to reject the DDA?

23. Rickless (1997, fn. 4) shows awareness of this problem when he makes the qualification that “it is not clear that Foot’s theory entails that you must choose B [allowing harm] over A [initiating harm] when the number of individuals who will suffer harm as a result of B is astronomically greater than the number of individuals who will suffer harm as a result of A.” Why should astronomically greater numbers make a difference if large numbers do not, and why can the duty not to kill be overridden by consideration of the numbers of people harmed if negative rights always take precedence?

24. Scheffler 2004, 239. On p. 217, he suggests that the project of formulating a precise distinction has “proven fiendishly complex” and perhaps “there is more than one such distinction that plays an important role in our moral thought.”

25. These accounts include Thomson’s, which differs from Quinn’s and Foot’s, and which I haven’t discussed here. The “victim-focused” account in Kamm 1989 would make for interesting discussion that I do not have space for here. On her Principle of (Im)Permissible Harm (p. 232), “if an event [such as turning the trolley] is  more intimately causally related to the harm than to the good,” then achieving the greater good in this way is morally problematic. I would argue that the relevance of “degree of causal intimacy” to what is permissible in the Rescue and Trolley examples reflects how the likelihood of the harm or good occurring affects our intuitions, thus reinforcing my point in the previous section.

26. Williams’s paper and the point he makes about integrity has been criticized by those who think that his position represents a narcissistic concern with the agent’s own moral purity. But Williams does not actually endorse the position that Jim should not kill the one Indian to save the remaining nineteen. I do not use the example here to make any point about the DDA, but rather to draw on the idea that a person’s commitment to projects contributes to her flourishing human life, which I develop in the rest of this section. On this point, it should be noted that such projects do not have to be narcissistic but could reflect compassion and a concern for the lives and well-being of others for their own sake. Thanks to Harry Silverstein for motivating me to add this note of clarification.

27. The Trolley examples use the magic figure of five persons being allowed to  die compared to one person being killed. I think the consequentialist will choose to kill when the difference is much smaller, whereas the virtuous agent will not  go as low.

28. The project may be a personal one (it’s important to me that I am saving my neighbor), or an impersonal one (I am acting as a public-spirited citizen).

29. Consequentialists may take into consideration the strength of the agent’s  desire not to kill insofar as it is beneficial to society. But this desire is valued above a desire to save lives only because killing is considered worse than letting die on consequentialist grounds. If it is of greater benefit to save more lives by killing some, a desire not to kill will not be valued. On my account, the desire is valued for its own sake as an integral component of a virtuous character.

30. Although it is too much of a digression from the topic of this essay to go into details about what my account of virtue and character looks like, the reader  may recognize that my approach is largely Aristotelian. Thus, a better life is one that is closer to achieving the good that is the natural ideal for humans, and  the virtues are dispositions that motivate human choice and action in the ideal human agent.

31. In some cases (e.g., McMahan 1993, 267), the complexities are carried over to the accounts given of what counts as killing and as letting die.

32. An anonymous referee has drawn my attention to the deontological position of Malm (1989), who argues that in simple conflict examples involving one situation and one agent, killing can be worse than letting die without appeal to the DDA. What makes killing worse in such situations is that it involves changing who lives and who dies, while the act of letting die does not (245), and this violates the duty to respect persons and not treat them as objects (249). But Malm’s approach is not able to save the intuition that one may choose to kill one person to save a large (enough) number of persons who would otherwise be let die. (She focuses only on a case of interchanging one person for another, but it would equally violate the duty to respect persons to interchange one person for many others.) I do not therefore think that there is a deontological alternative to my account that stakes out the middle position that I set out in this essay.

33. This, I believe, is a false dichotomy as it assumes that choosing by intuition does not involve reason.

34. Kamm (1989, 227) is explicit in stating, “my aim is to find a principle which accounts for what I take to be ‘common-sense’ moral intuitions.”

35. As McMahan (1993, 276) writes, “there are instances in which we intuitively discern an important moral difference between cases but are unable to determine what the difference is.” Such cases provide support for Aristotle’s view that ethics is uncodifiable.

36. Hursthouse 1999, part I. On pp. 53–54, Hursthouse makes the point I just made that deontological ethics is like virtue ethics in requiring the exercise of judgment or intuition.

37. Some may well be resolvable by rankings of virtues that I have not argued  for, or by other means such as those explored by Hursthouse. Others may remain irresolvable. Hursthouse’s example of an irresolvable dilemma seems to involve conflicting actions that are specifications of the same virtue, which cannot be resolved by ranking virtues.

38. These are what Frances Kamm (1983) calls contextual (as opposed to definitional) factors. These are factors that should be held equal in constructing “standard” comparable cases of killing and letting die. Yet Kamm in her list of factors that need equalizing (ibid., 298) does not take account of probability of foreseen harm. Interestingly, just as for the DDA, discussion of the Doctrine of Double Effect similarly makes frequent use of cases for comparison that do not emphasize the importance of keeping the probability of harm constant, as I have pointed out elsewhere (Chan 2000, 408).
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