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Foreword



Matthew Gast was my mentor long before I met him. I began reporting on wireless data
      networking in October 2000 when I discovered that Apple's claims for its 802.11b-based AirPort
      Base Station were actually true.
I'd been burned with another form of wireless networking that used infrared, and had spent
      many fruitless hours using other "interesting" networking technologies that led to dead ends.
      I figured 802.11b was just another one. Was I glad I was wrong!
This discovery took me down a path that led, inexorably, to the first edition of
        802.11 Wireless Networks. How did this stuff actually work as
      advertised? I knew plenty about the ISO model, TCP/IP, and Ethernet frames, but I couldn't
      reconcile a medium in which all parties talked in the same space with what I knew about
      Ethernet's methods of coping with shared contention.
Matthew taught me through words and figures that I didn't originally understand, but
      returned to again and again as I descended further into technical detail in my attempts to
      explain Wi-Fi to a broader and broader audience through articles in The New York
        Times, The Seattle Times, PC World, and
      my own Wi-Fi Networking News (http://www.wifinetnews.com) site over the last five years.
I starting learning acronyms from 802.11 Wireless Networks and used
      Matthew's book to go beyond expanding WDS into Wireless Distribution System into understanding
      precisely how two access points could exchange data with each other through a built-in 802.11
      mechanism that allowed four parties to a packet's transit.
Now as time went by and the 802.11 family grew and became baroque, the first edition of
      this title started feeling a little out of date—although it remained surprising how many "new"
      innovations were firmly rooted in developments of the early to mid-1990s. The alphabet soup of
      the first edition was gruel compared to the mulligatawny of 2005.
Matthew filled the gap between the book and contemporary wireless reality through his
      ongoing writing at O'Reilly's Wireless DevCenter, which I read avidly. And somewhere in there
      I was introduced to Matthew at a Wi-Fi Planet conference. We hit it off immediately: I started
      pestering him for details about 802.1X, if I remember correctly, and he wanted to talk about
      books and business. (I wound up writing two editions of a general market Wi-Fi book, neither
      of which did nearly as well as Matthew's extraordinarily technical one.)
Since then, I have been in the rare and privileged position to be the recipient of
      Matthew's generosity with his knowledge and humble insight. Matthew isn't one who assumes; he
      researches. His natural curiosity compels him to dig until he gets an answer that's
      technically and logically consistent.
Take, for instance, the incredibly political and complicated evolution of the 802.1X
      standard. (I know, from Matthew, that it's properly capitalized since it's a freestanding
      standard not reliant on other specifications. Even the IEEE makes this mistake, and it's their
      rule for capitalization that we're both following.)
802.1X is simple enough in its use of the Extensible Authentication Protocol, a generic
      method of passing messages among parties to authentication. But the ways in which EAP is
      secured are, quite frankly, insane—reflecting Microsoft and Cisco's parallel but conflicting
      attempts to control support of legacy protocols in a way that only damages easy access to its
      higher level of security.
Matthew eschewed the religious debate and spelled out the various methods, difficulties,
      and interoperability issues in an O'Reilly Network article that's the nugget of the expanded
      coverage in this book. I defy any reader to find as cogent and exhaustive an explanation
      before this book was published. There's nothing as clear, comprehensive, and unaffected by
      market politics.
At times, Matthew bemoaned the delays that led to the gap between editions of this book,
      due partly to his joining a startup wireless LAN switch company, but I think readers are
      better served through his very hard-won, late-night, long-hours knowledge.
Matthew's relationship with 802.11 might have previously been considered that of a handy
      man who knew his way around the infrastructure of his house. If a toilet was running, he could
      replace a valve. If the living room needed new outlets, he could research the process and wire
      them in.
But Matthew's new job took him allegorically from a weekend household warrior to a
      jack-of-all-tradesman. Matthew can tear out those inner walls, reframe, plumb, and wire them,
      all the while bitching about the local building code.
It's been a pleasure knowing Matthew, and it's even more a pleasure to introduce you to
      his book, and let you all in on what I and others have been more private recipients of for the
      last few years.
Glenn Fleishman

      Seattle, Washington
    

      February 2005
    

Preface



People move. Networks don't.
More than anything else, these two statements can explain the explosion of wireless LAN
      hardware. In just a few years, wireless LANs have grown from a high-priced, alpha-geek
      curiosity to mainstream technology.
By removing the network port from the equation, wireless networks separate user
      connectivity from a direct physical location at the end of a cord. To abstract the user
      location from the network, however, requires a great deal of protocol engineering. For users
      to have location-independent services, the network must become much more aware of their
      location.
This book has been written on more airplanes, in more airports, and on more trains than I
      care to count. Much of the research involved in distilling evolving network technology into a
      book depends on Internet access. It is safe to say that without ubiquitous network access, the
      arrival of this book would have been much delayed.
The advantages of wireless networks has made them a fast-growing multibillion dollar
      equipment market. Wireless LANs are now a fixture on the networking landscape, which means you
      need to learn to deal with them.
Prometheus Untethered: The Possibilities of Wireless LANs



Wireless networks offer several advantages over fixed (or "wired") networks:
	
            Mobility
          
	Users move, but data is usually stored centrally, enabling users to access data
              while they are in motion can lead to large productivity gains. Networks are built
              because they offer valuable services to users. In the past, network designers have
              focused on working with network ports because that is what typically maps to a user.
              With wireless, there are no ports, and the network can be designed around user
              identity.

	
            Ease and speed of deployment
          
	Many areas are difficult to wire for traditional wired LANs. Older buildings are
              often a problem; running cable through the walls of an older stone building to which
              the blueprints have been lost can be a challenge. In many places, historic
              preservation laws make it difficult to carry out new LAN installations in older
              buildings. Even in modern facilities, contracting for cable installation can be
              expensive and time-consuming.

	
            Flexibility
          
	No cables means no recabling. Wireless networks allow users to quickly form
              amorphous, small group networks for a meeting, and wireless networking makes moving
              between cubicles and offices a snap. Expansion with wireless networks is easy because
              the network medium is already everywhere. There are no cables to pull, connect, or
              trip over. Flexibility is the big selling point for the "hot spot" market, composed
              mainly of hotels, airports, train stations (and even trains themselves!), libraries,
              and cafes.

	
            Cost
          
	In some cases, costs can be reduced by using wireless technology. As an example,
              802.11® equipment can be used to create a wireless bridge between two buildings.
              Setting up a wireless bridge requires some initial capital cost in terms of outdoor
              equipment, access points, and wireless interfaces. After the initial capital
              expenditure, however, an 802.11-based, line-of-sight network will have only a
              negligible recurring monthly operating cost. Over time, point-to-point wireless links
              are far cheaper than leasing capacity from the telephone company.



Until the completion of the 802.11 standard in 1997, however, users wanting to take
        advantage of these attributes were forced to adopt single-vendor solutions with all of the
        risk that entailed. Once 802.11 started the ball rolling, speeds quickly increased from 2
        Mbps to 11 Mbps to 54 Mbps. Standardized wireless interfaces and antennas have made it much
        easier to build wireless networks. Several service providers have jumped at the idea, and
        enthusiastic bands of volunteers in most major cities have started to build public wireless
        networks based on 802.11.
802.11 has become something of a universally assumed connectivity method as well. Rather
        than wiring public access ports up with Ethernet, a collection of access points can provide
        connectivity to guests. In the years since 802.11 was standardized, so-called "hot spots"
        have gone from an exotic curiosity in venues that do not move, to technology that is
        providing connectivity even while in transit. By coupling 802.11 access with a satellite
        uplink, it is possible to provide Internet access even while moving quickly. Several
        commuter rail systems provide mobile hot-spots, and Boeing's Connexion service can do the
        same for an airplane, even at a cruising speed of 550 miles per hour.


Audience



This book is intended for readers who need to learn more about the technical aspects of
        wireless LANs, from operations to deployment to monitoring:
	Network architects contemplating rolling out 802.11 equipment onto networks or
            building networks based on 802.11

	Network administrators responsible for building and maintaining 802.11
            networks

	Security professionals concerned about the exposure from deployment of 802.11
            equipment and interested in measures to reduce the security headaches



The book assumes that you have a solid background in computer networks. You should have
        a basic understanding of IEEE 802 networks (particularly Ethernet), the OSI reference model,
        and the TCP/IP protocols, in addition to any other protocols on your network. Wireless LANs
        are not totally new ground for most network administrators, but there will be new concepts,
        particularly involving radio transmissions.

Overture for Book in Black and White, Opus 2



Part of the difficulty in writing a book on a technology that is evolving quickly is
        that you are never quite sure what to include. The years between the first and second
        edition were filled with many developments in security, and updating the security-related
        information was one of the major parts of this revision. This book has two main purposes: it
        is meant to teach the reader about the 802.11 standard itself, and it offers practical
        advice on building wireless LANs with 802.11 equipment. These two purposes are meant to be
        independent of each other so you can easily find what interests you. To help you decide what
        to read first and to give you a better idea of the layout, the following are brief summaries
        of all the chapters.
Chapter 1, Introduction to
          Wireless Networking, lists ways in which wireless networks are different from
        traditional wired networks and discusses the challenges faced when adapting to fuzzy
        boundaries and unreliable media. Wireless LANs are perhaps the most interesting illustration
        of Christian Huitema's assertion that the Internet has no center, just an ever-expanding
        edge. With wireless LAN technology becoming commonplace, that edge is now blurring.
Chapter 2, Overview of 802.11
          Networks, describes the overall architecture of 802.11 wireless LANs. 802.11 is
        somewhat like Ethernet but with a number of new network components and a lot of new
        acronyms. This chapter introduces you to the network components that you'll work with.
        Broadly speaking, these components are stations (mobile devices with wireless cards), access
        points (glorified bridges between the stations and the distribution system), and the
        distribution system itself (the wired backbone network). Stations are grouped logically into
        Basic Service Sets (BSSs). When no access point is present, the network is a loose, ad-hoc
        confederation called an independent BSS (IBSS). Access points allow more structure by
        connecting disparate physical BSSs into a further logical grouping called an Extended
        Service Set (ESS).
Chapter 3, 802.11 MAC
          Fundamentals, describes the Media Access Control (MAC) layer of the 802.11
        standard in detail. 802.11, like all IEEE 802 networks, splits the MAC-layer functionality
        from the physical medium access. Several physical layers exist for 802.11, but the MAC is
        the same across all of them. The main mode for accessing the network medium is a traditional
        contention-based access method, though it employs collision avoidance (CSMA/CA) rather than
        collision detection (CSMA/CD). The chapter also discusses data encapsulation in 802.11
        frames and helps network administrators understand the frame sequences used to transfer
        data.
Chapter 4, 802.11 Framing in
          Detail, builds on the end of Chapter
          3 by describing the various frame types and where they are used. This chapter is
        intended more as a reference than actual reading material. It describes the three major
        frame classes. Data frames are the workhorse of 802.11. Control frames serve supervisory
        purposes. Management frames assist in performing the extended operations of the 802.11 MAC.
        Beacons announce the existence of an 802.11 network, assist in the association process, and
        are used for authenticating stations.
Chapter 5, Wired Equivalent
          Privacy (WEP), describes the Wired Equivalent Privacy protocol. In spite of its
        flaws, WEP is the basis for much of the following work in wireless LAN security. This
        chapter discusses what WEP is, how it works, and why you can't rely on it for any meaningful
        privacy or security.
Chapter 6, User Authentication
          with 802.1X, describes the 802.1X authentication framework. In conjunction with
        the Extensible Authentication Protocol, 802.1X provides strong authentication solutions and
        improved encryption on Wireless LANs.
Chapter 7, 802.11i: Robust
          Security Networks, TKIP, and CCMP, describes the 802.11i standard for wireless
        LAN security. In recognition of the fundamental flaws of WEP, two new link-layer encryption
        protocols were designed, complete with new mechanisms to derive and distribute keys.
Chapter 8, Management
          Operations, describes the management operations on 802.11 networks. To find
        networks to join, stations scan for active networks announced by access points or the IBSS
        creator. Before sending data, stations must associate with an access point. This chapter
        also discusses the power-management features incorporated into the MAC that allow
        battery-powered stations to sleep and pick up buffered traffic at periodic intervals.
Chapter 9, Contention-Free
          Service with the PCF, describes the point coordination function. The PCF is not
        widely implemented, so this chapter can be skipped for most purposes. The PCF is the basis
        for contention-free access to the wireless medium. Contention-free access is like a
        centrally controlled, token-based medium, where access points provide the "token"
        function.
Chapter 10, Physical Layer
          Overview, describes the general architecture of the physical layer (PHY) in the
        802.11 model. The PHY itself is broken down into two "sublayers." The Physical Layer
        Convergence Procedure (PLCP) adds a preamble to form the complete frame and its own header,
        while the Physical Medium Dependent (PMD) sublayer includes modulation details. The most
        common PHYs use radio frequency (RF) as the wireless medium, so the chapter closes with a
        short discussion on RF systems and technology that can be applied to any PHY discussed in
        the book.
Chapter 11, The
          Frequency-Hopping (FH) PHY, describes the oldest physical layer with 802.11.
        Products based on the FH PHY are no longer widely sold, but a great deal of early 802.11
        equipment was based on them. Organizations with a long history of involvement with 802.11
        technology may need to be familiar with this PHY.
Chapter 12, The Direct
          Sequence PHYs: DSSS and HR/DSSS (802.11b), describes two physical layers based
        on direct sequence spread spectrum technology. The initial 802.11 standard included a layer
        which offered speeds of 1 Mbps and 2 Mbps. While interesting, it was not until 802.11b added
        5.5 Mbps and 11 Mbps data rates that the technology really took off. This chapter describes
        the two closely-related PHYs as a single package.
Chapter 13, 802.11a and
          802.11j: 5-GHz OFDM PHY, describes the 5-GHz PHY standardized with 802.11a,
        which operates at 54 Mbps. This physical layer uses another modulation technique known as
        orthogonal frequency division multiplexing (OFDM). Slight modifications were required to use
        this PHY in Japan, which were made by the 802.11j standard.
Chapter 14, 802.11g: The
          Extended-Rate PHY (ERP), describes a PHY which uses OFDM technology, but in the
        2.4 GHz frequency band shared by 802.11b. It has largely supplanted 802.11b, and is a common
        option for built-in connectivity with new notebook computers. The PHY itself is almost
        identical to the 802.11a PHY. The differences are in allowing for backwards compatibility
        with older equipment sharing the same frequency band.
Chapter 15, A Peek Ahead at
          802.11n: MIMO-OFDM, describes the PHY currently in development. 802.11n uses a
        PHY based on multiple-input/multiple-output (MIMO) technology for much higher speed. At the
        time this book went to press, two proposed standards were dueling in the committee. This
        chapter describes both.
Chapter 16, 802.11
          Hardware, begins the transition from theoretical matters based on the standards
        to how the standards are implemented. 802.11 is a relatively loose standard, and allows a
        large number of implementation choices. Cards may differ in their specified performance, or
        in the manner in which certain protocols are implemented. Many of these variations are based
        on how they are built.
Chapter 17, Using 802.11 on
          Windows, describes the basic driver installation procedure in Windows, and how
        to configure security settings.
Chapter 18, 802.11 on the
          Macintosh, describes how to use the AirPort card on MacOS X to connect to
        802.11 networks. It focuses on Mac OS X 10.3, which was the first software version to
        include 802.1X support.
Chapter 19, Using 802.11 on
          Linux, discusses how to install 802.11 support on a Linux system. After
        discussing how to add PC Card support to the operating system, it shows how to use the
        wireless extensions API. It discusses two common drivers, one for the older Orinoco 802.11b
        card, and the MADwifi driver for newer cards based on chipsets from Atheros Communications.
        Finally, it shows how to configure 802.1X security using xsupplicant.
Chapter 20, Using 802.11
          Access Points, describes the equipment used on the infrastructure end of 802.11
        networks. Commercial access point products have varying features. This chapter describes the
        common features of access points, offers buying advice, and presents two practical
        configuration examples.
Chapter 21, Logical Wireless
          Network Architecture, marks the third transition in the book, from the
        implementation of 802.11 on the scale of an individual device, to how to build 802.11
        networks on a larger scale. There are several major styles that can be used to build the
        network, each with its advantages and disadvantages. This chapter sorts through the common
        types of network topologies and offers advice on selecting one.
Chapter 22, Security
          Architecture, should be read in tandem with the previous chapter. Maintaining
        network security while offering network access on an open medium is a major challenge.
        Security choices and architecture choices are mutually influential. This chapter addresses
        the major choices to be made in designing a network: what type of authentication will be
        used and how it integrates with existing user databases, how to encrypt traffic to keep it
        safe, and how to deal with unauthorized access point deployment.
Chapter 23, Site Planning and
          Project Management, is the final component of the book for network
        administrators. Designing a large-scale wireless network is difficult because there is great
        user demand for access. Ensuring that the network has sufficient capacity to satisfy user
        demands in all the locations where it will be used requires some planning. Choosing
        locations for access points depends a great deal on the radio environment, and has
        traditionally been one of the most time-consuming tasks in building a network.
Chapter 24, 802.11 Network
          Analysis, teaches administrators how to recognize what's going on with their
        wireless LANs. Network analyzers have proven their worth time and time again on wired
        networks. Wireless network analyzers are just as valuable a tool for 802.11 networks. This
        chapter discusses how to use wireless network analyzers and what certain symptoms may
        indicate. It also describes how to build an analyzer using Ethereal, and what to look for to
        troubleshoot common problems.
Chapter 25, 802.11 Performance
          Tuning, describes how network administrators can increase throughput. It begins
        by describing how to calculate overall throughput for payload data, and common ways of
        increasing performance. In rare cases, it may make sense to change commonly exposed 802.11
        parameters.
Chapter 26, Conclusions and
          Predictions, summarizes current standards work in the 802.11 working group.
        After summarizing the work in progress, I get to prognosticate and hope that I don't have to
        revise this too extensively in future editions.
Major Changes from the First Edition



The three years between 2002 and 2005 saw a great deal of change in wireless LANs. The
          standards themselves continued to evolve to provide greater security and interoperability.
          Following the typical technology path of "faster, better, and cheaper," the data rate of
          most 802.11 interfaces has shot from 2 or 11 Mbps with 802.11b to 54 Mbps with 802.11a and
          802.11g. Increased speed with backwards compatibility has proved to be a commercially
          successful formula for 802.11g, even if it has limitations when used for large-scale
          networks. The coming standardization of 802.11n is set to boost speeds even farther. New
          developments in PHY technology are anxiously awaited by users, as shown by the popular
          releases of pre-standard technology. Two entirely new chapters are devoted to 802.11g and
          802.11n. European adoption of 802.11a was contingent on the development of spectrum
          management in 802.11h, which resulted in extensive revisions to the management
          chapter.
When the first edition was released in 2002, the perception of insecurity dominated
          discussions of the technology. WEP was clearly insufficient, but there was no good
          alternative. Most network administrators were making do with remote access systems turned
          inward, rather than their natural outward orientation. The development of 802.11i was done
          a great deal to simplify network security. Security is now built in to the specification,
          rather than something which must be added on after getting the network right. Security
          improvements permeate the book, from new chapters showing how the new protocols work, to
          showing how they can be used on the client side, to how to sort through different options
          when building a network. Sorting through security options is much more complex now than it
          was three years ago, and made it necessary to expand a section of the deployment
          discussion in the first edition into its own chapter.
Three years ago, most access points were expensive devices that did not work well in
          large numbers. Network deployment was often an exercise in working around the limitations
          of the devices of the time. Three years later, vastly more capable devices allow much more
          flexible deployment models. Rather than just a "one size fits all" deployment model, there
          are now multiple options to sort through. Security protocols have improved enough that
          discussions of deploying technology are based on what it can do for the organization, not
          on fear and how to keep it controlled. As a result, the original chapter on network
          deployment has grown into three, each tackling a major part of the deployment
          process.


Conventions Used in This Book



Italic is used for:
	Pathnames, filenames, class names, and directories

	New terms where they are defined

	Internet addresses, such as domain names and URLs



Bold is used for:
	GUI components



Constant Width is used for:
	Command lines and options that should be typed verbatim on the screen

	All code listings




          Constant Width Italic
         is used for:
	General placeholders that indicate that an item should be replaced by some actual
            value in your own program




          Constant Width Bold
         is used for:
	Text that is typed in code examples by the user
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Indicates a tip, suggestion, or general note
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Indicates a warning or caution



How to Contact Us



Please address comments and questions concerning this book to the publisher:
	O'Reilly Media, Inc.
	1005 Gravenstein Highway North
	Sebastopol, CA 95472
	(800) 998-9938 (in the U.S. or Canada)
	(707) 829-0515 (international/local)
	(707) 829-0104 (fax)

There is a web site for the book, where errata and any additional information will be
        listed. You can access this page at:
    http://www.oreilly.com/catalog/802dot112/
In a fast-moving field, smaller articles bridge the gap between contemporary practice
        and the last version of the printed book. You can access my weblog and articles at:
    http://weblogs.oreillynet.com/pub/au/692/
To comment or ask technical questions about this book, send email to:
    bookquestions@oreilly.com
For more information about our books, conferences, software, Resource Centers, and the
        O'Reilly Network, see our web site at:
    http://www.oreilly.com/
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When you see a Safari® Enabled icon on the cover of your favorite
        technology book, it means the book is available online through the O'Reilly Network Safari
        Bookshelf.
Safari offers a solution that's better than e-books. It's a virtual library that lets
        you easily search thousands of top technology books, cut and paste code samples, download
        chapters, and find quick answers when you need the most accurate, current information. Try
        it for free at http://safari.oreilly.com.
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Chapter 1. Introduction to Wireless Networking



Over the past five years, the world has become increasingly mobile. As a result,
      traditional ways of networking the world have proven inadequate to meet the challenges posed
      by our new collective lifestyle. If users must be connected to a network by physical cables,
      their movement is dramatically reduced. Wireless connectivity, however, poses no such
      restriction and allows a great deal more free movement on the part of the network user. As a
      result, wireless technologies are encroaching on the traditional realm of "fixed" or "wired"
      networks. This change is obvious to anybody who drives on a regular basis. One of the "life
      and death" challenges to those of us who drive on a regular basis is the daily gauntlet of
      erratically driven cars containing mobile phone users in the driver's seat.
Wireless connectivity for voice telephony has created a whole new industry. Adding mobile
      connectivity into the mix for telephony has had profound influences on the business of
      delivering voice calls because callers could be connected to people, not devices. We are on
      the cusp of an equally profound change in computer networking. Wireless telephony has been
      successful because it enables people to connect with each other regardless of location. New
      technologies targeted at computer networks promise to do the same for Internet connectivity.
      The most successful wireless data networking technology this far has been 802.11.
In the first edition of this book, I wrote about 802.11 being the tip of the trend in
      mobile data networking. At the time, 802.11 and third-generation mobile technologies were
      duking it out for mindshare, but 802.11 has unquestionably been more successful to
      date.
Why Wireless?



To dive into a specific technology at this point is getting a bit ahead of the story,
        though. Wireless networks share several important advantages, no matter how the protocols
        are designed, or even what type of data they carry.
The most obvious advantage of wireless networking is mobility
        
        . Wireless network users can connect to existing networks and are then allowed
        to roam freely. A mobile telephone user can drive miles in the course of a single
        conversation because the phone connects the user through cell towers. Initially, mobile
        telephony was expensive. Costs restricted its use to highly mobile professionals such as
        sales managers and important executive decision makers who might need to be reached at a
        moment's notice regardless of their location. Mobile telephony has proven to be a useful
        service, however, and now it is relatively common in the United States and extremely common
        among Europeans.[*]
Likewise, wireless data networks free software developers from the tethers of an
        Ethernet cable at a desk. Developers can work in the library, in a conference room, in the
        parking lot, or even in the coffee house across the street. As long as the wireless users
        remain within the range of the base station, they can take advantage of the network.
        Commonly available equipment can easily cover a corporate campus; with some work, more
        exotic equipment, and favorable terrain, you can extend the range of an 802.11 network up to
        a few miles.
Wireless networks typically have a great deal of flexibility
        
        , which can translate into rapid deployment. Wireless networks use a number of
        base stations to connect users to an existing network. (In an 802.11 network, the base
        stations are called access points
        .) The infrastructure side of a wireless network, however, is qualitatively the
        same whether you are connecting one user or a million users. To offer service in a given
        area, you need base stations and antennas in place. Once that infrastructure is built,
        however, adding a user to a wireless network is mostly a matter of authorization. With the
        infrastructure built, it must be configured to recognize and offer services to the new
        users, but authorization does not require more infrastructure. Adding a user to a wireless
        network is a matter of configuring the infrastructure, but it does not involve running
        cables, punching down terminals, and patching in a new jack.[†]
Flexibility is an important attribute for service providers. One of the markets that
        many 802.11 equipment vendors have been chasing is the so-called "hot spot" connectivity
        market. Airports and train stations are likely to have itinerant business travelers
        interested in network access during connection delays. Coffeehouses and other public
        gathering spots are social venues in which network access is desirable. Many cafes already offer Internet access;
        offering Internet access over a wireless network is a natural extension of the existing
        Internet connectivity. While it is possible to serve a fluid group of users with Ethernet
        jacks, supplying access over a wired network is problematic for several reasons. Running
        cables is time-consuming and expensive and may also require construction. Properly guessing
        the correct number of cable drops is more an art than a science. With a wireless network,
        though, there is no need to suffer through construction or make educated (or wild) guesses
        about demand. A simple wired infrastructure connects to the Internet, and then the wireless
        network can accommodate as many users as needed. Although wireless LANs have somewhat
        limited bandwidth, the limiting factor in networking a small hot spot is likely to be the cost of
        WAN bandwidth to the supporting infrastructure.
Flexibility may be particularly important in older buildings because it reduces the need
        for construction. Once a building is declared historical, remodeling can be particularly
        difficult. In addition to meeting owner requirements, historical preservation agencies must
        be satisfied that new construction is not desecrating the past. Wireless networks can be
        deployed extremely rapidly in such environments because there is only a small wired network
        to install.
Flexibility has also led to the development of grassroots community networks
        . With the rapid price erosion of 802.11 equipment, bands of volunteers are
        setting up shared wireless networks open to visitors. Community networks are also extending
        the range of Internet access past the limitations for DSL into communities where high-speed
        Internet access has been only a dream. Community networks have been particularly successful
        in out-of-the way places that are too rugged for traditional wireline approaches.
Like all networks, wireless networks transmit data over a network medium. The medium is
        a form of electromagnetic radiation.[*] To be well-suited for use on mobile networks, the medium must be able to cover a
        wide area so clients can move throughout a coverage area. Early wireless networks used
        infrared light. However, infrared light has limitations; it is easily blocked by walls,
        partitions, and other office construction. Radio waves can penetrate most office
        obstructions and offer a wider coverage range. It is no surprise that most, if not all,
        802.11 products on the market use the radio wave physical layer.
Radio Spectrum: The Key Resource



Wireless devices are constrained to operate in a certain frequency band. Each band has
          an associated bandwidth, which is simply the amount of frequency
          space in the band. Bandwidth has acquired a connotation of being a measure of the data
          capacity of a link. A great deal of mathematics, information theory, and signal processing
          can be used to show that higher-bandwidth slices can be used to transmit more information.
          As an example, an analog mobile telephony channel requires a 20-kHz bandwidth. TV signals
          are vastly more complex and have a correspondingly larger bandwidth of 6 MHz.
Early Adoption of 802.11
802.11's explosive advance has not been even. Some markets have evolved more quickly
            than others because the value of wireless networks is more pronounced in some markets.
            In general, the higher the value placed on mobility and flexibility, the greater the
            interest in wireless LANs.
Logistics organizations responsible for moving goods around (think UPS, FedEx, or
            airlines), were perhaps the earliest adopters of 802.11. Well before the advent of
            802.11, package tracking was done with proprietary wireless LANs. Standardized products
            lowered the price and enabled competition between suppliers of network equipment, and it
            was an easy decision to replace proprietary products with standardized ones.
Health care has been an early adopter of wireless networks because of the great
            flexibility that is often required of health care equipment. Patients can be moved
            throughout a hospital, and the health care professionals that spend time with patients
            are among some of the most mobile workers in the economy. Technologically advanced
            health care organizations have adopted wireless LANs to make patient information
            available over wireless LANs to improve patient care by making information more
            accessible to doctors. Computerized records can be transferred between departments
            without the requirement to decipher the legendarily illegible doctor scrawls. In the
            cluttered environments of an emergency room, rapid access to imaging data can quite
            literally be a lifesaver. Several hospitals have deployed PCs to make radiology images
            available over wireless LANs on specially-equipped "crash carts" that offer instant
            access to X-rays, allowing doctors to make quick decisions without waiting for film to
            be developed.
Many eductional institutions have enthusiastically adopted wireless LANs. 10 years
            ago, colleges competed for students based on how "wired" the campus was. More high speed
            data ports everywhere was assumed to be better. Nowadays, the leading stories in
            education are the colleges using wireless LANs to blanket coverage throughout the
            campus. Students are highly mobile network users, and can benefit greatly from network
            access between classes or in their "homes away from home" (the library, studio, or
            science lab, depending on major).

Radio spectrum allocation is rigorously controlled by regulatory authorities through
            licensing processes. Most countries have their own regulatory
          bodies, though regional regulators do exist. In the U.S., regulation is done by the
          Federal Communications Commission (FCC). Many FCC rules are adopted by other countries
          throughout the Americas. European allocation is performed by the European
          Radiocommunications Office (ERO). Other allocation work is done by the International
          Telecommunications Union (ITU). To prevent overlapping uses of the radio waves, frequency
          is allocated in bands, which are simply ranges of frequencies available to specified
          applications. Table 1-1 lists some
          common frequency bands used in the U.S.[*]
Table 1-1. Common U.S. frequency bands
	
                  Band

                	
                  Frequency range

                
	
                  UHF ISM
                    
                  

                	
                  902-928 MHz

                
	
                  S-Band

                	
                  2-4 GHz

                
	
                  S-Band ISM

                	
                  2.4-2.5 GHz

                
	
                  C-Band

                	
                  4-8 GHz

                
	
                  C-Band satellite downlink

                	
                  3.7-4.2 GHz

                
	
                  C-Band Radar (weather)

                	
                  5.25-5.925 GHz

                
	
                  C-Band ISM

                	
                  5.725-5.875 GHz

                
	
                  C-Band satellite uplink

                	
                  5.925-6.425 GHz

                
	
                  X-Band

                	
                  8-12 GHz

                
	
                  X-Band Radar (police/weather)

                	
                  8.5-10.55 GHz

                
	
                  Ku-Band

                	
                  12-18 GHz

                
	
                  Ku-Band Radar (police)

                	
                  13.4-14 GHz 15.7-17.7 GHz

                



The ISM bands



In Table 1-1, there are three
            bands labeled ISM, which is an abbreviation for industrial, scientific, and
              medical. ISM bands are set aside for equipment that, broadly speaking, is
            related to industrial or scientific processes or is used by medical equipment. Perhaps
            the most familiar ISM-band device is the microwave oven, which operates in the 2.4-GHz
            ISM band because electromagnetic radiation at that frequency is particularly effective
            for heating water.
I pay special attention to the ISM bands in the table because those bands allow
            license-free operation, provided the devices comply with power constraints. 802.11
            operates in the ISM bands, along with many other devices. Common cordless phones operate
            in the ISM bands as well. 802.11b and 802.11g devices operate within the 2.4 GHz ISM
            band, while 802.11a devices operate in the 5 GHz band.
The more common 802.11b/g devices operate in S-band ISM. The ISM bands are generally
            license-free, provided that devices are low-power. How much sense does it make to
            require a license for microwave ovens, after all? Likewise, you don't need a license to
            set up and operate a low-power wireless LAN.





[*] While most of my colleagues, acquaintances, and family in the U.S. have mobile
            telephones, it is still possible to be a holdout. In Europe, it seems as if everybody
            has a mobile phone—one cab driver in Finland I spoke with while writing the first
            edition of this book took great pride in the fact that his family of four had six mobile
            telephones!

[†] This simple example ignores the challenges of scale. Naturally, if the new users
            will overload the existing infrastructure, the infrastructure itself will need to be
            beefed up. Infrastructure expansion can be expensive and time-consuming, especially if
            it involves legal and regulatory approval. However, my basic point holds: adding a user
            to a wireless network can often be reduced to a matter of configuration (moving or
            changing bits) while adding a user to a fixed network requires making physical
            connections (moving atoms), and moving bits is easier than moving atoms.

[*] Laser light is also used by some wireless networking applications, but the extreme
            focus of a laser beam makes it suited only for applications in which the ends are
            stationary. "Fixed wireless" applications, in which lasers replace other access
            technology such as leased telephone circuits, are a common application.

[*] The full spectrum allocation map is available from the National Telecommunications
              and Information Administration at http://www.ntia.doc.gov/osmhome/allochrt.pdf.



What Makes Wireless Networks Different



Wireless networks are an excellent complement to fixed networks, but they are not a
        replacement technology. Just as mobile telephones complement fixed-line telephony, wireless
        LANs complement existing fixed networks by providing mobility to users. Servers and other
        data center equipment must access data, but the physical location of the server is
        irrelevant. As long as the servers do not move, they may as well be connected to wires that
        do not move. At the other end of the spectrum, wireless networks must be designed to cover
        large areas to accommodate fast-moving clients. Typical 802.11 access points do not cover
        large areas, and would have a hard time coping with users on rapidly-moving vehicles.
Lack of Physical Boundary



Traditional network security places a great deal of emphasis on physical security of
          the network components. Data on the network travels over well-defined pathways, usually of
          copper or fiber, and the network infrastructure is protected by strong physical access
          control. Equipment is safely locked away in wiring closets, and set up so that it cannot
          be reconfigured by users. Basic security stems from the (admittedly marginal) security of
          the physical layer. Although it is possible to tap or redirect signals, physical access
          control makes it much harder for an intruder to gain surreptitious access to the
          network.
Wireless networks have a much more open network medium. By definition, the network
          medium in a wireless network is not a well-defined path consisting of a physical cable,
          but a radio link with a particular encoding and modulation. Signals can be sent or
          received by anybody in possession of the radio techniques, which are of course well known
          because they are open standards. Interception of data is child's play, given that the
          medium is open to anybody with the right network interface, and the network interface can
          be purchased for less than $50 at your local consumer electronics store. Careful shopping
          online may get you cards for half of that.
Furthermore, radio waves tend to travel outside their intended location. There is no
          abrupt physical boundary of the network medium, and the range at which transmissions can
          be received can be extended with high-gain antennas on either side. When building a
          wireless network, you must carefully consider how to secure the connection to prevent
          unauthorized use, traffic injection, and traffic analysis. With the maturation of wireless
          protocols, the tools to authenticate wireless users and properly encrypt traffic are now
          well within reach.

Dynamic Physical Medium



Once a wired network is put in place, it tends to be boring, which is to say,
          predictable. Once the cables have been put in place, they tend to do the same thing day in
          and day out. Provided the network has been designed according to the engineering rules
          laid out in the specification, the network should function as expected. Capacity can be
          added to a wired network easily by upgrading the switches in the wiring closet.
In contrast, the physical medium on wireless LANs is much more dynamic. Radio waves
          bounce off objects, penetrate through walls, and can often behave somewhat unpredictably.
          Radio waves can suffer from a number of propagation problems that may interrupt the radio
          link, such as multipath interference and shadows. Without a reliable network medium,
          wireless networks must carefully validate received frames to guard against frame loss.
          Positive acknowledgment, the tactic used by 802.11, does an excellent job at assuring
          delivery at some cost to throughput.
Radio links are subject to several additional constraints that fixed networks are not.
          Because radio spectrum is a relatively scarce resource, it is carefully regulated. Two
          ways exist to make radio networks go faster. Either more spectrum can be allocated, or the
          encoding on the link can be made more sensitive so that it packs more data in per unit of
          time. Additional spectrum allocations are relatively rare, especially for license-free
          networks. 802.11 networks have kept the bandwidth of a station's radio channel to
          approximately 30 MHz, while developing vastly improved encoding to improve the speed.
          Faster coding methods can increase the speed, but do have one potential drawback. Because
          the faster coding method depends on the receiver to pick out subtle signal differences,
          much greater signal-to-noise ratios are required. Higher data rates therefore require the
          station to be located closer to its access point. Table 1-2 shows the standardized
          physical layers in 802.11 and their respective speeds.
Table 1-2. Comparison of 802.11 physical layers (PHYs)
	
                  IEEE standard

                	
                  Speed

                	
                  Frequency band

                	
                  Notes

                
	
                  802.11

                	
                  1 Mbps 2 Mbps

                	
                  2.4 GHz

                	
                  First PHY standard (1997). Featured both frequency-hopping and
                    direct-sequence modulation techniques.

                
	
                  802.11a

                	
                  Up to 54 Mbps

                	
                  5 GHz

                	
                  Second PHY standard (1999), but products not released until late
                    2000.

                
	
                  802.11b

                	
                  5.5 Mbps 11 Mbps

                	
                  2.4 GHz

                	
                  Third PHY standard, but second wave of products. The most common 802.11
                    equipment as the first edition of this book was written, and the majority of the
                    legacy installed base at the time the second edition was written.

                
	
                  802.11g

                	
                  Up to 54 Mbps

                	
                  2.4 GHz

                	
                  Fourth PHY standard (2003). Applies the coding techniques of 802.11a for
                    higher speed in the 2.4 GHz band, while retaining backwards compatibility with
                    existing 802.11b networks. The most common technology included with laptops in
                    2005.

                



Radio is inherently a broadcast medium. When one station transmits, all other stations
          must listen. Access points act much like old shared Ethernet hubs in that there is a fixed
          amount of transmission capacity per access point, and it must be shared by all the
          attached users. Adding capacity requires that the network administrator add access points
          while simultaneously reducing the coverage area of existing access points.

Security



Many wireless networks are based on radio waves, which makes the network medium
          inherently open to interception. Properly protecting radio transmissions on any network is
          always a concern for protocol designers. 802.11 did not build in much in the way of
            security protocols. Coping with the inherent unreliability of the wireless medium and
          mobility required several protocol features to confirm frame delivery, save power, and
          offer mobility. Security was quite far down the list, and proved inadequate in the early
          specifications.
Wireless networks must be strongly authenticated to prevent use by unauthorized users,
          and authenticated connections must be strongly encrypted to prevent traffic interception
          and injection by unauthorized parties. Technologies that offer strong encryption and
            authentication have emerged since the first edition of this book, and are a major component
          of the revisions for the second edition.


A Network by Any Other Name...



Wireless networking is a hot industry segment. Several wireless technologies have been
        targeted primarily for data transmission. Bluetooth is a standard used to build small networks between peripherals: a form of
        "wireless wires," if you will. Most people in the industry are familiar with the hype
        surrounding Bluetooth, though it seems to have died down as real devices have been brought
        to market. In the first edition, I wrote that I have not met many people who have used
        Bluetooth devices, but it is much more common these days. (I use a Bluetooth headset on a
        regular basis.)
Post-second-generation (2.5G) and third-generation (3G) mobile telephony networks are
        also a familiar wireless technology. They promise data rates of megabits per cell, as well
        as the "always on" connections that have proven to be quite valuable to DSL and cable modem
        customers. After many years of hype and press from 3G equipment vendors, the rollout of
        commercial 3G services is finally underway. 2.5G services like GPRS, EDGE, and 1xRTT are now
        widely available, and third-generation networks based on UMTS or EV-DO are quickly being
        built. (I recently subscribed to an unlimited GPRS service to get connected during my train
        trips between my office and my home.) Many articles quote peak speeds for these technologies
        in the hundreds of kilobits per second or even megabits, but this capacity must be shared
        between all users in a cell. Real-world downstream speeds are roughly comparable to dial-up
        modem connections and cannot touch an 802.11 hot spot.
This is a book about 802.11 networks. 802.11 goes by a variety of names, depending on
        who is talking about it. Some people call 802.11 wireless Ethernet, to
        emphasize its shared lineage with the traditional wired Ethernet (802.3). A second name
        which has grown dramatically in popularity since the first edition of this book is
          Wi-Fi, from the interoperability certification program run by the
        Wi-Fi Alliance, the major trade association of 802.11 equipment vendors. The Wi-Fi Alliance,
        formerly known as the Wireless Ethernet Compatibility Alliance (WECA), will test member
        products for compatibility with 802.11 standards.[*] Other organizations will perform compatibility testing as well; the University
        of New Hampshire's InterOperability Lab (IOL) recently launched a wireless test
        consortium.
The Wonderful Thing About Standards...



Several standards groups are involved in 802.11-related standardization efforts because 802.11
          cuts across many formerly distinct boundaries in networking. Most of the effort remains
          concentrated in the IEEE, but important contributions to wireless LAN standards have come from several
          major locations.
The first is the Institute of Electronics and Electrical
            Engineers (IEEE). In addition to its activities as a professional society,
          the IEEE works on standardizing electrical equipment, including several types of
          communication technology. IEEE standardization efforts are organized by
            projects, each of which is assigned a number. By far the most
          famous IEEE project is the IEEE 802 project to develop LAN standards. Within a project,
          individual working groups develop standards to address a particular
          facet of the problem. Working groups are also given a number, which is written after the
          decimal point for the corresponding projects. Ethernet, the most widely used IEEE LAN
          technology, was standardized by the third working group, 802.3. Wireless LANs were the
          eleventh working group formed, hence the name 802.11.
Within a working group, task groups form to revise particular
          aspects of the standard or add on to the general area of functionality. Task groups are
          assigned a letter beneath the working group, and the document produced by a task group
          combines the project and working group number, followed by the letter from the task group.
          (Some letters that are subject to easy confusion with letters, such as the lowercase "l,"
          are not used.) In wireless networking, the first task group to gain wide recognition was
          Task Group B (TGb), which produced the 802.11b specification. Table 1-3 is a basic listing of the
          different 802.11 standards.
Tip
Interestingly enough, the case of the letter in a standards revision encodes
            information. Lowercase letters indicate dependent standards that cannot stand alone from
            their parent, while uppercase letters indicate full-fledged standalone
            specifications.
802.11b adds a new clause to 802.11, but cannot stand alone, so the "b" is written
            in lowercase. In contrast, standards like 802.1Q and 802.1X are standalone
            specifications that are completely self-contained in one document, and therefore use
            uppercase letters.

At periodic intervals, the additions from dependent task groups will be "rolled up"
          into the main parent specification. The initial revision of 802.11 came out in 1997. Minor
          changes to the text were released as 802.11-1999, which was the baseline standard for
          quite some time. The most recent rollup is 802.11-2003.
Table 1-3. standards
	
                  IEEE standard

                	
                  Notes

                
	
                  802.11

                	
                  First standard (1997). Specified the MAC and the original slower
                    frequency-hopping and direct-sequence modulation techniques.

                
	
                  802.11a

                	
                  Second physical layer standard (1999), but products not released until late
                    2000.

                
	
                  802.11b

                	
                  Third physical layer standard (1999), but second wave of products. The most
                    common 802.11 equipment as the first book was written.

                
	
                  TGc

                	
                  Task group that produced a correction to the example encoding in 802.11a.
                    Since the only product was a correction, there is no 802.11c.

                
	
                  802.11d

                	
                  Extends frequency-hopping PHY for use across multiple regulatory
                    domains

                
	
                  TGe (future 802.11e)

                	
                  Task group producing quality-of-service (QoS) extensions for the MAC. An
                    interim snapshot called Wi-Fi Multi-Media (WMM) is likely to be implemented
                    before the standard is complete.

                
	
                  802.11F

                	
                  Inter-access point protocol to improve roaming between directly attached
                    access points

                
	
                  802.11g

                	
                  Most recently standardized (2003) PHY for networks in the ISM band.

                
	
                  802.11h

                	
                  Standard to make 802.11a compatible with European radio emissions
                    regulations. Other regulators have adopted its mechanisms for different
                    purposes.

                
	
                  802.11i

                	
                  Improvements to security at the link layer.

                
	
                  802.11j

                	
                  Enhancements to 802.11a to conform to Japanese radio emission
                    regulations.

                
	
                  TGk (future 802.11k)

                	
                  Task group to enhance communication between clients and network to better
                    manage scarce radio use.

                
	
                  TGm

                	
                  Task group to incorporate changes made by 802.11a, 802.11b, and 802.11d, as
                    well as changes made by TGc into the main 802.11 specification. (Think "m" for
                    maintenance.)

                
	
                  TGn (future 802.11n)

                	
                  Task group founded to create a high-throughput standard. The design goal is
                    throughput in excess of 100 Mbps, and the resulting standard will be called
                    802.11n.

                
	
                  TGp (future 802.11p)

                	
                  Task group adopting 802.11 for use in automobiles. The initial use is likely
                    to be a standard protocol used to collect tolls.

                
	
                  TGr (future 802.11r)

                	
                  Enhancements to roaming performance.

                
	
                  TGs (future 802.11s)

                	
                  Task group enhancing 802.11 for use as mesh networking technology.

                
	
                  TGT (future 802.11T)

                	
                  Task group designing test and measurement specification for 802.11. Its
                    result will be standalone, hence the uppercase letter.

                
	
                  TGu (future 802.11u)

                	
                  Task group modifying 802.11 to assist in interworking with other network
                    technologies.

                



When it became clear that authentication on wireless networks was fundamentally
          broken, the IEEE adopted several authentication standards originally developed by the
            Internet Engineering Task Force (IETF). Wireless LAN authentication
          depends heavily on protocols defined by the IETF.
The Wi-Fi Alliance
           is a combination of a trade association, testing organization, and
          standardization organization. Most of the Wi-Fi Alliance's emphasis is on acting as a
          trade association for its members, though it also well-known for the
            Wi-Fi certification program. Products are tested for
          interoperability with a testbed consisting of products from major vendors, and products
          that pass the test suite are awarded the right to use the Wi-Fi mark.
The Wi-Fi Alliance's standardization efforts are done in support of the IEEE. When the
          security of wireless networks was called into question, the Wi-Fi Alliance produced an
          interim security specification called Wi-Fi Protected Access (WPA).
          WPA was essentially a snapshot of the work done by the IEEE security task group. It is
          more of a marketing standard than a technical standard, since the technology was developed
          by the IEEE. However, it serves a role in accelerating the development of secure wireless
          LAN solutions.



[*] More details on the Wi-Fi Alliance and its certification program can be found at
              http://www.wi-fi.org/.



Chapter 2. Overview of 802.11 Networks



Before studying the details of anything, it often helps to get a general "lay of the
      land." A basic introduction is often necessary when studying networking topics because the
      number of acronyms can be overwhelming. Unfortunately, 802.11 takes acronyms to new heights,
      which makes the introduction that much more important. To understand 802.11 on anything more
      than a superficial basis, you must get comfortable with some esoteric terminology and a herd
      of three-letter acronyms. This chapter is the glue that binds the entire book together. Read
      it for a basic understanding of 802.11, the concepts that will likely be important to users,
      and how the protocol is designed to provide an experience as much like Ethernet as possible.
      After that, move on to the low-level protocol details or deployment, depending on your
      interests and needs.
Part of the reason this introduction is important is because it introduces the acronyms
      used throughout the book. With 802.11, the introduction serves another important purpose.
      802.11 is superficially similar to Ethernet. Understanding the background of Ethernet helps
      slightly with 802.11, but there is a host of additional background needed to appreciate how
      802.11 adapts traditional Ethernet technology to a wireless world. To account for the
      differences between wired networks and the wireless media used by 802.11, a number of
      additional management features were added. At the heart of 802.11 is a white lie about the meaning of media access control (MAC). Wireless network interface cards
      are assigned 48-bit MAC addresses, and, for all practical purposes, they look like Ethernet network interface
      cards. In fact, the MAC address assignment is done from the same address pool so that 802.11
      cards have unique addresses even when deployed into a network with wired Ethernet
      stations.
To outside network devices, these MAC addresses appear to be fixed, just as in other IEEE
      802 networks; 802.11 MAC addresses go into ARP tables alongside Ethernet addresses, use the
      same set of vendor prefixes, and are otherwise indistinguishable from Ethernet addresses. The
      devices that comprise an 802.11 network (access points and other 802.11 devices) know better.
      There are many differences between an 802.11 device and an Ethernet device, but the most
      obvious is that 802.11 devices are mobile; they can easily move from one part of the network
      to another. The 802.11 devices on your network understand this and deliver frames to the
      current location of the mobile station.
IEEE 802 Network Technology Family Tree



802.11 is a member of the IEEE 802 family, which is a series of specifications for local
        area network (LAN) technologies. Figure
          2-1 shows the relationship between the various components of the 802 family and
        their place in the OSI model.
[image: The IEEE 802 family and its relation to the OSI model]

Figure 2-1. The IEEE 802 family and its relation to the OSI model

IEEE 802 specifications are focused on the two lowest layers of the OSI model because they incorporate
        both physical and data link components. All 802 networks have both a MAC and a Physical
        (PHY) component. The MAC is a set of rules to determine how to access the medium and send
        data, but the details of transmission and reception are left to the PHY.
Individual specifications in the 802 series are identified by a second number. For
        example, 802.3 is the specification for a Carrier Sense Multiple Access network with
        Collision Detection (CSMA/CD), which is related to (and often mistakenly called) Ethernet,
        and 802.5 is the Token Ring specification. Other specifications describe other parts of the
        802 protocol stack. 802.2 specifies a common link layer, the Logical Link Control (LLC), which can be used by any lower-layer LAN
        technology. Management features for 802 networks are specified in 802.1. Among 802.1's many
        provisions are bridging (802.1D) and virtual LANs, or VLANs (802.1Q).
802.11 is just another link layer that can use the 802.2/LLC encapsulation. The base
        802.11 specification includes the 802.11 MAC and two physical layers: a frequency-hopping
        spread-spectrum (FHSS) physical layer and a direct-sequence spread-spectrum (DSSS) link
        layer. Later revisions to 802.11 added additional physical layers. 802.11b specifies a
        high-rate direct-sequence layer (HR/DSSS); products based on 802.11b hit the marketplace in
        1999 and was the first mass-market PHY. 802.11a describes a physical layer based on
        orthogonal frequency division multiplexing (OFDM); products based on 802.11a were released
        as the first edition of this book was completed. 802.11g is the newest physical layer on the
        block. It offers higher speed through the use of OFDM, but with backwards compatibility with
        802.11b. Backwards compatibility is not without a price, though. When 802.11b and 802.11g
        users coexist on the same access point, additional protocol overhead is required, reducing
        the maximum speed for 802.11g users.
To say that 802.11 is "just another link layer for 802.2" is to omit the details in the
        rest of this book, but 802.11 is exciting precisely because of these details. 802.11 allows
        for mobile network access; in accomplishing this goal, a number of additional features were
        incorporated into the MAC. As a result, the 802.11 MAC may seem baroquely complex compared
        to other IEEE 802 MAC specifications.
The use of radio waves as a physical layer requires a relatively complex PHY, as well.
        802.11 splits the PHY into two generic PMcomponents: the Physical Layer Convergence
        Procedure (PLCP), to map the MAC frames onto the medium, and a Physical Medium Dependent (PMD)
        system to transmit those frames. The PLCP straddles the boundary of the MAC and physical
        layers, as shown in Figure 2-2. In
        802.11, the PLCP adds a number of fields to the frame as it is transmitted "in the
        air."
[image: PHY components]

Figure 2-2. PHY components

All this complexity begs the question of how much you actually need to know. As with any
        technology, the more you know, the better off you will be. The 802.11 protocols have many
        knobs and dials that you can tweak, but most 802.11 implementations hide this complexity.
        Many of the features of the standard come into their own only when the network is congested,
        either with a lot of traffic or with a large number of wireless stations. Networks are
        increasingly pushing the limits in both respects. At any rate, I can't blame you for wanting
        to skip the chapters about the protocols and jump ahead to the chapters about planning and
        installing an 802.11 network. After you've read this chapter, you can skip ahead to Chapters 17-23 and return to the chapters on the protocol's
        inner workings when you need (or want) to know more.


802.11 Nomenclature and Design



802.11 networks consist of four major physical components, which are summarized in Figure 2-3.
[image: Components of 802.11 LANs]

Figure 2-3. Components of 802.11 LANs

The components are:
	
            Stations
          
	Networks are built to transfer data between stations.
              Stations are computing devices with wireless network interfaces. Typically, stations
              are battery-operated laptop or handheld computers. There is no reason why stations
              must be portable computing devices, though. In some environments, wireless networking
              is used to avoid pulling new cable, and desktops are connected by wireless LANs. Large
              open areas may also benefit from wireless networking, such as a manufacturing floor
              using a wireless LAN to connect components. 802.11 is fast becoming a de
                facto standard for linking together consumer electronics. Apple's AirPort
              Express connects computers to stereos via 802.11. TiVos can connect to wireless
              networks. Several consumer electronics companies have joined the 802.11 working group,
              apparently with the intent of enabling high-speed media transfers over 802.11.

	
            Access points
          
	Frames on an 802.11 network must be converted to another type of frame for
              delivery to the rest of the world. Devices called access points
              perform the wireless-to-wired bridging function. (Access points perform a number of
              other functions, but bridging is by far the most important.) Initially, access point
              functions were put into standalone devices, though several newer products are dividing
              the 802.11 protocol between "thin" access points and AP controllers.

	
            Wireless medium
          
	To move frames from station to station, the standard uses a wireless medium.
              Several different physical layers are defined; the architecture allows multiple
              physical layers to be developed to support the 802.11 MAC. Initially, two radio
              frequency (RF) physical layers and one infrared physical layer were standardized,
              though the RF layers have proven far more popular. Several additional RF layers have
              been standardized as well.

	
            Distribution system
          
	When several access points are connected to form a large coverage area, they must
              communicate with each other to track the movements of mobile stations. The
              distribution system is the logical component of 802.11 used to forward frames to their
              destination. 802.11 does not specify any particular technology for the distribution
              system. In most commercial products, the distribution system is implemented as a
              combination of a bridging engine and a distribution system medium, which is the
              backbone network used to relay frames between access points; it is often called simply
              the backbone network. In nearly all commercially successful
              products, Ethernet is used as the backbone network technology.



Types of Networks



The basic building block of an 802.11 network is the basic service
            set (BSS), which is simply a group of stations that communicate with each
          other. Communications take place within a somewhat fuzzy area, called the basic
            service area, defined by the propagation characteristics of the wireless
            medium.[*] When a station is in the basic service area, it can communicate with the other
          members of the BSS. BSSs come in two flavors, both of which are illustrated in Figure 2-4.
[image: Independent and infrastructure BSSs]

Figure 2-4. Independent and infrastructure BSSs

Independent networks



On the left is an independent BSS (IBSS). Stations in an IBSS communicate directly with each other and thus must be
            within direct communication range. The smallest possible 802.11 network is an IBSS with
            two stations. Typically, IBSSs are composed of a small number of stations set up for a
            specific purpose and for a short period of time. One common use is to create a
            short-lived network to support a single meeting in a conference room. As the meeting
            begins, the participants create an IBSS to share data. When the meeting ends, the IBSS
            is dissolved.[†] Due to their short duration, small size, and focused purpose, IBSSs are
            sometimes referred to as ad hoc BSSs or ad hoc
              networks.

Infrastructure networks



On the right side of Figure 2-4
            is an infrastructure BSS
            
            
            . (To avoid overloading the acronym, an infrastructure BSS is never called
            an IBSS). Infrastructure networks are distinguished by the use of an access point.
            Access points are used for all communications in infrastructure networks, including
            communication between mobile nodes in the same service area. If one mobile station in an
            infrastructure BSS needs to communicate with a second mobile station, the communication
            must take two hops. First, the originating mobile station transfers the frame to the
            access point. Second, the access point transfers the frame to the destination station.
            With all communications relayed through an access point, the basic service area
            corresponding to an infrastructure BSS is defined by the points in which transmissions
            from the access point can be received. Although the multihop transmission takes more
            transmission capacity than a directed frame from the sender to the receiver, it has two
            major advantages:
	An infrastructure BSS is defined by the distance from the access point. All
                mobile stations are required to be within reach of the access point, but no
                restriction is placed on the distance between mobile stations themselves. Allowing
                direct communication between mobile stations would save transmission capacity but at
                the cost of increased physical layer complexity because mobile stations would need
                to maintain neighbor relationships with all other mobile stations within the service
                area.

	Access points in infrastructure networks are in a position to assist with
                stations attempting to save power. Access points can note when a station enters a
                power-saving mode and buffer frames for it. Battery-operated stations can turn the
                wireless transceiver off and power it up only to transmit and retrieve buffered
                frames from the access point.



In an infrastructure network, stations must associate with an
            access point to obtain network services. Association is the process by which mobile
            station joins an 802.11 network; it is logically equivalent to plugging in the network
            cable on an Ethernet. It is not a symmetric process. Mobile stations always initiate the
            association process, and access points may choose to grant or deny access based on the contents of an association
            request. Associations are also exclusive on the part of the mobile station: a mobile
            station can be associated with only one access point.[*] The 802.11 standard places no limit on the number of mobile stations that an
            access point may serve. Implementation considerations may, of course, limit the number
            of mobile stations an access point may serve. In practice, however, the relatively low
            throughput of wireless networks is far more likely to limit the number of stations
            placed on a wireless network.

Extended service areas



BSSs can create coverage in small offices and homes, but they cannot provide network
            coverage to larger areas. 802.11 allows wireless networks of arbitrarily large size to
            be created by linking BSSs into an extended service set (ESS). An
            ESS is created by chaining BSSs together with a backbone network. All the access points
            in an ESS are given the same service set identifier (SSID), which serves as a network "name" for the users.
802.11 does not specify a particular backbone technology; it requires only that the
            backbone provide a specified set of services. In Figure 2-5, the ESS is the union of the
            four BSSs (provided that all the access points are configured to be part of the same
            ESS). In real-world deployments, the degree of overlap between the BSSs would probably
            be much greater than the overlap in Figure
              2-5. In real life, you would want to offer continuous coverage within the
            extended service area; you wouldn't want to require that users walk through the area
            covered by BSS3 when en route from BSS1 to BSS2.
[image: Extended service set]

Figure 2-5. Extended service set

Stations within the same ESS may communicate with each other, even though these
            stations may be in different basic service areas and may even be moving between basic
            service areas. For stations in an ESS to communicate with each other, the wireless
            medium must act like a single layer 2 connection. Access points act as bridges, so
            direct communication between stations in an ESS requires that the backbone network also
            look like a layer 2 connection. First-generation access points required direct layer 2
            connections through hubs or virtual LANs; newer products implement a variety of
            tunneling technologies to emulate the layer 2 environment.
Tip
802.11 supplies link-layer mobility within an ESS, but only if the backbone
              network appears to be a single link-layer domain. This important constraint on
              mobility is often a major factor in the way that wireless LANs are deployed, and one
              of the major ways that vendors differentiate their products.
Early access points required that the backbone network be a single hub or VLAN,
              but newer products can interface directly with the backbone. Many can support multiple
              VLANs simultaneously with 802.1Q tags, and some can even dynamically instantiate VLANs
              based on authentication information.

Extended service areas are the highest-level abstraction supported by 802.11
            networks. Access points in an ESS operate in concert to allow the outside world to use
            the station's MAC address to talk to a station no matter what its location is within the
            ESS. In Figure 2-5, the router uses
            the station's MAC address as the destination to deliver frames to a mobile station; only
            the access point with which that mobile station is associated delivers the frame. The
            router remains ignorant of the location of the mobile station and relies on the access
            points to deliver the frame.

Multi-BSS environments: "virtual APs"



Early 802.11 radio chips had the ability to create a single basic service set. An AP
            could have connect users to only one "wireless network," and all users on that network
            had similar, if not identical, privileges. In early deployments with limited user
            counts, a single logical network was sufficient. As wireless networking grew in
            popularity, one network no longer sufficed.
As an example, most organizations get regular visitors, many of whom have 802.11
            equipment and need (or strongly desire) Internet access. Guests are not trusted users.
            One common way of coping with guest access is to create two extended service sets on the
            same physical infrastructure. Current 802.11 chipsets can create multiple networks with
            the same radio. Using modern chipsets, each access point hardware device can create two
            BSSs, one for the network named guest, and one for the network
            named internal. Within the AP, each SSIDs is associated with a
            VLAN. The guest network is connected to a VLAN prepared for public access by unknown and
            untrusted users, and is almost certainly attached outside the firewall.
Wireless devices see two separate networks in the radio domain, and can connect to
            whatever one suits their needs. (Naturally, the internal network is probably protected
            by authentication prevent unauthorized use.) Users who connect to the wireless network
            named guest will be placed on the guest VLAN, while users who
            connect to the wireless network named internal will be
            authenticated and placed on the internal network.
This somewhat contrived example illustrates the development of what many call
              virtual access points
            . Each BSS acts like its own self-contained AP, with its own ESSID, MAC
            address, authentication configuration, and encryption settings. Virtual APs are also
            used to create parallel networks with different security levels, a configuration that
            will be discussed in Chapter 22. Current
            802.11 radio chipsets have the ability to create 32 or even 64 BSSes, which is adequate
            for nearly every configuration.

Robust security networks (RSNs)



Early wireless LANs proved to have feeble built-in security. 802.11i, which was
            ratified in June 2004, specifies a set of improved security mechanisms that provide
              robust security network associations (RSNAs). Robust security
            network associations are formed when improved the authentication and confidentiality
            protocols defined in 802.11i are in use. Support for 802.11i may be composed of
            hardware, software, or both, depending on the exact architecture of a particular device.
            Hardware which does not support the improved protocols is referred to as
              pre-RSN capable. Many recent pre-RSN capable devices may be
            upgradeable to support 802.11i, but most older devices will not be upgradeable.


The Distribution System, Revisited



With an understanding of how an extended service set is built, I'd like to return to
          the concept of the distribution system. 802.11 describes the distribution system in terms of the services it
          provides to wireless stations. While these services will be described in more detail later
          in this chapter, it is worth describing their operation at a high level. The distribution
          system provides mobility by connecting access points. When a frame is given to the
          distribution system, it is delivered to the right access point and relayed by that access
          point to the intended destination.
The distribution system is responsible for tracking where a station is physically
          located and delivering frames appropriately. When a frame is sent to a mobile station, the
          distribution system is charged with the task of delivering it to the access point serving
          the mobile station. As an example, consider the router in Figure 2-5. The router simply uses the
          MAC address of a mobile station as its destination. The distribution system of the ESS
          pictured in Figure 2-5 must deliver
          the frame to the right access point. Obviously, part of the delivery mechanism is the
          backbone Ethernet, but the backbone network cannot be the entire distribution system
          because it has no way of choosing between access points. In the language of 802.11, the
          backbone Ethernet is the distribution system medium
          , but it is not the entire distribution system.
To find the rest of the distribution system, we need to look to the access points
          themselves. Most access points currently on the market operate as bridges. They have at
          least one wireless network interface and at least one Ethernet network interface. The
          Ethernet side can be connected to an existing network, and the wireless side becomes an
          extension of that network. Relaying frames between the two network media is controlled by
          a bridging engine.
Figure 2-6 illustrates the
          relationship between the access point, the backbone network, and the distribution system.
          The access point has two interfaces connected by a bridging engine. Arrows indicate the
          potential paths to and from the bridging engine. Frames may be sent by the bridge to the
          wireless network; any frames sent by the bridge's wireless port are transmitted to all
          associated stations. Each associated station can transmit frames to the access point.
          Finally, the backbone port on the bridge can interact directly with the backbone network.
          The distribution system in Figure 2-6
          is composed of the bridging engine plus the wired backbone network.
[image: Distribution system in common 802.11 access point implementations]

Figure 2-6. Distribution system in common 802.11 access point implementations

Every frame sent by a mobile station in an infrastructure network must use the
          distribution system. It is easy to understand why interaction with hosts on the backbone
          network must use the distribution system. After all, they are connected to the
          distribution system medium. Wireless stations in an infrastructure network depend on the
          distribution system to communicate with each other because they are not directly connected
          to each other. The only way for station A to send a frame to station B is by relaying the
          frame through the bridging engine in the access point. However, the bridge is a component
          of the distribution system. While what exactly makes up the distribution system may seem
          like a narrow technical concern, there are some features of the 802.11 MAC that are
          closely tied to its interaction with the distribution system.
Interaccess point communication as part of the distribution system



Included with this distribution system is a method to manage associations. A
            wireless station is associated with only one access point at a time. If a station is
            associated with one access point, all the other access points in the ESS need to learn
            about that station. In Figure 2-5,
            AP4 must know about all the stations associated with AP1. If a wireless station
            associated with AP4 sends a frame to a station associated with AP1, the bridging engine
            inside AP4 must send the frame over the backbone Ethernet to AP1 so it can be delivered
            to its ultimate destination. To fully implement the distribution system, access points
            must inform other access points of associated stations. Naturally, many access points on
            the market use an interaccess point protocol (IAPP) over the backbone medium. Many
            vendors developed proprietary protocols between access points to carry association data.
            A standard IAPP was produced as 802.11F, but I am not aware of its use in any
            products.

Wireless bridges and the distribution system



Up to this point, I have tacitly assumed that the distribution system medium was an
            existing fixed network. While this will often be the case, the 802.11 specification
            explicitly supports using the wireless medium itself as the distribution system. The
              wireless distribution system (WDS) configuration is often called
            a "wireless bridge" configuration because it allows network engineers to connect two
            LANs at the link layer. Wireless bridges can be used to quickly connect distinct
            physical locations and are well-suited for use by access providers. Most 802.11 access
            points on the market now support the wireless bridge configuration, though it may be
            necessary to upgrade the firmware on older units.


Network Boundaries



Because of the nature of the wireless medium, 802.11 networks have fuzzy
            boundaries. In fact, some degree of fuzziness is desirable. As with mobile telephone
          networks, allowing basic service areas to overlap increases the probability of successful
          transitions between basic service areas and offers the highest level of network coverage.
          The basic service areas on the right of Figure 2-7 overlap significantly. This means that a station moving from BSS2 to
          BSS4 is not likely to lose coverage; it also means that AP3 (or, for that matter, AP4) can
          fail without compromising the network too badly. On the other hand, if AP2 fails, the
          network is cut into two disjoint parts, and stations in BSS1 lose connectivity when moving
          out of BSS1 and into BSS3 or BSS4. Coping with "coverage holes" from access point failures
          is a task that requires attention during the network design phase; many newer products
          offer dynamic radio tuning capabilities to automatically fill in holes that develop during
          network operation.
[image: Overlapping BSSs in an ESS]

Figure 2-7. Overlapping BSSs in an ESS

Different types of 802.11 networks may also overlap. Independent BSSs may be created
          within the basic service area of an access point. Figure 2-8 illustrates spatial overlap.
          An access point appears at the top of the figure; its basic service area is shaded. Two
          stations are operating in infrastructure mode and communicate only with the access point.
          Three stations have been set up as an independent BSS and communicate with each other.
          Although the five stations are assigned to two different BSSs, they may share the same
          wireless medium. Stations may obtain access to the medium only by using the rules
          specified in the 802.11 MAC; these rules were carefully designed to enable multiple 802.11
          networks to coexist in the same spatial area. Both BSSs must share the capacity of a
          single radio channel, so there may be adverse performance implications from co-located
          BSSs.
[image: Overlapping network types]

Figure 2-8. Overlapping network types




[*] All of the wireless media used will propagate in three dimensions. From that
              perspective, the service area should perhaps be called the service
                volume. However, the term area is widely used and
              accepted.

[†] IBSSs have found a similar use at LAN parties throughout the world.

[*] One reviewer noted that a similar restriction was present in traditional
                Ethernet networks until the development of VLANs and specifically asked how long
                this restriction was likely to last. I am not intimately involved with the
                standardization work, so I cannot speak to the issue directly. I do, however, agree
                that it is an interesting question.



802.11 Network Operations



From the outset, 802.11 was designed to be just another link layer to higher-layer
        protocols. Network administrators familiar with Ethernet will be immediately comfortable
        with 802.11. The shared heritage is deep enough that 802.11 is sometimes referred to as
        "wireless Ethernet."
The core elements present in Ethernet are present in 802.11. Stations are identified by
        48-bit IEEE 802 MAC addresses. Conceptually, frames are delivered based on the MAC address.
        Frame delivery is unreliable, though 802.11 incorporates some basic reliability mechanisms
        to overcome the inherently poor qualities of the radio channels it uses.[*]
From a user's perspective, 802.11 might just as well be Ethernet. Network
        administrators, however, need to be conversant with 802.11 at a much deeper level. Providing
        MAC-layer mobility while following the path blazed by previous 802 standards requires a
        number of additional services and more complex framing.
Network Services



One way to define a network technology is to define the services it offers and allow
          equipment vendors to implement those services in whatever way they see fit. 802.11
          provides nine services. Only three of the services are used for moving data; the remaining
          six are management operations that allow the network to keep track of the mobile nodes and
          deliver frames accordingly.
The services are described in the following list and summarized in Table 2-1:
	
              Distribution
            
	This service is used by mobile stations in an infrastructure network every time
                they send data. Once a frame has been accepted by an access point, it uses the
                  distribution
                
                 service to deliver the frame to its destination. Any communication that
                uses an access point travels through the distribution service, including
                communications between two mobile stations associated with the same access
                point.

	
              Integration
            
	Integration is a service provided by the distribution system; it allows the
                connection of the distribution system to a non-IEEE 802.11 network. The
                  integration
                
                 function is specific to the distribution system used and therefore is
                not specified by 802.11, except in terms of the services it must offer.

	
              Association
            
	Delivery of frames to mobile stations is made possible because mobile stations
                register, or associate, with access points. The distribution system can then use the
                registration information to determine which access point to use for any mobile
                station. Unassociated stations are not "on the network," much like workstations with
                unplugged Ethernet cables. 802.11 specifies the function that must be provided by
                the distribution system using the association
                
                 data, but it does not mandate any particular implementation. When
                robust security network protocols are in use, association is a precursor to
                authentication. Prior to the completion of authentication, an access point will drop
                all network protocol traffic from a station.

	
              Reassociation
            
	When a mobile station moves between basic service areas within a single extended
                service area, it must evaluate signal strength and perhaps switch the access point
                with which it is associated. Reassociations are initiated by mobile stations when
                signal conditions indicate that a different association would be beneficial; they
                are never initiated directly by the access point. (Some APs will kick stations off
                in order to force a client into being the reassociation process; in the future, reassociation may be more dependent on the
                infrastructure with the development of better network management standards.)
After the reassociation is complete, the distribution system updates its
                location records to reflect the reachability of the mobile station through a
                different access point. As with the association service, a robust security network
                will drop network protocol traffic before the successful completion of
                  authentication
                
                .

	
              Disassociation
            
	To terminate an existing association, stations may use the
                  disassociation
                
                
                 service. When stations invoke the disassociation service, any mobility
                data stored in the distribution system is removed. Once disassociation is complete,
                it is as if the station is no longer attached to the network. Disassociation is a
                polite task to do during the station shutdown process. The MAC is, however, designed
                to accommodate stations that leave the network without formally
                disassociating.

	
              Authentication
            
	Physical security is a major component of a wired LAN security solution. Network
                attachment points are limited, often to areas in offices behind perimeter access
                control devices. Network equipment can be secured in locked wiring closets, and data
                jacks in offices and cubicles can be connected to the network only when needed.
                Wireless networks cannot offer the same level of physical security, however, and
                therefore must depend on additional authentication routines to ensure that users
                accessing the network are authorized to do so. Authentication is a necessary
                prerequisite to association because only authenticated users are authorized to use
                the network.
Authentication may happen multiple times during the connection of a client to a
                wireless network. Prior to association, a station will perform a basic identity
                exchange with an access point consisting of its MAC address. This exchange is often
                referred to as "802.11" authentication, which is distinct from the robust
                cryptographic user authentication that often follows.

	
              Deauthentication
            
	Deauthentication terminates an authenticated relationship. Because
                authentication is needed before network use is authorized, a side effect of
                  deauthentication
                
                 is termination of any current association. In a robust security
                network, deauthentication also clears keying information.

	
              Confidentiality
            
	Strong physical controls can prevent a great number of attacks on the privacy of
                data in a wired LAN. Attackers must obtain physical access to the network medium
                before attempting to eavesdrop on traffic. On a wired network, physical access to
                the network cabling is a subset of physical access to other computing resources. By
                design, physical access to wireless networks is a comparatively simpler matter of
                using the correct antenna and modulation methods.
In the initial revision of 802.11, the confidentiality service was called
                  privacy, and provided by the now-discredited Wired Equivalent
                Privacy (WEP) protocol. In addition to new encryption schemes, 802.11i augments the
                confidentiality service by providing user-based authentication and key management
                services, two critical issues that WEP failed to address.

	
              MSDU delivery
            
	Networks are not much use without the ability to get the data to the recipient.
                Stations provide the MAC Service Data Unit (MSDU) delivery service, which is
                responsible for getting the data to the actual endpoint.

	
              Transmit Power Control (TPC)
            
	TPC is a new service that was defined by 802.11h. European standards for the 5
                GHz band require that stations control the power of radio transmissions to avoid
                interfering with other users of the 5 GHz band. Transmit power control also helps
                avoid interference with other wireless LANs. Range is a function of power; high
                transmit power settings make it more likely that a client's greater range will
                interfere with a neighboring network. By controlling power to a level that is "just
                right," it is less likely that a station will interfere with neighboring
                stations.

	
              Dynamic Frequency Selection (DFS)
            
	Some radar systems operate in the 5 GHz range. As a result, some regulatory
                authorities have mandated that wireless LANs must detect radar systems and move to
                frequencies that are not in use by radar. Some regulatory authorities also require
                uniform use of the 5 GHz band for wireless LANs, so networks must have the ability
                to re-map channels so that usage is equalized.



Table 2-1. Network services
	
                  Service

                	
                  Station or distribution service?

                	
                  Description

                
	
                  Distribution

                	
                  Distribution

                	
                  Service used in frame delivery to determine destination address in
                    infrastructure networks

                
	
                  Integration

                	
                  Distribution

                	
                  Frame delivery to an IEEE 802 LAN outside the wireless network

                
	
                  Association

                	
                  Distribution

                	
                  Used to establish the AP which serves as the gateway to a particular mobile
                    station

                
	
                  Reassociation

                	
                  Distribution

                	
                  Used to change the AP which serves as the gateway to a particular mobile
                    station

                
	
                  Disassociation

                	
                  Distribution

                	
                  Removes the wireless station from the network

                
	
                  Authentication

                	
                  Station

                	
                  Establishes station identity (MAC address) prior to establishing
                    association

                
	
                  Deauthentication

                	
                  Station

                	
                  Used to terminate authentication, and by extension, association

                
	
                  Confidentiality

                	
                  Station

                	
                  Provides protection against eavesdropping

                
	
                  MSDU delivery

                	
                  Station

                	
                  Delivers data to the recipient

                
	
                  Transmit Power Control (TPC)

                	
                  Station/spectrum management

                	
                  Reduces interference by minimizing station transmit power

                
	
                  Dynamic Frequency Selection (DFS)

                	
                  Station/spectrum management

                	
                  Avoids interfering with radar operation in the 5 GHz band

                



Station services



Station services are part of every 802.11-compliant station and must be incorporated
            by any product claiming 802.11 compliance. Station services are provided by both mobile
            stations and the wireless interface on access points. Stations provide frame delivery
            services to allow message delivery, and, in support of this task, they may need to use
            the authentication services to establish associations. Stations may also wish to take
            advantage of confidentiality functions to protect messages as they traverse the
            vulnerable wireless link.

Distribution system services



Distribution system services connect access points to the distribution system. The
            major role of access points is to extend the services on the wired network to the
            wireless network; this is done by providing the distribution and integration services to
            the wireless side. Managing mobile station associations is the other major role of the
            distribution system. To maintain association data and station location information, the
            distribution system provides the association, reassociation, and disassociation
            services.

Confidentiality and access control



Confidentiality and access control services are intertwined. In addition to secrecy
            of the data in transit, the confidentiality service also proves the integrity of frame
            contents. Both secrecy and integrity depend on shared cryptographic keying, so the
            confidentiality service necessarily depends on other services to provide authentication
            and key management.
	
                Authentication and key management (AKM)
              
	Cryptographic integrity is worthless if it does not prevent unauthorized users
                  from attaching to the network. The confidentiality service depends on the
                  authentication and key management suite to establish user identity and encryption
                  keys. Authentication may be accomplished through an external protocol, such as
                  802.1X, or with pre-shared keys.

	
                Cryptographic algorithms
              
	Frames may be protected by the traditional WEP algorithm, using 40- or 104-bit
                  secret keys, the Temporal Key Integrity Protocol (TKIP), or the Counter Mode
                  CBC-MAC Protocol (CCMP). All of these algorithms are discussed in detail in Chapters 5 and 7.

	
                
                  Origin authenticity
                
              
	TKIP and CCMP allow the receiver to validate the sender's MAC address to
                  prevent spoofing attacks. Origin authenticity protection is only available for
                  unicast data.

	
                
                  Replay detection
                
              
	TKIP and CCMP protect against replay attacks by incorporating a sequence
                  counter that is validated upon receipt. Frames which are "too old" to be valid are
                  discarded.

	
                
                  External protocols and systems
                
              
	The confidentiality service depends heavily on external protocols to run. Key
                  management is provided by 802.1X, which together with EAP carries authentication
                  data. 802.11 places no constraint on the protocols used, but the most common
                  choices are EAP for authentication, and RADIUS to interface with the
                  authentication server.




Spectrum management services



Spectrum management services are a special subset of station services. They are
            designed to allow the wireless network to react to conditions and change radio settings
            dynamically. Two services were defined in 802.11h to help meet regulatory
            requirements.
The first service, transmit power control (TPC), can dynamically adjust the
            transmission power of a station. Access points will be able to use the TPC operations to
            advertise the maximum permissible power, and reject associations from clients that do
            not comply with the local radio regulations. Clients can use TPC to adjust power so that
            range is "just right" to get to the access point. Digital cellular systems have a
            simliar feature designed to extend the battery life of mobile phones.[*] Lower transmit power also will have some benefit in the form of increased
            battery life, though the extent of the improvement will depend on how much the transmit
            power can be reduced from what the client would otherwise have used.
The second service, dynamic frequency selection (DFS), was developed mainly to avoid
            interfering with some 5 GHz radar systems in use in Europe. Although originally
            developed to satisfy European regulators, the underlying principles have been required
            by other regulators as well. DFS was key to the U.S. decision to open up more spectrum
            in the 5 GHz band in 2004.[†] DFS includes a way for the access point to quiet the channel so that it can
            search for radar without interference, but the most significant part of DFS is the way
            that it can reassign the channel on an access point on the fly. Clients are informed of
            the new channel just before the channel is switched.




[*] I don't mean "poor" in an absolute sense. But the reliability of wireless
            transmission is really not comparable to the reliability of a wired network.

[*] Power control also helps to simplify the electronics in the base station because
                all signals will be received at roughly the same signal.

[†] The decision was made in November 2003, and released as FCC 03-287. The text of
                the decision is available at http://hraunfoss.fcc.gov/edocs_public/attachmatch/FCC-03-287A1.pdf.
                Although the spectrum has been allocated, test procedures were still in development
                as of this writing, so no FCC-certified devices are yet able to use the new
                spectrum.



Mobility Support



Mobility is the usually the primary motivation for deploying an 802.11 network.
        Transmitting data frames while the station is moving will do for data communications what
        mobile telephony did for voice.
802.11 provides mobility between basic service areas at the link layer. However, it is
        not aware of anything that happens above the link layer. When designing deploying 802.11,
        networks engineers must take care so that the seamless transition at the radio layer is also
        supported at the network protocol layer that the station IP address can be preserved. As far
        as 802.11 is concerned, there are three types of transitions between access points:
	No transition
	When stations do not move out of their current access point's service area, no
              transition is necessary. This state occurs because the station is not moving or it is
              moving within the basic service area of its current access point.[*] (Arguably, this isn't a transition so much as the absence of a transition,
              but it is defined in the specification.)

	BSS transition
	Stations continuously monitor the signal strength and quality from all access
              points administratively assigned to cover an extended service area. Within an extended
              service area, 802.11 provides MAC layer mobility. Stations attached to the
              distribution system can send out frames addressed to the MAC address of a mobile
              station and let the access points handle the final hop to the mobile station.
              Distribution system stations do not need to be aware of a mobile station's location as
              long as it is within the same extended service area.
Figure 2-9 illustrates a BSS
              transition. The three access points in the picture are all assigned to the same ESS.
              At the outset, denoted by t=1, the laptop with an 802.11 network
              card is sitting within AP1's basic service area and is associated with AP1. When the
              laptop moves out of AP1's basic service area and into AP2's at
                t=2, a BSS transition occurs. The mobile station uses the
              reassociation service to associate with AP2, which then starts sending frames to the
              mobile station.
BSS transitions
               require the cooperation of access points. In this scenario, AP2 needs to
              inform AP1 that the mobile station is now associated with AP2. 802.11 does not specify
              the details of the communications between access points during BSS transitions.
Note that even though two access points are members of the same extended set, they
              may nonetheless be connected by a router, which is a layer 3 boundary. In such a
              scenario, there is no way to guarantee seamless connectivity using 802.11 protocols
              only.
[image: BSS transition]

Figure 2-9. BSS transition


	ESS transition
	An ESS transition refers to the movement from one ESS to a second distinct ESS.
              802.11 does not support this type of transition, except to allow the station to
              associate with an access point in the second ESS once it leaves the first.
              Higher-layer connections are almost guaranteed to be interrupted. It would be fair to
              say that 802.11 supports ESS transitions
               only to the extent that it is relatively easy to attempt associating with
              an access point in the new extended service area. Maintaining higher-level connections
              requires support from the protocol suites in question. In the case of TCP/ IP, Mobile
              IP is required to seamlessly support an ESS transition.
Figure 2-10 illustrates an
              ESS transition. Four basic service areas are organized into two extended service
              areas. Seamless transitions from the lefthand ESS to the righthand ESS are not
              supported. ESS transitions are supported only because the mobile station will quickly
              associate with an access point in the second ESS. Any active network connections are
              likely to be dropped when the mobile station leaves the first ESS.



Designing Networks for Mobility



Most networks are designed so that a group of access points provides access to a group
          of resources. All the access points under control of the networking organization are
          assigned to the same SSID, and clients are configured to use that SSID when connecting to
          the wireless network.
As client systems move around, they continuously monitor network connectivity, and
          shift between access points in the same SSID. 802.11 ensures that clients will be able to
          move associations between the access points in the same SSID, but network architects must
          build the network to support mobile clients. Small networks are often built on a single
          VLAN with a single subnet, in which case there is no need to worry about mobility. Larger
          networks that span subnet boundaries must apply some additional technology to provide
          mobility support. Many products can work
[image: ESS transition]

Figure 2-10. ESS transition

with a VLAN core, which allows clients to always attach to the same VLAN throughout an
          organization. New products even allow dynamic VLAN assignment based on authentication
          data. When users connect to the network, they are attached to the same VLAN everywhere;
          the switched network simply requires that the wireless LAN device tag frames
          appropriately. Some products support the Mobile IP standard, or use VPN technology
          creatively. Trade-offs between all the different mobility strategies are discussed in
            Chapter 21.
In practice, ESS transitions are quite rare. They usually only occur when users leave
          one administrative domain for another (say, the corporate network for a hot spot), in
          which case the two networks in question would have different IP addresses and no trust
          relationship to transparently attach a client without interrupting network-layer
          connectivity.
Proprietary mobility systems



Many vendors, especially those who have designed products to build large-scale
            network environments, have designed their own protocols and procedures for mobility.
            When I started revising this book, one of the big problems with 802.11 was that it
            generally required a single IP subnet across an entire roaming area. As a result,
            wireless LAN deployment often required substantial architecture work as well as major
            backbone re-engineering efforts. Several vendors rushed to fill the gap by implementing
            proprietary protocols that enabled sessions to move quickly between access points over
            arbitrary network topologies. Basic concepts for these solutions will be discussed in
            the deployment section of this book.




[*] Although my explanation makes it sound as if the "no motion" and "local
                  motion" substates are easily distinguishable, they are not. The underlying physics
                  of RF propagation can make it impossible to tell whether a station is moving
                  because the signal strength can vary with the placement of objects in the room,
                  which, of course, includes the people who may be walking around.



Chapter 3. 802.11 MAC Fundamentals



This chapter begins our exploration of the 802.11 standard in depth. Chapter 2 provided a high-level overview of the
      standard and discussed some of its fundamental attributes. You are now at a fork in the book.
      Straight ahead lies a great deal of information on the 802.11 specification and the various
      related standards that it uses liberally. It is possible, however, to build a wired network
      without a thorough and detailed understanding of the protocols, and the same is true for
      wireless networks. However, there are a number of situations in which you may need a deeper
      knowledge of the machinery under the hood:
	Although 802.11 has been widely and rapidly adopted, security issues have continued to
          grab headlines. Network managers will undoubtedly be asked to comment on security issues,
          especially in any wireless LAN proposals. To understand and participate in these
          discussions, read Chapters 5 and 6. WEP with static keys should be considered
          fully broken. Solutions based on 802.1X and dynamic WEP keying are significantly stronger,
          with the full complement of protocols in 802.11i described in Chapter 7 stronger still.

	Troubleshooting wireless networks is similar to troubleshooting
           wired networks but can be much more complex. As always, a trusty packet
          sniffer can be an invaluable aid. To take full advantage of a packet sniffer, though, you
          need to understand what the packets mean to interpret your network's behavior.

	Tuning a wireless network is tied intimately to a number of parameters in the
          specification, as well as the behavior of the underlying radio technology. To understand
          the behavior of your network and what effect the optimizations will have requires a
          knowledge of what those parameters really do and how radio waves travel throughout your
          environment.

	Device drivers may expose low-level knobs and dials for you to play with. Most drivers
          provide good defaults for all of the parameters, but some give you freedom to experiment.
          Open source software users have the source code and are free to experiment with any and
          all settings.

	Wireless LAN technology is developing rapidly, and new protocol features are
          constantly being added. A solid understanding of the base protocol allows you to
          understand how new features will function and what they will mean for your network.



As with many other things in life, the more you know, the better off you are. Ethernet is
      usually trouble-free, but serious network administrators have long known that when you do run
      into trouble, there is no substitute for thorough knowledge of how the network is working.
      When the first edition of this book was out, wireless LANs had been given a "free ride."
      Because they were cool, users were forgiving when they failed; wireless connectivity was a
      privilege, not a right. And since there were relatively few networks and relatively few users
      on those networks, the networks were rarely subjected to severe stresses. An Ethernet that has
      only a half dozen nodes is not likely to be a source of problems; problems occur when you add
      a few high-capacity servers, a few hundred users, and the associated bridges and routers to
      glue everything together. As the typical 802.11 network grew up from an access point or two
      serving a dozen users into a much larger network designed to provide seamless coverage
      throughout a building, the stresses on the equipment and protocols has become much more
      apparent.
That is why you should read this chapter. Now on to the details. The key to the 802.11
      specification is the MAC. It rides on every physical layer and controls the transmission of
      user data into the air. It provides the core framing operations and the interaction with a
      wired network backbone. Different physical layers may provide different transmission speeds,
      all of which are supposed to interoperate.
802.11 does not depart from the previous IEEE 802 standards in any radical way. The
      standard successfully adapts Ethernet-style networking to radio links. Like Ethernet, 802.11
      uses a carrier sense multiple access (CSMA) scheme to control access to the transmission
      medium. However, collisions waste valuable transmission capacity, so rather than the collision
      detection (CSMA/CD) employed by Ethernet, 802.11 uses collision avoidance (CSMA/CA). Also like
      Ethernet, 802.11 uses a distributed access scheme with no centralized controller. Each 802.11
      station uses the same method to gain access to the medium. The major differences between
      802.11 and Ethernet stem from the differences in the underlying medium.
This chapter provides some insight into the motivations of the MAC designers by describing
      some challenges they needed to overcome and describes the rules used for access to the medium,
      as well as the basic frame structure. If you simply want to understand the basic frame
      sequences that you will see on an 802.11 network, skip ahead to the end of this chapter. For
      further information on the MAC, consult its formal specification in Clause 9 of the 802.11
      standard; detailed MAC state diagrams are in Annex C.
Challenges for the MAC



Differences between the wireless network environment and the traditional wired
        environment create challenges for network protocol designers. This section examines a number of the hurdles
        that the 802.11 designers faced.
RF Link Quality



On a wired Ethernet, it is reasonable to transmit a frame and assume that the
          destination receives it correctly. Radio links are different, especially when the
          frequencies used are unlicensed ISM bands. Even narrowband transmissions are subject to
          noise and interference, but unlicensed devices must assume that interference will exist
          and work around it. The designers of 802.11 considered ways to work around the radiation
          from microwave ovens and other RF sources. In addition to the noise, multipath fading may
          also lead to situations in which frames cannot be transmitted because a node moves into a
          dead spot.
Unlike many other link layer protocols, 802.11 incorporates positive acknowledgments.
          All transmitted frames must be acknowledged, as shown in Figure 3-1. If any part of the transfer
          fails, the frame is considered lost.
[image: Positive acknowledgment of data transmissions]

Figure 3-1. Positive acknowledgment of data transmissions

The sequence in Figure 3-1 is an
            atomic operation, which means it is a single transactional unit.
          Although there are multiple steps in the transaction, it is considered a single
          indivisible operation. Atomic operations are "all or nothing." Either every step in the
          sequence must complete successfully, or the entire operation is considered a failure. The
          sender of the data frame must receive an acknowledgment, or the frame is considered lost.
          It does not matter from the sender's perspective whether the initial data frame was lost
          in transit, or the corresponding acknowledgment was lost in transit. In either case, the
          data frame must be retransmitted.
One of the additional complexities of treating the frame transmission of Figure 3-1 as atomic is that the
          transaction occurs in two pieces, subject to control by two different stations. Both
          stations must work together to jointly take control of the network medium for
          transmissions during the entire transaction. 802.11 allows stations to lock out contention
          during atomic operations so that atomic sequences are not interrupted by other stations
          attempting to use the transmission medium.
Radio link quality also influences the speed at which a network can operate. Good
          quality signals can carry data at a higher speed. Signal quality degrades with range, which
          means that the data transmission speed of an 802.11 station depends on its location
          relative to the access point. Stations must implement a method for determining when to
          change the data rate in response to changing conditions. Furthermore, the complete
          collection of stations in a network must manage transmissions at multiple speeds. Rules
          for multirate support are discussed later in this chapter.

The Hidden Node Problem



In Ethernet networks, stations depend on the reception of transmissions to perform the
          carrier sensing functions of CSMA/CD. Wires in the physical medium contain the signals and
          distribute them to network nodes. Wireless networks have fuzzier boundaries, sometimes to
          the point where each node may not be able to directly communicate with every other node in
          the wireless network, as in Figure
            3-2.
[image: Nodes 1 and 3 are "hidden"]

Figure 3-2. Nodes 1 and 3 are "hidden"

In the Figure 3-2, node 2 can
          communicate with both nodes 1 and 3, but something prevents nodes 1 and 3 from
          communicating directly. (The obstacle itself is not relevant; it could be as simple as
          nodes 1 and 3 being as far away from 2 as possible, so the radio waves cannot reach the
          full distance from 1 to 3.) From the perspective of node 1, node 3 is a "hidden" node. If
          a simple transmit-and-pray protocol was used, it would be easy for node 1 and node 3 to
          transmit simultaneously, thus rendering node 2 unable to make sense of anything.
          Furthermore, nodes 1 and 3 would not have any indication of the error because the
          collision was local to node 2.
Collisions resulting from hidden nodes may be hard to detect in wireless networks because wireless transceivers are
          generally half-duplex; they don't transmit and receive at the same
          time. To prevent collisions, 802.11 allows stations to use Request to Send (RTS) and Clear
          to Send (CTS) signals to clear out an area. Both the RTS and CTS frames extend the frame
          transaction, so that the RTS frame, CTS frame, the data frame, and the final
          acknowledgment are all considered part of the same atomic operation. Figure 3-3 illustrates the
          procedure.
[image: RTS/CTS clearing]

Figure 3-3. RTS/CTS clearing

In Figure 3-3, node 1 has a frame
          to send; it initiates the process by sending an RTS frame. The RTS frame serves several
          purposes: in addition to reserving the radio link for transmission, it silences any
          stations that hear it. If the target station receives an RTS, it responds with a CTS. Like
          the RTS frame, the CTS frame silences stations in the immediate vicinity. Once the RTS/CTS
          exchange is complete, node 1 can transmit its frames without worry of interference from
          any hidden nodes. Hidden nodes beyond the range of the sending station are silenced by the
          CTS from the receiver. When the RTS/CTS clearing procedure is used, any frames must be
          positively acknowledged.
The multiframe RTS/CTS transmission procedure consumes a fair amount of capacity,
          especially because of the additional latency incurred before transmission can commence. As
          a result, it is used only in high-capacity environments and environments with significant
          contention on transmission. For lower-capacity environments, it is not necessary.
Hidden nodes have also become less of a problem as 802.11 has grown up. In small,
          quiescent networks with only a few stations associated to an access point, there is very
          little risk of simultaneous transmission, and plenty of spare capacity to be used for
          retransmission. In many larger environments, the coverage is dense enough that the clients
          are located physically close enough to an access point that they are all within range of
          each other. (In fact, the range of many client systems is probably too large for most
          networks, which will be explored in the planning phase of this book.)
You can control the RTS/CTS procedure by setting the RTS
            threshold if the device driver for your 802.11 card allows you to adjust it.
          The RTS/CTS exchange is performed for frames larger than the threshold. Frames shorter
          than the threshold are simply sent.



MAC Access Modes and Timing



Access to the wireless medium is controlled by coordination functions. Ethernet-like
        CSMA/CA access is provided by the distributed coordination function
          (DCF). If contention-free service is required, it can be provided by the
          point coordination function (PCF), which is built on top of the DCF. Between the free-for-all of the DCF and the
        precision of the PCF, networks can use the hybrid coordination function
          (HCF), a middle ground for quality of service between the two extremes.
        Contention-free services are provided only in infrastructure networks, but quality of
        service may be provided in any network that has HCF support in the stations. The
        coordination functions are described in the following list and illustrated in Figure 3-4:
	
            DCF
          
	The DCF is the basis of the standard CSMA/CA access mechanism. Like Ethernet, it
              first checks to see that the radio link is clear before transmitting. To avoid
              collisions, stations use a random backoff after each frame, with the first transmitter
              seizing the channel. In some circumstances, the DCF may use the CTS/RTS clearing
              technique to further reduce the possibility of collisions.

	
            PCF
          
	The point coordination function provides contention-free services. Special
              stations called point coordinators are used to ensure that the
              medium is provided without contention. Point coordinators reside in access points, so
              the PCF is restricted to infrastructure networks. To gain priority over standard
              contention-based services, the PCF allows stations to transmit frames after a shorter
              interval. The PCF is not widely implemented and is described in Chapter 9.

	
            HCF
          
	Some applications need to have service quality that is a step above best-effort
              delivery, but the rigorous timing of the PCF is not required. The HCF allows stations to maintain multiple
              service queues and balance access to the wireless medium in favor of applications that
              require better service quality. The HCF is not fully standardized yet, but is being
              produced as part of the eventual 802.11e specification.



Adding quality of service to the 802.11 MAC was a significant undertaking. Due to the added complexity in terms of framing,
        queue management, and signaling, the quality of service specifications were still subject to
        standards committee wrangling as this book was written, and discussion of them must be
        postponed to a future edition.
Carrier-Sensing Functions and the Network Allocation Vector



Carrier sensing is used to determine if the medium is available. Two types of
          carrier-sensing functions in 802.11 manage this process: the physical carrier-sensing and
          virtual carrier-sensing functions. If either carrier-sensing function indicates that the
          medium is busy, the MAC reports this to higher layers.
[image: MAC coordination functions]

Figure 3-4. MAC coordination functions

Physical carrier-sensing functions are provided by the physical layer in question and depend on the medium and modulation used. It is
          difficult (or, more to the point, expensive) to build physical carrier-sensing hardware
          for RF-based media, because transceivers can transmit and receive simultaneously only if
          they incorporate expensive electronics. Furthermore, with hidden nodes potentially lurking
          everywhere, physical carrier-sensing cannot provide all the necessary information.
Virtual carrier-sensing is provided by the Network Allocation Vector (NAV). Most
          802.11 frames carry a duration field, which can be used to reserve the medium for a fixed
          time period. The NAV is a timer that indicates the amount of time the medium will be
          reserved, in microseconds. Stations set the NAV to the time for which they expect to use
          the medium, including any frames necessary to complete the current operation. Other
          stations count down from the NAV to 0. When the NAV is nonzero, the virtual
          carrier-sensing function indicates that the medium is busy; when the NAV reaches 0, the
          virtual carrier-sensing function indicates that the medium is idle.
By using the NAV, stations can ensure that atomic operations are not interrupted. For
          example, the RTS/CTS sequence in Figure
            3-3 is atomic. Figure 3-5
          shows how the NAV protects the sequence from interruption. (This is a standard format for
          a number of diagrams in this book that illustrate the interaction of multiple stations
          with the corresponding timers.) Activity on the medium by stations is represented by the
          shaded bars, and each bar is labeled with the frame type. Interframe spacing is depicted
          by the lack of any activity. Finally, the NAV timer is represented by the bars on the NAV
          line at the bottom of the figure. The NAV is carried in the frame headers on the RTS and
          CTS frames; it is depicted on its own line to show how the NAV relates to actual
          transmissions in the air. When a NAV bar is present on the NAV line, stations should defer
          access to the medium because the virtual carrier-sensing mechanism will indicate a busy
          medium.
To ensure that the sequence is not interrupted, node 1 sets the NAV in its RTS to
          block access to the medium while the RTS is being transmitted. All stations that hear the
          RTS defer access to the medium until the NAV elapses.
[image: Using the NAV for virtual carrier sensing]

Figure 3-5. Using the NAV for virtual carrier sensing

RTS frames are not necessarily heard by every station in the network. Therefore, the
          recipient of the intended transmission responds with a CTS that includes a shorter NAV.
          This NAV prevents other stations from accessing the medium until the transmission
          completes. After the sequence completes, the medium can be used by any station after
          distributed interframe space (DIFS), which is depicted by the contention window beginning
          at the right side of the figure.
RTS/CTS exchanges may be useful in crowded areas with multiple overlapping networks.
          Every station on the same physical channel receives the NAV and defers access
          appropriately, even if the stations are configured to be on different networks.

Interframe Spacing



As with traditional Ethernet, the interframe spacing plays a large role in coordinating access to the transmission medium. 802.11
          uses four different interframe spaces. Three are used to determine medium access; the
          relationship between them is shown in Figure
            3-6.
[image: Interframe spacing relationships]

Figure 3-6. Interframe spacing relationships

We've already seen that as part of the collision avoidance built into the 802.11 MAC,
          stations delay transmission until the medium becomes idle. Varying interframe spacings
          create different priority levels for different types of traffic. The logic behind this is
          simple: high-priority traffic doesn't have to wait as long after the medium has become
          idle. Therefore, if there is any high-priority traffic waiting, it grabs the network
          before low-priority frames have a chance to try. To assist with interoperability between
          different data rates, the interframe space is a fixed amount of time, independent of the
          transmission speed. (This is only one of the many problems caused by having different
          physical layers use the same radio resources, which are different modulation techniques.)
          Different physical layers, however, can specify different interframe space times.
	
              Short interframe space (SIFS)
            
	The SIFS is used for the highest-priority transmissions, such as RTS/CTS frames
                and positive acknowledgments. High-priority transmissions can begin once the SIFS
                has elapsed. Once these high-priority transmissions begin, the medium becomes busy,
                so frames transmitted after the SIFS has elapsed have priority over frames that can
                be transmitted only after longer intervals.

	
              PCF interframe space (PIFS)
            
	The PIFS, sometimes erroneously called the priority interframe space, is used by
                the PCF during contention-free operation. Stations with data to transmit in the
                contention-free period can transmit after the PIFS has elapsed and preempt any
                contention-based traffic.

	
              DCF interframe space (DIFS)
            
	The DIFS is the minimum medium idle time for contention-based services. Stations
                may have immediate access to the medium if it has been free for a period longer than
                the DIFS.

	
              Extended interframe space (EIFS)
            
	The EIFS is not illustrated in Figure 3-6 because it is not a fixed interval. It is used only when there
                is an error in frame transmission.



Interframe spacing and priority



Atomic operations start like regular transmissions: they must wait for the the
            relevant interframe space, typically the DIFS, to end before they can begin. However,
            the second and any subsequent steps in an atomic operation take place after the SIFS,
            rather than after the DIFS. Because the SIFS is shorter than the other interframe
            spaces, the second (and subsequent) parts of an atomic operation will grab the medium
            before another type of frame can be transmitted. By using the SIFS and the NAV, stations
            can seize the medium for as long as necessary.
In Figure 3-5, for example, the
            short interframe space is used between the different units of the atomic exchange. After
            the sender gains access to the medium, the receiver replies with a CTS after the SIFS.
            Any stations that might attempt to access the medium at the conclusion of the RTS would
            wait for one DIFS interval. Partway through the DIFS interval, though, the SIFS interval
            elapses, and the CTS is transmitted.



Contention-Based Access Using the DCF



Most traffic uses the DCF, which provides a standard Ethernet-like contention-based
        service. The DCF allows multiple independent stations to interact without central control,
        and thus may be used in either IBSS networks or in infrastructure networks.
Before attempting to transmit, each station checks whether the medium is idle. If the
        medium is not idle, stations defer to each other and employ an orderly exponential backoff
        algorithm to avoid collisions.
In distilling the 802.11 MAC rules, there is a basic set of rules that are always used,
        and additional rules may be applied depending on the circumstances. Two basic rules apply to
        all transmissions using the DCF:
	If the medium has been idle for longer than the DIFS, transmission can begin
            immediately. Carrier sensing is performed using both a physical medium-dependent method
            and the virtual (NAV) method.
	If the previous frame was received without errors, the medium must be free for
                at least the DIFS.

	If the previous transmission contained errors, the medium must be free for the
                amount of the EIFS.




	If the medium is busy, the station must wait for the channel to become idle. 802.11
            refers to the wait as access deferral
            . If access is deferred, the station waits for the medium to be idle for the
            DIFS and prepares for the exponential backoff procedure.



Additional rules may apply in certain situations. Many of these rules depend on the
        particular situation "on the wire" and are specific to the results of previous
        transmissions.
	Error recovery is the responsibility of the station sending a frame. Senders expect
            acknowledgments for each transmitted frame and are responsible for retrying the
            transmission until it is successful.
	Positive acknowledgments are the only indication of success. Atomic exchanges
                must complete in their entirety to be successful. If an acknowledgment is expected
                and does not arrive, the sender considers the transmission lost and must
                retry.

	All unicast data must be acknowledged. Broadcast data is not acknowledged. (As a
                result, unicast data has an inherently higher service quality than broadcast data,
                even though the radio link is inherently a broadcast medium.)

	Any failure increments a retry counter, and the transmission is retried. A
                failure can be due to a failure to gain access to the medium or a lack of an
                acknowledgment. However, there is a longer contention window when transmissions are
                retried (see next section).




	Multiframe sequences may update the NAV with each step in the transmission
            procedure. When a station receives a medium reservation that is longer than the current
            NAV, it updates the NAV. Setting the NAV is done on a frame-by-frame basis and is
            discussed in much more detail in the next chapter.

	The following types of frames can be transmitted after the SIFS and thus receive
            maximum priority: acknowledgments, the CTS in an RTS/CTS exchange sequence, and
            fragments in fragment sequences.
	Once a station has transmitted the first frame in a sequence, it has gained
                control of the channel. Any additional frames and their acknowledgments can be sent
                using the short interframe space, which locks out any other stations.

	Additional frames in the sequence update the NAV for the expected additional
                time the medium will be used.




	Extended frame sequences are required for higher-level packets that are larger than
            configured thresholds.
	Packets larger than the RTS threshold must have RTS/CTS exchange.

	Packets larger than the fragmentation threshold must be fragmented.






Error Recovery with the DCF



Error detection and correction is up to the station that begins an atomic frame
          exchange. When an error is detected, the station with data must resend the frame. Errors
          must be detected by the sending station. In some cases, the sender can infer frame loss by
          the lack of a positive acknowledgment from the receiver. Retry counters are incremented
          when frames are retransmitted.
Each frame or fragment has a single retry counter associated with it. Stations have
          two retry counters
          : the short retry count
           and the long retry count
          . Frames that are shorter than the RTS threshold are considered to be short;
          frames longer than the threshold are long. Depending on the length of the frame, it is
          associated with either a short or long retry counter. Frame retry counts begin at 0 and
          are incremented when a frame transmission fails.
The short retry count is reset to 0 when:
	A CTS frame is received in response to a transmitted RTS

	A MAC-layer acknowledgment is received after a nonfragmented transmission

	A broadcast or multicast frame is received



The long retry count is reset to 0 when:
	A MAC-layer acknowledgment is received for a frame longer than the RTS
              threshold

	A broadcast or multicast frame is received



In addition to the associated retry count, fragments are given a maximum "lifetime" by
          the MAC. When the first fragment is transmitted, the lifetime counter is started. When the
          lifetime limit is reached, the frame is discarded and no attempt is made to transmit any
          remaining fragments. Naturally, higher-layer protocols may detect any loss and retransmit
          the data; when a higher-level protocol such as TCP retransmits data, though, it would be a
          new frame to the 802.11 MAC and all the retry counters will be restarted.
Using the retry counters



Like most other network protocols, 802.11 provides reliability through
            retransmission. Data transmission happens within the confines of an atomic sequence, and
            the entire sequence must complete for a transmission to be successful. When a station
            transmits a frame, it must receive an acknowledgment from the receiver or it will
            consider the transmission to have failed. Failed transmissions increment the retry
            counter associated with the frame (or fragment). If the retry limit is reached, the
            frame is discarded, and its loss is reported to higher-layer protocols.
One of the reasons for having short frames and long frames is to allow network
            administrators to customize the robustness of the network for different frame lengths.
            Large frames require more buffer space, so one potential application of having two
            separate retry limits is to decrease the long retry limit to decrease the amount of
            buffer space required.


Backoff with the DCF



After frame transmission has completed and the DIFS has elapsed, stations may attempt
          to transmit congestion-based data. A period called the contention
            window
           or backoff window
           follows the DIFS. This window is divided into slots. Slot length is
          medium-dependent; higher-speed physical layers use shorter slot times. Stations pick a
          random slot and wait for that slot before attempting to access the medium; all slots are
          equally likely selections. When several stations are attempting to transmit, the station
          that picks the first slot (the station with the lowest random number) wins. According to
          the standard, all slot numbers should be equally likely; see the sidebar on Spectralink Voice Priority later in
          this chapter for one notable exception.
As in Ethernet, the backoff time is selected from a larger range each time a
          transmission fails. Figure 3-7
          illustrates the growth of the contention window as the number of transmissions increases,
          using the numbers from the 802.11b direct-sequence spread-spectrum (DSSS) physical layer.
          Other physical layers use different sizes, but the principle is identical. Contention
          window sizes are always 1 less than a power of 2 (e.g., 31, 63, 127, 255). Each time the
          retry counter increases, the contention window moves to the next greatest power of two.
          The size of the contention window is limited by the physical layer. For example, the DS
          physical layer limits the contention window to 1,023 transmission slots.
When the contention window reaches its maximum size, it remains there until it can be
          reset. Allowing long contention windows when several competing stations are attempting to
          gain access to the medium keeps the MAC algorithms stable even under maximum load. The
          contention window is reset to its minimum size when frames are transmitted successfully,
          or the associated retry counter is reached, and the frame is discarded.
[image: DSSS contention window size]

Figure 3-7. DSSS contention window size



Fragmentation and Reassembly



Higher-level packets and some large management frames may need to be broken into smaller
        pieces to fit through the wireless channel. Fragmentation may also help improve reliability
        in the presence of interference. Wireless LAN stations may attempt to fragment transmissions
        so that interference affects only small fragments, not large frames. By immediately reducing
        the amount of data that can be corrupted by interference, fragmentation may result in a higher effective throughput. Interference may come from a
        variety of sources. Some, but by no means all, microwave ovens cause interference with 2.4
        GHz networks.[*] Electromagnetic radiation is generated by the magnetron tube during its ramp-up
        and ramp-down, so microwaves emit interference half the time. Many newer cordless phones
        also cause interference.[†] Outdoor networks are subject to a much wider variety of interference.
Spectralink Voice Priority
One of the challenges in supporting voice on wireless networks is that voice is far
          more sensitive to poor network service than data applications. If a 1,500 byte fragment of
          a graphics file is a tenth of a second late, the typical user will not even notice. If a
          delay of a tenth of a second is introduced into a phone conversation, though, it will be
          too much.
Providing high-quality service over an IP network is hard enough. Doing so over a
          wireless LAN is doubly challenging. One of the major problems that network engineers face
          in designing wireless LAN voice networks is that all data is treated equally. If there is
          a short voice frame and a long data frame, there is no inherent preference for one or the
          other.
Spectralink, a manufacturer of handheld 802.11 phones, has devised a special set of
          protocol extensions, called Spectralink Voice Priority (SVP), to assist in making the
          network more useful for voice transport. SVP consists of components implemented in both
          access points and in handsets to prioritize voice over data and coordinate several voice
          calls on a single AP. SVP assists with both the downlink from the AP and the uplink from
          handsets.
To support SVP, an access point must transmit voice frames with zero backoff. Rather
          than selecting a backoff slot number as required by the 802.11 standard, access points
          with SVP enabled will always choose zero. In the presence of contention for the wireless
          medium, the voice frames with zero backoff will have de facto
          priority boost because data frames are likely to have a positive backoff slot. Strictly
          speaking, stations implementing zero backoff are no longer compliant with 802.11 because
          it mandates selection of a backoff slot in accordance with defined rules. (To preserve
          stability under load, however, retransmitted voice frames are subject to the backoff
          rules.)
By selecting zero backoff, access points implementing SVP ensure that voice frames
          have preferential access to the air. Access points that implement SVP must also keep track
          of voice frames and provide preferential queuing treatment as well. SVP requires that
          voice frames be pushed to the head of the queue for transmission. APs implement transmit
          queues in many different ways; the important point is the functional result, which is that
          voice frames move to the head of the line. Some APs may move voice frames up to the head
          of a single transmit queue, while other APs may maintain multiple transmit queues and
          serve the high-priority voice queue first.

Fragmentation takes place when the length of a higher-level packet exceeds the
        fragmentation threshold configured by the network administrator. Fragments all have the same
        frame sequence number but have ascending fragment numbers to aid in reassembly. Frame
        control information also indicates whether more fragments are coming. All of the fragments
        that comprise a frame are normally sent in a fragmentation burst
        , which is shown in Figure
          3-8. This figure also incorporates an RTS/CTS exchange, because it is common for
        the fragmentation and RTS/CTS thresholds to be set to the same value. The figure also shows
        how the NAV and SIFS are used in combination to control access to the medium.
[image: Fragmentation burst]

Figure 3-8. Fragmentation burst

Fragments and their acknowledgments are separated by the SIFS, so a station retains
        control of the channel during a fragmentation burst. The NAV is also used to ensure that
        other stations do not use the channel during the fragmentation burst. As with any RTS/CTS
        exchange, the RTS and CTS both set the NAV from the expected time to the end of the first
        fragments in the air. Subsequent fragments then form a chain. Each fragment sets the NAV to
        hold the medium until the end of the acknowledgment for the next frame. Fragment 0 sets the
        NAV to hold the medium until ACK 1, fragment 1 sets the NAV to hold the medium until ACK 2,
        and so on. After the last fragment and its acknowledgment have been sent, the NAV is set to
        0, indicating that the medium will be released after the fragmentation burst
        completes.


[*] In the U.S., appliances are powered by 60-Hz alternating current, so microwaves
            interfere for about 8 milliseconds (ms) out of every 16-ms cycle. Much of the rest of
            the world uses 50-Hz current, and interference takes place for 10 ms out of the 20-ms
            cycle.

[†] If you need to use a cordless phone in the same area as a wireless LAN, I suggest
            purchasing a 900 MHz cordless phone on eBay.



Frame Format



To meet the challenges posed by a wireless data link, the MAC was forced to adopt
        several unique features, not the least of which was the use of four address fields. Not all
        frames use all the address fields, and the values assigned to the address fields may change
        depending on the type of MAC frame being transmitted. Details on the use of address fields
        in different frame types are presented in Chapter
          4. Figure 3-9 shows the
        generic 802.11 MAC frame. All diagrams in this section follow the IEEE conventions in
        802.11. Fields are transmitted from left to right.
[image: Generic 802.11 MAC frame]

Figure 3-9. Generic 802.11 MAC frame

802.11 MAC frames do not include some of the classic Ethernet frame features, most
        notably the type/length field and the preamble. The preamble is part of the physical layer,
        and encapsulation details such as type and length are present in the header on the data
        carried in the 802.11 frame.
Frame Control



Each frame starts with a two-byte Frame Control subfield
          
          , shown in Figure 3-10.
          The components of the Frame Control subfield are:
	
              Protocol version
            
	Two bits indicate which version of the 802.11 MAC is contained in the rest of
                the frame. At present, only one version of the 802.11 MAC has been developed; it is
                assigned the protocol number 0. Other values will appear when the IEEE standardizes
                changes to the MAC that render it incompatible with the initial specification. So
                far, none of the revisions to 802.11 have required incrementing the protocol
                number.

	
              Type and subtype fields
            
	Type and subtype fields identify the type of frame used. To cope with noise and
                unreliability, a number of management functions are incorporated into the 802.11
                MAC. Some, such as the RTS/CTS operations and the acknowledgments, have already been
                discussed. Table 3-1 shows
                how the type and subtype identifiers are used to create the different classes of
                frames.



[image: Frame control field]

Figure 3-10. Frame control field

In Table 3-1, bit strings are
          written most-significant bit first, which is the reverse of the order used in Figure 3-10. Therefore, the frame type
          is the third bit in the frame control field followed by the second bit (b3 b2), and the
          subtype is the seventh bit, followed by the sixth, fifth, and fourth bits (b7 b6 b5
          b4).
Table 3-1. Type and subtype identifiers
	
                  Subtype value

                	
                  Subtype name

                
	
                  
                    a Management subtypes 0110-0111 and 1110-1111 are
                    reserved and not currently used.

                
	
                  
                    b Control subtypes 0000-0111 are reserved and not
                    currently used.

                
	
                  
                    c Proposed by the 802.11e task group, but not yet
                    standardized. Note that these frames all have a leading one, which has caused
                    some to refer to the first bit as the QoS bit.

                
	
                  Management frames (type=00)
                      a
                    
                  

                	 
	
                  0000

                	
                  Association request

                
	
                  0001

                	
                  Association response

                
	
                  0010

                	
                  Reassociation request

                
	
                  0011

                	
                  Reassociation response

                
	
                  0100

                	
                  Probe request

                
	
                  0101

                	
                  Probe response

                
	
                  1000

                	
                  Beacon

                
	
                  1001

                	
                  Announcement traffic indication message (ATIM)

                
	
                  1010

                	
                  Disassociation

                
	
                  1011

                	
                  Authentication

                
	
                  1100

                	
                  Deauthentication

                
	
                  1101

                	
                  Action (for spectrum management with 802.11h, also for QoS)

                
	
                  Control frames (type=01)
                      b
                    
                  

                	 
	
                  1000

                	
                  Block Acknowledgment Request (QoS)

                
	
                  1001

                	
                  Block Acknowledgment (QoS)

                
	
                  1010

                	
                  Power Save (PS)-Poll

                
	
                  1011

                	
                  RTS

                
	
                  1100

                	
                  CTS

                
	
                  1101

                	
                  Acknowledgment (ACK)

                
	
                  1110

                	
                  Contention-Free (CF)-End

                
	
                  1111

                	
                  CF-End+CF-Ack

                
	
                  Data frames (type=10)

                	 
	
                  0000

                	
                  Data

                
	
                  0001

                	
                  Data+CF-Ack

                
	
                  0010

                	
                  Data+CF-Poll

                
	
                  0011

                	
                  Data+CF-Ack+CF-Poll

                
	
                  0100

                	
                  Null data (no data transmitted)

                
	
                  0101

                	
                  CF-Ack (no data transmitted)

                
	
                  0110

                	
                  CF-Poll (no data transmitted)

                
	
                  0111

                	
                  CF-Ack+CF-Poll (no data transmitted)

                
	
                  1000

                	
                  QoS Data
                      c
                    
                  

                
	
                  1001

                	
                  QoS Data + CF-Ack
                      c
                    
                  

                
	
                  1010

                	
                  QoS Data + CF-Poll
                      c
                    
                  

                
	
                  1011

                	
                  QoS Data + CF-Ack + CF-Poll
                      c
                    
                  

                
	
                  1100

                	
                  QoS Null (no data transmitted)
                      c
                    
                  

                
	
                  1101

                	
                  QoS CF-Ack (no data transmitted)
                      c
                    
                  

                
	
                  1110

                	
                  QoS CF-Poll (no data transmitted)
                      c
                    
                  

                
	
                  1111

                	
                  QoS CF-Ack+CF-Poll (no data transmitted)
                      c
                    
                  

                
	
                  (Frame type 11 is reserved)

                	 



	
              ToDS and FromDS bits
            
	These bits indicate whether a frame is destined for the distribution system. All
                frames on infrastructure networks will have one of the distribution system bits set.
                  Table 3-2 shows how these
                bits are interpreted. As Chapter 4
                will explain, the interpretation of the address fields depends on the setting of
                these bits.
Table 3-2. Interpreting the ToDS and FromDS bits
	 	
                        To DS=0

                      	
                        To DS=1

                      
	
                        From DS=0

                      	
                        All management and control frames Data frames within an IBSS (never
                          infrastructure data frames)

                      	
                        Data frames transmitted from a wireless station in an infrastructure
                          network.

                      
	
                        From DS=1

                      	
                        Data frames received for a wireless station in an infrastructure
                          network

                      	
                        Data frames on a "wireless bridge"

                      




	
              More fragments bit
            
	This bit functions much like the "more fragments" bit in IP. When a higher-level
                packet has been fragmented by the MAC, the initial fragment and any following
                nonfinal fragments set this bit to 1. Large data frames and some management frames
                may be large enough to require fragmentation; all other frames set this bit to 0. In
                practice, most data frames are transmitted at the maximum Ethernet size and
                fragmentation is not often used.

	
              Retry bit
            
	From time to time, frames may be retransmitted. Any retransmitted frames set
                this bit to 1 to aid the receiving station in eliminating duplicate frames.

	
              Power management bit
            
	Network adapters built on 802.11 are often built to the PC Card form factor and
                used in battery-powered laptop or handheld computers. To conserve battery life, many
                small devices have the ability to power down parts of the network interface. This
                bit indicates whether the sender will be in a powersaving mode after the completion
                of the current atomic frame exchange. 1 indicates that the station will be in
                powersave mode, and 0 indicates that the station will be active. Access points
                perform a number of important management functions and are not allowed to save
                power, so this bit is always 0 in frames transmitted by an access point.

	
              More data bit
            
	To accommodate stations in a powersaving mode, access points may buffer frames
                received from the distribution system. An access point sets this bit to indicate
                that at least one frame is available and is addressed to a dozing station.

	
              Protected Frame bit
            
	Wireless transmissions are inherently easier to intercept than transmissions on
                a fixed network. If the frame is protected by link layer security protocols, this
                bit is set to 1, and the frame changes slightly. The Protected Frame bit was
                previously called the WEP bit.

	
              Order bit
            
	Frames and fragments can be transmitted in order at the cost of additional
                processing by both the sending and receiving MACs. When the "strict ordering"
                delivery is employed, this bit is set to 1.




Duration/ID Field



The Duration/ID field follows the frame control field. This field has several uses and takes one of
          the three forms shown in Figure
          3-11.
[image: Duration/ID field]

Figure 3-11. Duration/ID field

Duration: setting the NAV



When bit 15 is 0, the duration/ID field is used to set the NAV. The value represents
            the number of microseconds that the medium is expected to remain busy for the
            transmission currently in progress. All stations must monitor the headers of all frames
            they receive and update the NAV accordingly. Any value that extends the amount of time
            the medium is busy updates the NAV and blocks access to the medium for additional
            time.

Frames transmitted during contention-free periods



During the contention-free periods, bit 14 is 0 and bit 15 is 1. All other bits are
            0, so the duration/ID field takes a value of 32,768. This value is interpreted as a NAV.
            It allows any stations that did not receive the Beacon[*] announcing the contention-free period to update the NAV with a suitably
            large value to avoid interfering with contention-free transmissions.

PS-Poll frames



Bits 14 and 15 are both set to 1 in PS-Poll frames. Mobile stations may elect to
            save battery power by turning off antennas. Dozing stations must wake up periodically.
            To ensure that no frames are lost, stations awaking from their slumber transmit a
            PS-Poll frame to retrieve any buffered frames from the access point. Along with this
            request, waking stations incorporate the association ID (AID) that indicates which BSS
            they belong to. The AID is included in the PS-Poll frame and may range from 1-2,007.
            Values from 2,008-16,383 are reserved and not used.


Address Fields



An 802.11 frame may contain up to four address fields. The address fields are numbered
          because different fields are used for different purposes depending on the frame type
          (details are found in Chapter 4). The
          general rule of thumb is that Address 1 is used for the receiver, Address 2 for the
          transmitter, and Address 3 field for filtering by the receiver. In an infrastructure
          network, for example, the third address field is used by the receiver to determine whether the frame is part of the network
          it is associated to.[*]
Addressing in 802.11 follows the conventions used for the other IEEE 802 networks,
          including Ethernet. Addresses are 48 bits long. If the first bit sent to the physical
          medium is a 0, the address represents a single station (unicast). When the first bit is a
          1, the address represents a group of physical stations and is called a
            multicast (or group) address. If all bits are
          1s, then the frame is a broadcast and is delivered to all stations
          connected to the wireless medium.
48-bit addresses are used for a variety of purposes:
	
              Destination address
            
	As in Ethernet, the destination address
                 is the 48-bit IEEE MAC identifier that corresponds to the final
                recipient: the station that will hand the frame to higher protocol layers for
                processing.

	
              Source address
            
	This is the 48-bit IEEE MAC identifier that identifies the source of the
                transmission. Only one station can be the source of a frame, so the Individual/Group
                bit is always 0 to indicate an individual station.

	
              Receiver address
            
	This is a 48-bit IEEE MAC identifier that indicates which wireless station
                should process the frame. If it is a wireless station, the receiver
                  address
                 is the destination address. For frames destined to a node on an
                Ethernet connected to an access point, the receiver is the wireless interface in the
                access point, and the destination address may be a router attached to the
                Ethernet.

	
              Transmitter address
            
	This is a 48-bit IEEE MAC address to identify the wireless interface that
                transmitted the frame onto the wireless medium. The transmitter address
                 is used only in wireless bridging.

	
              Basic Service Set ID (BSSID)
            
	To identify different wireless LANs in the same area, stations may be assigned
                to a BSS. In infrastructure networks, the BSSID is the MAC address used by the
                wireless interface in the access point. Ad hoc networks generate a random BSSID with
                the Universal/Local bit set to 1 to prevent conflicts with officially assigned MAC
                  addresses.



The number of address fields used depends on the type of frame. Most data frames use
          three fields for source, destination, and BSSID. The number and arrangement of address
          fields in a data frame depends on how the frame is traveling relative to the distribution
          system. Most transmissions use three addresses, which is why only three of the four
          addresses are contiguous in the frame format.

Sequence Control Field



This 16-bit field is used for both defragmentation and discarding duplicate frames. It
          is composed of a 4-bit fragment number field and a 12-bit sequence number field, as shown
          in Figure 3-12. Sequence numbers are
          not used in control frames, so the Sequence Control field is not present.
[image: Sequence Control field]

Figure 3-12. Sequence Control field

Higher-level frames are each given a sequence number as they are passed to the MAC for
          transmission. The sequence number subfield operates as a modulo-4096 counter of the frames
          transmitted. It begins at 0 and increments by 1 for each higher-level packet handled by
          the MAC. If higher-level packets are fragmented, all fragments will have the same sequence
          number. When frames are retransmitted, the sequence number is not changed.
What differs between fragments is the fragment number. The first fragment is given a
          fragment number of 0. Each successive fragment increments the fragment number by 1.
          Retransmitted fragments keep their original sequence numbers to assist in
          reassembly.
Stations that implement the QoS extensions use a slightly different interpretation of
          the sequence control field because multiple transmit queues need to be maintained.

Frame Body



The frame body, also called the Data field, moves the higher-layer payload from station to station. As originally
          specified, 802.11 can transmit frames with a maximum payload of 2,304 bytes of
          higher-level data. Implementations must support larger frame bodies to accommodate
          additional headers for security and QoS. 802.2 LLC headers use 8 bytes for a maximum
          network protocol payload of 2,296 bytes. Preventing fragmentation must be done at the
          protocol layer. On IP networks, Path MTU Discovery (RFC 1191) will prevent the
          transmission of frames with Data fields larger than 1,500 bytes.
802.11 differs from other link layer technologies in two notable ways. First, there is
          no higher-level protocol tag in the 802.11 frame to distinguish between higher-layer
          protocol types. Higher-level protocols are tagged with a type field by an additional
          header, which is used as the start of the 802.11 payload. Second, 802.11 does not
          generally pad frames to a minimum length. Many frames used by 802.11 are short, and the
          chips and electronics used in network interfaces has progressed to the point where a pad
          is no longer necessary.

Frame Check Sequence



As with Ethernet, the 802.11 frame closes with a frame check sequence (FCS). The FCS
          is often referred to as the cyclic redundancy check (CRC) because of the underlying
          mathematical operations. The FCS allows stations to check the integrity of received
          frames. All fields in the MAC header and the body of the frame are included in the FCS.
          Although 802.3 and 802.11 use the same method to calculate the FCS, the MAC header used in
          802.11 is different from the header used in 802.3, so the FCS must be recalculated by
          access points.
When frames are sent to the wireless interface, the FCS is calculated before those
          frames are sent out over the wireless link. Receivers can then calculate the FCS from the
          received frame and compare it to the received FCS. If the two match, there is a high
          probability that the frame was not damaged in transit.
On Ethernets, frames with a bad FCS are simply discarded, and frames with a good FCS
          are passed up the protocol stack. On 802.11 networks, frames that pass the integrity check
          may also require the receiver to send an acknowledgment. For example, data frames that are
          received correctly must be positively acknowledged, or they are retransmitted. 802.11 does
          not have a negative acknowledgment for frames that fail the FCS; stations must wait for
          the acknowledgment timeout before retransmitting.



[*] Beacon frames are a subtype of management frames, which is why "Beacon" is
                capitalized.

[*] 802.11 specifies that stations should ignore frames that do not have the same
              BSSID, but most products do not correctly implement BSSID filtering and will pass any
              received frame up to higher protocol layers.






End of sample




    To search for additional titles please go to 

    
    http://search.overdrive.com.   


OEBPS/httpatomoreillycomsourceoreillyimages156589.png
Transmitted signal
Ampitude §

Goreation

Recorrelated signal
Ampitude

Ty





OEBPS/httpatomoreillycomsourceoreillyimages156295.png
so23u¢,
s021h

s023u,
w107
; a0
sox11, 021N
RFC1082 headers

pI%)

soz11,
8021 headers






OEBPS/httpatomoreillycomsourceoreillyimages156577.png
Anplirude:

Oime

Ampliude

&





OEBPS/httpatomoreillycomsourceoreillyimages156673.png
0 I 2 3 4 5 6 7
lengh Enersion
(ERP-PBCConly)






OEBPS/httpatomoreillycomsourceoreillyimages156779.png
802.1X Authentication has faled,
(e 1001 n port et

-





OEBPS/httpatomoreillycomsourceoreillyimages156791.png
€060 Slow Train

[ =}

Restare_ Upload Default Password_Profiles

{Aport " intermet Nework _Port Mapping _ Access Control _ WDS _ Music

Information n tis section s used to identify the base station and configure the wireless network
published by the base station.

sase Staton
Name: [Siow Train
Contact:
Location;
(Change password.. ) (_Base Station Options..)
Aort Network
Wireless Mode: | Create a Wireless Nework (Home Router) 3
Name: wpabe
Wireless Securty: WPA Personal
Channel: | Automatic +) [ Create a closed network

Mode: (892.11b/g Compatible 18) ( Wireles Optons-— )
@ Revert Update






OEBPS/httpatomoreillycomsourceoreillyimages156603.png
e
thoughput

mountof
interference





OEBPS/httpatomoreillycomsourceoreillyimages156275.png





OEBPS/httpatomoreillycomsourceoreillyimages156805.png
) ient - based

Ntz
WU
ncntator
7T
H Bactone
Hetx Ny
Psic x Psicy
3 P st concentrator > P dst: concentrator
P2 [T
Past A st A
b Networkbosed
N
Netz 1Pdest desinaton
WA
Psc Al oncntatr
Pést:
= E sadtone
Psc 2 T
Pt dst.
Loctoet] [\ ez
Tt
w2

A=






OEBPS/httpatomoreillycomsourceoreillyimages156249.png
Satari





OEBPS/httpatomoreillycomsourceoreillyimages156365.png
oits.

0o 12

6

78
Listen nteral

10

m

n

BTM s

st sgnifiant <

> Mo sigifcart.






OEBPS/httpatomoreillycomsourceoreillyimages156517.png
Beacon/ Timestamp +

Probe Response Tocal offset
Hetwrktner / { N
Bime
i Localoffset i
Localtimer e >
SavTsF Beginjon Biine

volve PrOCess.





OEBPS/httpatomoreillycomsourceoreillyimages156409.png
1 1

DFS ouner 5| Gomel | Gamel Gomel | Gamel
recowry | number | - map mmber | map
inerl

chamelmap—>

preamile

Unidentied

adar

Unmeasred

o






OEBPS/httpatomoreillycomsourceoreillyimages156433.png
State3.
Coss 12,003
fames C Authentcated

andasacined
sucestl |
{re] association Diassociation
s 1and2 G
fomsr huthentcted Deoutoition
lelasocition aiure | andwasodated

N
Sucessil i
authentiaton JMumarrmm

State1
Gos 1 fames o C
Unathenticted | +———
atentatio filre Unsuheniand






OEBPS/httpatomoreillycomsourceoreillyimages156251.png
8021
anagemen

8022 Logaliok ol U0

wy s o
023 | [ so2s

= |1l %= 0211 Wi

03 s | [0 | [soza] ‘a2 | [so211g
[ ausspi | | ossse | | ooy | |sossse] | exeo

Data link layer
UCsublayer

MACsublayer

Physial layer





OEBPS/httpatomoreillycomsourceoreillyimages156663.png
Transmitter

FEC intreaing, 1o | Gurd ||
(Convolton (> mappingand | | FFT [ | inerval

encoden) | | plotinserion [~>| [~ inerdon [~

|
modulaton

Receiver
E Gard
> 0 I:
. interal
demodulaon | .| 110

Pitemore,
BT [ | deiteeaving,
and demay

poing

FEC
decoder





OEBPS/httpatomoreillycomsourceoreillyimages156431.png
Famebedy:
2 ) e 1 4

abenicton | Aeniaion

ot Abea0atn . cutenge $5 | 165
N | ||





OEBPS/httpatomoreillycomsourceoreillyimages156825.png
Spoofed beacons/
Rogue))_Beacons
AP Proberesponses ~
b
Spooteddeart/ Spooteddeart/
disassoc fom diassoc fom
“int” Rogue AP”

.

WAN

l management
Network -
Metwork Block X" from network .

)






OEBPS/httpatomoreillycomsourceoreillyimages156305.png
v

Staton 1

SIS SIS

Staton2






OEBPS/httpatomoreillycomsourceoreillyimages156355.png
oS

0o

Leastsigifiont

B

AEERE
Authentcaton agorithm number

0

[

n

B

ws

Mostsgniant






OEBPS/httpatomoreillycomsourceoreillyimages156547.png
MACheader

2 2 6 5 4
Fame | buation Receiver Aress ess
Cotrol (00 - 0 |0 - 65 - FF - F - FF - FF
2 2 7 T —i—i 11
Potocl = Contol| Subtype=CF-End + [ ToDS [Frumds| MOfe | Rerry | Pwr | More | e
e (" rag | " | gnt | oota
o o1 of1 i i 1]ofofo]o 0| o






OEBPS/httpatomoreillycomsourceoreillyimages156679.png
Throughyut as % of peskrate
s F¥EEEERFEE

0 20 40 0 80 100 20 M0 250
Framesize (bytes)
——— 80L11bas % of peak ate ate) 80211a/802.11g v0 protection)
—— GO1Ig RTSCTS) 802119 (TS t0-el)

——— 80211bas % ofpeskPHY rte)






OEBPS/httpatomoreillycomsourceoreillyimages156697.png
IR
sis E g g
)
iiator _|sembasicte Nagegu fame >
b B v i[O
1A a5 s

K Bpeced uon o et vnsmsins
NAV T -
— IS






OEBPS/httpatomoreillycomsourceoreillyimages156315.png
2

2

S

Fame

Aotess

o (i)

Adess2
st

Adtres3
ferng)

seqr| st

af

optana)






OEBPS/httpatomoreillycomsourceoreillyimages156533.png
@ Contention-free repetition interval ————————————————>}

Contenion-feperod -
Sfs SEs oS sifs
Gntetion
Ghio
gt 5| [pwstosne peod
S 1) | [V Gind |+t
St .
e Bne
Sifs sifs
et
w stbybeson o
— T =%

CFPMaxduration (D Time





OEBPS/oreilly_large.gif
O’REILLY





OEBPS/httpatomoreillycomsourceoreillyimages156585.png
PLCP preamble PLCPheader
bits 8 16 24 16 Variable

sync s P [ BSE | HEC “Whitened"PSOU
010101...01 (MACframe)






OEBPS/httpatomoreillycomsourceoreillyimages156759.png.jpg
hll ) €3 36%) Fri 6:58 PM

 Very independent 855 Deskiop (Mac 05 9)

Create Network,
Open Internet Connect.






OEBPS/httpatomoreillycomsourceoreillyimages156659.png
1615 preamble.

Iox8us=8us i Leys+2xd2us=8us: Bus+dus=dus | _Bus+3dus=dps

]3] e[| lre] Goors | 17y UI!WW Signalfeld !cm Fistdatasymbol

Oime





OEBPS/httpatomoreillycomsourceoreillyimages156683.png
famel || Fame2 || Fame3 || Fames || Fames
PPfame | Aogegue P fame AagreqtePCPfame
1 (frame2 ame3) (fame 4 fames)
s, __| e o |
et 6 RIES






OEBPS/httpatomoreillycomsourceoreillyimages156755.png.jpg
O _EF@% Fri6:49 PM

Turn AirPort Off

+ Litle Green Men

Luminiferous Ether
Other...

Create Nework...

Open Internet Connect..





OEBPS/httpatomoreillycomsourceoreillyimages156587.png
Transmitter

Receiver

e

whitener

Symbol | [ Gaussan

mappi Fter

G
modulto

[Fopting]

Datade

whitener






OEBPS/httpatomoreillycomsourceoreillyimages156307.png
SIFS

Sttion

v -
Tcespoint o B






OEBPS/httpatomoreillycomsourceoreillyimages156807.png





OEBPS/httpatomoreillycomsourceoreillyimages156599.png
‘Signal level (dB)

g 8

on

0 0 » @ ©
Frequency diffencefrom on-channel centerfrequency (WHz)

el signal Signal o bereected






OEBPS/httpatomoreillycomsourceoreillyimages156259.png
I (I
j 8552 BS54

Router
I

Intemet





OEBPS/httpatomoreillycomsourceoreillyimages156561.png





OEBPS/httpatomoreillycomsourceoreillyimages156507.png
|- Beacon interval -+-[ ¢————————— DM nterval ————————|
m o ™ w o ™
w» >
s Biine
o
LI I
Saion t t t






OEBPS/httpatomoreillycomsourceoreillyimages156809.png
VANA

g

= a0210

UserX: VLANA bast 1
User - VAN A bt 1
UserZ: VAN, bast2






OEBPS/httpatomoreillycomsourceoreillyimages156849.png
tation 1

Station 2

PLCP header

SHAP header

SIFS

Contenton window






OEBPS/httpatomoreillycomsourceoreillyimages156811.png





OEBPS/httpatomoreillycomsourceoreillyimages156313.png
021K fame iterng
uoswe
Towersae | |
processingand ety hemethesder
ufeng etecion tanshton
Sequence - -
Integity S alcaton
e it avaldaton
RN integity Defragmentation Wired interface
dreck (Reassembly)
Fragnentation
and gt Deaypton
numberassignment
" Duplicate frame/
Fame encyption
Famefowon | TIMENTENI | | e o om
wiedoircess witess o wied
MACheaderand MACheaderand
& RCaldation
PLCPheader PLCP vaidaton
v
Wireless transmission ‘Wireless reception






OEBPS/httpatomoreillycomsourceoreillyimages156379.png
Variable

2Witps mndatry

Seresof datarate
elements

11 Mops optionol

0100000

01,1010 0






OEBPS/httpatomoreillycomsourceoreillyimages156367.png
012 3 4 s 6 7 8 9 w0 onm 2B
Association D

W

T — VYT






OEBPS/httpatomoreillycomsourceoreillyimages156847.png.jpg
=

oo T

|
wown [
woreez [
L ——
N —

Qe | v | xome | Dax






OEBPS/httpatomoreillycomsourceoreillyimages156639.png
Subarier ] ———  Slentguadperiod
Subarier?  ———  Gcicprefx
Recevedwave






OEBPS/httpatomoreillycomsourceoreillyimages156465.png
W+ bxtended IV Transmitter MIC

address ey
VYS(
mmm
mx

lﬂ(mmng

outof
sequence

nsequence
fame Wepseed

MC Calaated MC






OEBPS/httpatomoreillycomsourceoreillyimages156535.png
0iFs

Expected (FP start

Frame P

(FPend

[

siFs

o OPforeshortning—
{Acual sart
e (FPMarduration—————»

Orime





OEBPS/httpatomoreillycomsourceoreillyimages156773.png
PEAP.

Enter your PEAP authentication information below. The Outer
Identity will be sent in the clear

Outer identity: | (Optional)

G (Co)






OEBPS/httpatomoreillycomsourceoreillyimages156597.png
dBr to peak

—

I~

“

2 0

0

LR

Frequency relative to center frequency (MHz)

@





OEBPS/httpatomoreillycomsourceoreillyimages156471.png





OEBPS/httpatomoreillycomsourceoreillyimages156775.png
Keychain: login (unlocked) o

Qv ® i

 Delete Lock Show Keychains
Tkind Created Wodified
| 802.1X Configuration Internet Connect Today, 4:47 P Today, 4:47
fallout.netib.utah.edu centificate

University of Utah Internal Server CA —certificate

{“Attributes _Access Control

Univeriy of ta nterna Server A 0
e Wondo, Wy 8, 2023 174035 P U Mt

When using ths centficate: | Use System Settings 1%

b Toust sextings

Fingerprints
SHAL A B4 86 F1 38 BA 3A 2E 64 3C 2F 7C 0A 15 9D CA BF A6 BAA2
MDS 52 A8 93 AT DS E2 84 39 59 BC A3 BF 1EAC 85 5D

Type 50943 root ceniicate

Version 3

Serial Number 00

CTATST





OEBPS/httpatomoreillycomsourceoreillyimages156499.png
1: Ressodation request
“Myold AP was..”

2 Reassodation esponse
“amyournew A and heeis
yournew assodation 0"

5 {ptiona)
“Herearesomefames
buffered from yourold AR”

L oure

Ea
Pleasesendany
buffered fames
for.”

NewhP

o
“Why ertiny..”





OEBPS/httpatomoreillycomsourceoreillyimages156801.png
T = =
>1)) >))»
% S
z $))0 >
L
T = =
(5 a o DR 0
. #
.M e = M 2
i I
L ) § )





OEBPS/httpatomoreillycomsourceoreillyimages156297.png
| DS —*

[+ NS —*

 Contention window for
Endorprior | SIFS . Gotentonwindow [ gy m) next exchange
Dota_ fame exchange = Management (b) -
>
W e Wootst [






OEBPS/httpatomoreillycomsourceoreillyimages156731.png.jpg
Smart Card or other Certificate Properties. (@3]

‘When comnecting
O Use my smast card
(©Use a gertitcate on this compute
Use simple cetfcate selection (Recommended)
|Valdste serve ceriicate

[ Cannect to these servers:

Truted oot Cricaton Auhoies

0] ABAECOM Root CA ~
0] Autoridad Certiicadora de la Asociacion Nacional del Notariar
] Autoridad Cetiicadora del Colegio Macional de Correduia Pu
] Bakimore E2 by DST

0 Belgacom E-Trust Primary CA

] CtW HKT SecureNet CA Class &

(0] CHW HKT Secuaehll CA Cass 8

] CiW HKT SecureNet C4 Root

< >

Vigw Ceticate

] Use a iferent uset name fo the connection






OEBPS/httpatomoreillycomsourceoreillyimages156501.png
’ [

BSS

3: Reassodationexchange <}

L





OEBPS/httpatomoreillycomsourceoreillyimages156615.png
bits

PLCP preamble PLCP header
128 i 88 16 16 Variable
sync S0 | Sgnal [ Senice | tengih ®C | “Scambledepou
(WACrame)
L 1MopsDBPSK L 1 Mops 06PSK- 1 1 Mops DBrsy —

2Mtps00PSK





OEBPS/httpatomoreillycomsourceoreillyimages156675.png
Bits for transmission_ 2-bit block

Convolution code

-bitoutput
Gockat
110r16.5 MHz 8PSk mapping to symbol

O Tommiter






OEBPS/httpatomoreillycomsourceoreillyimages156393.png
1

1-253

Eementld
16

Challenge text






OEBPS/httpatomoreillycomsourceoreillyimages156519.png
Station 1

Station2.

Station3

Awake period

Tansmision
ancelled

Tansmission
anclled






OEBPS/httpatomoreillycomsourceoreillyimages156303.png
v

SIFS

RIS = 361FS + T3+ Data + ACK

Orime





OEBPS/httpatomoreillycomsourceoreillyimages156405.png
'

'

EementD
3

Length

Channel
switch
mode

New
Channel
number

Channel

ot






OEBPS/httpatomoreillycomsourceoreillyimages156525.png
Jer-
2 2 6 6 2

ame [l | 00 1

Conto| ©

, l““‘ 0 B

o Bskreqet

(Gl Satume [ owaten
r@

'
Gomel] Stume | owaten

2






OEBPS/httpatomoreillycomsourceoreillyimages156701.png
itiator

Destnaton 1

Destination2

S
E]
¥ 3
Aggregate frame
T S
s
o
e ] 2
| ¥
=






OEBPS/httpatomoreillycomsourceoreillyimages156693.png
modulator (A

1)

)
fiC T
S e 2 a
Gurd
inenal
et 1
o)
o modultor
0
Gt
intenl
et 2
[
i mdator
[
Gurd
inenal

insert N






OEBPS/httpatomoreillycomsourceoreillyimages156713.png
8

Hlength

HIStGonsteation

LG onseltion

b)





OEBPS/httpatomoreillycomsourceoreillyimages156293.png





OEBPS/httpatomoreillycomsourceoreillyimages156765.png
066

2H.c 2

AlrPort Power: On (um Arport off )

Network:  secure wah edu =

signalLevet: 0000 000000000010

Base Staton ID: 00.08.0E 087002
! Show AirPort status in menu bar

Status: Comected to-scur s edh”





OEBPS/httpatomoreillycomsourceoreillyimages156823.png





OEBPS/httpatomoreillycomsourceoreillyimages156347.png
'MACheader

byes |2 2 6 ]
Fame Recever Addres
Gl
its_—~2 2 ] T
Protocol | Type=contol|  Subtype=ACK | 005 |FromDs| More | Retry | Pwr

Fiag Mgt
o ,0l1,0]1, 0,1 1][of0 0






OEBPS/httpatomoreillycomsourceoreillyimages156703.png
A Shortend by CF-nd
- H .






OEBPS/httpatomoreillycomsourceoreillyimages156261.png
Backbane network






OEBPS/httpatomoreillycomsourceoreillyimages156715.png
S
. -
Preamble Mm
[t} 7 -+
o
LS






OEBPS/httpatomoreillycomsourceoreillyimages156531.png
Channel switch

MAC header announcement element
2 2 6 6 6 21 1 1 1 1 1 1 1 1
P U A PR P A e B e e e s B
[ al o 4 3 3 | mode ount






OEBPS/httpatomoreillycomsourceoreillyimages156611.png
Previous
crerstate

00
Nophase change

01
Phase=90°

n
Phase=180°

10
Phase=270°






OEBPS/httpatomoreillycomsourceoreillyimages156793.png
60 Slow Train o

o ~
0 &2 a @

Restare_ Upload Default Password_Profils

~{AirPort__Internet _Network | Port Mapping __Access Control _WDS _Music

1fyou wan 1o use a Web, AppleShare, FTP, o ather server on the network, you can specify private 1P
addresses to map to specfic TCP/IP pors n this window.

Pubic port & private 1 Address Priate Port
50 10.0.1.201 50






OEBPS/httpatomoreillycomsourceoreillyimages156429.png
WACheader Jrm by
mes [ 22 s 6 2 2" e | 4
frame | Duation| ) | Capabilty | Status | Associaion| Supported

o G| | B





OEBPS/httpatomoreillycomsourceoreillyimages156845.png
Ble_Edt vew Go Copure mome saiscs tep

D EExRE Qe+ DT AQAQALDEX @
W =] 4 grpresion| Yy ciear] ¥ oo |

i
3 e g e ot s

551
#
) (Y -

NG

e TOmeea 273G OO uT o8 g & FOEGTRT






OEBPS/httpatomoreillycomsourceoreillyimages156613.png





OEBPS/httpatomoreillycomsourceoreillyimages156423.png





OEBPS/httpatomoreillycomsourceoreillyimages156445.png
EAP:

EAP overLANS:

p [ e e |






OEBPS/httpatomoreillycomsourceoreillyimages156631.png
U e
I band

Band
2

Guard

band
ey

Band
H






OEBPS/httpatomoreillycomsourceoreillyimages156567.png
Omnidirectional Directional





OEBPS/httpatomoreillycomsourceoreillyimages156359.png
bits.

DR

6

78
Beaconinterval

10

n

n

B

Leastsignificant <

» Mostsgnfant






OEBPS/httpatomoreillycomsourceoreillyimages156521.png
Excessive tansmitarea






OEBPS/httpatomoreillycomsourceoreillyimages156503.png
Frome 1 moredata






OEBPS/httpatomoreillycomsourceoreillyimages156357.png
bits.

DR

4

s 6 7 8 9w
Authentiction ransacton sequence number

n

n

ENERES

Leastsignificant <

» Mostsgnfant






OEBPS/httpatomoreillycomsourceoreillyimages156741.png.jpg
SecureW2 Profile: DEFAULT

Alfa & Arlss

Netvork Securdy Solsions

‘Connection | Certficates | Authenticaton | User account

s S e

©Use anonymous outer dentiy
O specky outer identty:

Enable session resumption (quick connect) (]






OEBPS/httpatomoreillycomsourceoreillyimages156831.png
Single AP

Multiple AP





OEBPS/httpatomoreillycomsourceoreillyimages156841.png
e ot yem o gomee_roe_snss_ten
DEExRES Re»DFLE AARAPDEX G
Do x| 4 poresion | Yyciew| ¥ o

oo )

No






OEBPS/httpatomoreillycomsourceoreillyimages156381.png
bytes

!

1

EementD
2

Length
H

Dwelltime





OEBPS/httpatomoreillycomsourceoreillyimages156635.png






OEBPS/httpatomoreillycomsourceoreillyimages156803.png
a: SingleSSID. b: Multple SiDs.
WUAN WUAN st WLAN SN

19216825224 19216825328 19216825224 19216825324
Core Core

WA SouthWLAN|
192168251724 192.168.251/24]





OEBPS/httpatomoreillycomsourceoreillyimages156439.png
w ey number

l:

Keylookup
0
1
) —
3
21bis 40,1040r128bis
v Secetkey

WEP sed” (RCa key)

1] Pm—
Key
Header v P O Payload v






OEBPS/httpatomoreillycomsourceoreillyimages156491.png
e

Challnge text Cea)

WEP keystream

> l

]

Challenge text Encrypted)

S

Recovered keystream






OEBPS/httpatomoreillycomsourceoreillyimages156769.png
Configuration Description:

802.1X Configuration
Network Port

User Name:

Password:

Wireless Network:

Authentication:

802.1X Configuration

[Airport

msg@netlib.utah.edu

secure.utah.edu -

Protocal
s
s
Leap
PEAP
MDS

0o00As)

Select supported authentication protocols above
and then order them appropriatey.

)





OEBPS/httpatomoreillycomsourceoreillyimages156325.png
"

n

80211

]

N»

o

Server





OEBPS/httpatomoreillycomsourceoreillyimages156443.png
Linklayers

Token







OEBPS/httpatomoreillycomsourceoreillyimages156777.png
Authentication failed because the server certificate is not trusted. Select and
verify the certificates below. If you accept these certificates, they will be
added to your keychain and trusted.

If you do not understand or recognize the contents of the certificate, and are
unable to verify the server's identity, do not click Accept.

Centficate
fallout.net.lib.utah.edu
University of Utah Internal S

University of Utah Internal Server CA E]
Expires Monday, May 8, 2023 12:40:35 PM US/Mountain

Fingerprints
SHAL AAB4 86 F1 38 BA 3A 2€ 64 3C 2F 7C 0A 15 9D CA BF AG BAAZ
MDS 52 AB 93 AF D& E2 84 39 59 BC A3 BF 1€ AC 88 5D

Type X509 V3 raot certificate
Version 3
Serial Number 00

Issuer Name
Country us
Organization Information Technology
Organizational Unit _utah.edu






OEBPS/httpatomoreillycomsourceoreillyimages156843.png
Bie_fat yew So Coure e satscs b

D BEE*xRVE REIDFLE AQAAPDEX 8

M—_l 4 goresson| Y cenr| o s |

o Jime Jsmu e









OEBPS/httpatomoreillycomsourceoreillyimages156289.png
e L 0 L 0 s (] Ll LS.

fame lowaton|  pggess | A2 M3 [0 | hawest | Fome L3

G| 10 a ady

bis 2 2 4 P —— 11
Pl | Tpentia Sbipe 005 From [ e[ Ry | P [ o Poece]orer

05| fg | (Mo o | Fame
o 1|2 3 e, s 6 a s w|n|n|n|w]|s






OEBPS/httpatomoreillycomsourceoreillyimages156719.png.jpg
Dell TrueMobile 1150 Series Mini PCI Card Properties [ [X]
Genea[ Advanced] Diver | Resooss]
) Dt Tueobie 150 s i 0

Oiver Provider. Dl Caporson

DiverDate:  9/26/2003

DiverVersion: 78815638
Digtal Signer:  Mictosoft Windows Hardware Compatibity Publ

Diver Detals-_]  To view dtais sboutte dive s,

UpdaleDiver.. ] To updalethediver for i device
(Eotbaoiver ] e dovice e e g dive.

FiofBack Dy ‘back to the previously installed driver.

Wrinstal Tourinstalthe dive (Advanced






OEBPS/httpatomoreillycomsourceoreillyimages156383.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages156725.png.jpg
& Wireless Network Connection Properties )X

(G Vs s ]
s o g il ik sl
Avaabl pework:

To connect o, disconnect o, o find out more information
bout wieless networks n ange, cick the button below.

View Wieless Netwarks.

Prferred networks:
Automalicaly connect o avalable networks in the orde sted
below

A Mylletwork utomal) &
A ALASKAPDX (utomaic) -
A FHPOX (Automatc)

A cesteserver (dutomsic)






OEBPS/httpatomoreillycomsourceoreillyimages156785.png
Endpoint

j))))

Y )

Switch

njector

)
AP j





OEBPS/httpatomoreillycomsourceoreillyimages156781.png
Systemesources

letdpamda g

fib/modules






OEBPS/httpatomoreillycomsourceoreillyimages156835.png
anmmalu\illlml
Vertical

vmul radiation

Horizontalradiation
pattem
Halt power
beawidt

7<mrm
beamuitth

R
‘_" vv_

Yagi

gl).

=
!

tatzons






OEBPS/httpatomoreillycomsourceoreillyimages156361.png
8 9 101

12






OEBPS/httpatomoreillycomsourceoreillyimages156817.png
i [

Engineering Central I services
Geng

@hereedu

Medalener | susnessschool
LR — @b

B
Tt et |ty oy

[T [y A

Doctor MBAstudent Libtary useraccount
doctor@med protophb@hiz librarian@lib





OEBPS/httpatomoreillycomsourceoreillyimages156649.png
Surcedata

Punctured data

= 12inseted dota

Decoded dato






OEBPS/httpatomoreillycomsourceoreillyimages156389.png





OEBPS/httpatomoreillycomsourceoreillyimages156475.png
Group MsterKey
28bis

—

PRF Expansin (authenticator adress and nonce)

TKIP Group Transient ey-GTK-

CHP Group Transient Key - GTK
128bis

Gouptemponl ey

128bis






OEBPS/httpatomoreillycomsourceoreillyimages156729.png.jpg
Wireless network properties

‘Assocision| Authenticaton | Connection|

Select his opton o provide autheriicated network access for
wiless Ethernet networks.

nable IEEE 802 1 authentcation fr this network.

EAPupe |Protected EAP (PEAP)

| Authentcate as computer when compuler informatonis avadable

[ Authenicate & quest when user o compute fomaionis
navaiotle






OEBPS/httpatomoreillycomsourceoreillyimages156551.png
051 Layer2: DataLink

MAC

05iLayer1: Physical

PMD.






OEBPS/httpatomoreillycomsourceoreillyimages156579.png
Frequency

Geter
frequency






OEBPS/httpatomoreillycomsourceoreillyimages156417.png
MACheader Frame body
6

) 5 5 2 Il varitie __ vribie

Gt a

oo s 4 @ w0 »m% W§

il






OEBPS/httpatomoreillycomsourceoreillyimages156477.png
/A v v

| '
End-user Authenticator

system
1 Authentiaorronce

Glalate PTK 2 Suplicont nonce
authenticated) securityporameters
5 owledgmsage s GlalatePTK
send encypied) GTK
4:Adowedge message 3

Insall K

nstall Tk

1: Gk enpieduith
DeayptGTK ey o parwis ey
insallkey| 2 Adoowiedgemessage 1

DecryptGTK.





OEBPS/httpatomoreillycomsourceoreillyimages156265.png
APS basicsenvicearea

Oyt \ Oy






OEBPS/httpatomoreillycomsourceoreillyimages156281.png
By

[+ DIFs—>|

Contenton window

[+ pifs: —v‘

‘ws.l

Frame ransmission

Otherstations buffer

‘and defer frames.

NN _ adoff

sas

.
B





OEBPS/httpatomoreillycomsourceoreillyimages156573.png
Timeslot





OEBPS/httpatomoreillycomsourceoreillyimages156403.png
Eementld | Length First Number of
Chamnel | Chamnels

~— Subband desciptor —





OEBPS/httpatomoreillycomsourceoreillyimages156351.png
Fame | AD BSSD Transmitte Address
Control
2 2 4 T —1—1
= aontol s o | 1005 [feo0s] wore [ Retry | Pur
Potocal | Type=contrl| Subtype=F5-Po = =
o 0 1, 0fo, 1 0, 1]olofo]o






OEBPS/httpatomoreillycomsourceoreillyimages156349.png
SIFS
i

FragnentX+1

o Duration i Fragment X = coverage to end of ACKX+1

Duna

 ACKX = Fragment X duration - ACK- TASIFS





OEBPS/httpatomoreillycomsourceoreillyimages156833.png





OEBPS/httpatomoreillycomsourceoreillyimages156621.png
1Mbps DBPSK

2Mops D0PSK
5.5/11Mbps CK
55711 Mbps PBC
1M DBPSK ——
s s [sonalsenie ] teogn [ G [
1285cumbled 15 1obis | avis | sbes | 1obis | t6bis
abis I varitie
PUcPframe | Peanble i 50U (HACfame) i{l
— 72bis — Vorobe
s s | ign [ senice | Lengn =
Stsaambled0s | o | s | e || et
1MbpsDBPSK 1t 2bpsD0PSK I
2Mbps DPSK

5.5 Mbps (K
11 Mbps CC/PBCC





OEBPS/httpatomoreillycomsourceoreillyimages156647.png
a) BPSK-one bit Q b) QPSK-two bits b
o [
A
0 16-QAM-four bits Q d) 64-QAM-six bits Q
H
oo | o 00 a0 w0 o 0w | o1 1 i o
oo | o o wror o omgr | ot i e o
0001 0101 101 1001 - - - N - ¥
0000 0100 1100 1000 N - - N

w00 101 01010 010010
.

oo

Mo wow 1wei0
L s

owon @ion onon ooon | voon " oo
owon i onoot oo | oo moon w100t woten
o000 01000 01100 008 | 11060 111000 1010 100000





OEBPS/httpatomoreillycomsourceoreillyimages156369.png
34

Leassignficant

Timestamp

Mostsigifiant

bit0

bit63





OEBPS/httpatomoreillycomsourceoreillyimages156541.png
L]
SIFs siFS

Mobiestati > Datafromis2
estations —

Access points GE-poll. G-pollto
Ms2






OEBPS/httpatomoreillycomsourceoreillyimages156545.png
byes

MACheader -

2 2 6 6 4
Fame | Duation Receiver Addess BSSID.
Control 0200 - 00 | 0 - FF B F B
2 2 4 T ——i1 1
Type= =G- o] More
Protacol[Type=Control|  Subtype=CF-End | ToDS. s G2 s[5 | 2
N RN FOE RN N I A )






OEBPS/httpatomoreillycomsourceoreillyimages156301.png
bota S8001

S|SB

Datafiag 1

Datafag2

Stabon2

v
Staion2

A3 =
H ACKSSIFS

NAY2=Data 34 2ACK 3

AK1 = Data 2+AKS 2056 | AK2=






OEBPS/httpatomoreillycomsourceoreillyimages156473.png
PirwiseMaster key - PHK
(2s6bit)

A panson uppianyautentatorodiessandonces)

—

TG Poirise Tansiet Key-PTK COMP Paiwise Transient Key - FTK
subit 384bis
ol | W [ e [ T T
L MGy ooLoe |ow
| ousbis | usbis | usbis st | usts | sbes






OEBPS/httpatomoreillycomsourceoreillyimages156511.png
KavgecOeacen times

Beaconintenal

A A A A Biine
window window whodow wiodow





OEBPS/httpatomoreillycomsourceoreillyimages156557.png





OEBPS/httpatomoreillycomsourceoreillyimages156467.png





OEBPS/httpatomoreillycomsourceoreillyimages156327.png
Fame ool

t

Power
‘management =1

/A

Mablestation Accesspoint

Ak

Mobiestainisesting
beginbuffringfames





OEBPS/httpatomoreillycomsourceoreillyimages156373.png
bits

0717273747576 7 8 90 01213 WIS
Status code

Leat significat 3> Mostsigaificant






OEBPS/httpatomoreillycomsourceoreillyimages156489.png
4

1: From - source (identity)
Authenticaton dgoritim -1 sharedey)
Sequencenumber- 1

2 Authentcation algorthm -1 shred ey
Sequence number -2
Statuscde-0sucesf)

Challeng et (dear)

(3 Authentiation aigortm T (sred k)
Sequenceumber-3
Ghalengetext

& Authentcation aigorithm -1 shredkey)

Sequence number -4
Status code






OEBPS/httpatomoreillycomsourceoreillyimages156653.png
4
Pover (8






OEBPS/httpatomoreillycomsourceoreillyimages156495.png





OEBPS/httpatomoreillycomsourceoreillyimages156667.png
‘Seen by 802.11bstations

Header Body
Tnvisbie 080211 b statos
sz Header Body
saton
- Header | (hthing)
staton
Medium ocked

v






OEBPS/httpatomoreillycomsourceoreillyimages156581.png
Amplitude

o Brine

Brine

Ampide
wiude

Bine

Ampiude
'y

e






OEBPS/httpatomoreillycomsourceoreillyimages156601.png
B0 B0

—— Chamel1
Channel

W0 M0 M0 M6
Frequency (Miz)

Channel 11

u0 250

50





OEBPS/httpatomoreillycomsourceoreillyimages156343.png
MACheader

bytes |2 2 6 4
Frame | Durtion Recevr Adress 9
Gontrl
2 2 4 T = —1 11
z o To0s [fom] Mare [ Rery | Pwr [ Mare [Pt order
Proocol [Type=contol|  Subtype=CTs [T e ] e
0,0 1 0]o, 0,1, 1[o]o]o]o o] 0 o






OEBPS/httpatomoreillycomsourceoreillyimages156323.png
THBSSD)
)

D’EE‘)))





OEBPS/httpatomoreillycomsourceoreillyimages156723.png.jpg
) Wireless Network Connection

Choose a wireless network

Network Tasks

@ Refeshretuekist ik e i the bt beon b connec o e netwark I 309 o get e
emon

st ovsess e | [
o s o s

8 securty-cnsbed wrelss otk all

T ntvorkroques aretvork 1o connectto s retwor

Reloted Tasks

) team st varess
i netwarking

Change the rder o
preferred etvorls

P Chon e
’;e(mw






OEBPS/httpatomoreillycomsourceoreillyimages156269.png
b5

Seamess ransition
‘wetsupported





OEBPS/httpatomoreillycomsourceoreillyimages156677.png
Trsioing: Signa: - Detr
P —— - GHogs OFM 65121824,
P e | 20w
Guard 0y | 1T | Guard | Signal
| e i

1MopsDBPSK-

symc
ong 128 scambled
short:6 scrambled

PLCPpreambe PUCPheader Frame fiom 8021 MAC





OEBPS/httpatomoreillycomsourceoreillyimages156463.png
D P —
4

4 4 Variabe
MAC | ey | Exended o s we | s
eadr [ 1






OEBPS/httpatomoreillycomsourceoreillyimages156539.png
SIFS
I

Data + CF-AK

nam(; A
fomiS2

toNs2

obiestation fames P
Acesspaintrames | Ot F-ACK+ - PD\I

ms






OEBPS/httpatomoreillycomsourceoreillyimages156699.png
&AL Roader POS: Fall header

22 5 s 5 [ R
ame [ouotion]  Addess 1 Address2 Adres3 | HD [Resene] 065 | FGS
ol

2 2 ‘
Compresed Heade OataPDU: Pyloog | Fams | Sence e
b) Usingheder compresion

oetnie| Helser (vl esdr o]
H01 92

Data [Defnier| Data | Delniter | ota | Deliriter | Dota | Delimiter

HO1 HO1

12

HO1

HD2






OEBPS/httpatomoreillycomsourceoreillyimages156441.png
[ Wheader ————

Fame.
header

Intlzation Key|
vecor el





OEBPS/httpatomoreillycomsourceoreillyimages156739.png.jpg
SecureW2 Profile

Alfa & Ariss

Network Secury Sautons 11

Profe: e

=






OEBPS/httpatomoreillycomsourceoreillyimages156267.png
L3

a1

BsS1ESST

a2

BS52ESS1

¥

e t=

3

B553,E551





OEBPS/httpatomoreillycomsourceoreillyimages156353.png
Information

elements and
MACheader e felds
; s s s oo

Fame | Duatian n ey 55 mmz
ot a | oy





OEBPS/httpatomoreillycomsourceoreillyimages156691.png
@) Greenfield 3TXand 41X
L S—

w0, I Ty
el secn 1) e 1| everem gl

0 Mired mode ITX204TX 20
P PLCPpreambe

L preombie st ) L prambie scien2)
ong s

gt .
e [ P ﬂ






OEBPS/httpatomoreillycomsourceoreillyimages156767.png.jpg
802.1x. o

060
e = ¢ o0ala

Summary | Adporierns Madem KOA_ VPN 02TP) 802,

Configuration: | 802.1X Configuration 3

Network port: [ Aot
User Name:

Password:

PR - —






OEBPS/httpatomoreillycomsourceoreillyimages156529.png
TPC request

MACheader — element
2 2 ¢ P I ]
fane [ 5| asso [seg|Ounhon) kg e Lng
o a
2 u o
THCreport
MaCheader cement
P ‘ P} IR IR e N
o g Gemen g o] Tk
ome o] o [T [ o NN






OEBPS/httpatomoreillycomsourceoreillyimages156563.png





OEBPS/httpatomoreillycomsourceoreillyimages156669.png
(0ded t rane in Bt el

1 [ i Ve 6 vt
garon | € [ Length pary| i Senvie: mmm§ R
[ — -
= Sora O S xenin
e o | s i [

16us+2x
32

Lon

ous

Gt | 1y






OEBPS/httpatomoreillycomsourceoreillyimages156487.png
1: From - source (entity)
Authenticationdgorthm -0 (opensystem)
Sequence umber- 1

2 Authentication aloritm -0 (opensstem)
Sequencenumber-2
Status ode






OEBPS/httpatomoreillycomsourceoreillyimages156415.png
wide 3 ¢ s 3 e Voo
Gty § fowr [ Qumt v v [ o | e § ot
o

Gotest | Swch Rt e

Optional (continued)





OEBPS/httpatomoreillycomsourceoreillyimages156387.png





OEBPS/httpatomoreillycomsourceoreillyimages156401.png





OEBPS/httpatomoreillycomsourceoreillyimages156633.png
oFom





OEBPS/httpatomoreillycomsourceoreillyimages156605.png





OEBPS/httpatomoreillycomsourceoreillyimages156375.png
P S L —

SES—— .






OEBPS/httpatomoreillycomsourceoreillyimages156609.png





OEBPS/httpatomoreillycomsourceoreillyimages156523.png
2 2 6 6 5

fone [Deaten] DA s
Gl






OEBPS/httpatomoreillycomsourceoreillyimages156815.png
Intemet

PR Toephone
D network

ous
i

etk o

[ —

Network C

o |
) ¥ Tt Tt hf
L3 AP AP AP

551D #1: Authenticate against RADIUSserver A
551D £2:Web-based authenticationto Netwrk B

551D #3: Authenticationto PBKfo voice:





OEBPS/httpatomoreillycomsourceoreillyimages156537.png
Mobilstation frames ’——~ Dta+F-ACK
Aeces point fames Data + G -Pol .
i Point cordinaton resumes.

SIFS





OEBPS/httpatomoreillycomsourceoreillyimages156479.png
.Y

“Motion of station





OEBPS/httpatomoreillycomsourceoreillyimages156687.png
fatenna2

Joxdfusins 2815 4+ 2riAmelu
T T T
Shorttaining Gurd | Longraiingsequence
sequence
T
Shorttaining sequence | Guard | Long oiningsequence
(do0ms shi) (1600ms shif)
PLC Preamble Signak [






OEBPS/httpatomoreillycomsourceoreillyimages156665.png
a) (TStoself.

02119

seenty
B0211b

amsss 5% oon
x as o
0
)
h siis
B as (nofames detected)

Expected OFOM Data + ACK
4

b) RIS-CTS.

0211
staion

80211
station

4

cwmsss orom
X w1s D
B as
@wosss ]
i &
B [3 (o rames detected)
s =As-stine

RIS Expected (T time + date + ACK






OEBPS/httpatomoreillycomsourceoreillyimages156555.png
0N

0
SNR(dB)

-0

B

(zHw 194 sda) Kapedey





OEBPS/httpatomoreillycomsourceoreillyimages156763.png
60 Network (=)

¢« =86 3

Show All  Displays Sound  Network Startup Disk

Location: | Automatic :

AirPort | TCP/IP__AppleTalk __Proxies

AirPort ID:00:30:65:02:¢7:36

By default, join: | Automatic

¥ Allow this computer to create networks
 Show AirPort status in menu bar ®

U
" crck che tock o prevent further changes, Apply Now





OEBPS/httpatomoreillycomsourceoreillyimages156395.png





OEBPS/httpatomoreillycomsourceoreillyimages156593.png
Encoded data Correlation
01001000111
- > Hodlo 2
10110111000 M%m
Spreading Spreading
wde wde

10110111000

10110111000






OEBPS/httpatomoreillycomsourceoreillyimages156625.png
2bisat s SMps

[
slecor

Gbisat 11

M5 1375 g

DOPSK
modubtor

1

Tining
recovery

2bits

Decoder

00PSK de
modulato

1375 Msps

De-
scambler





OEBPS/httpatomoreillycomsourceoreillyimages156291.png
Ouraton (NAV)

PP frames

ps-pollframes

0 1 2 3 4 5 6 7 & 9 W i1 R 13

L

Leastsignificant 4——————————— Wostsignifant | ©

0 1 23 4 5 6 7 8 9 0 1 2B

s

00 000000000000

o1

0 1 2 3 45 6 7 8 9 101 2B

L






OEBPS/httpatomoreillycomsourceoreillyimages156623.png





OEBPS/httpatomoreillycomsourceoreillyimages156705.png
Tonsync
status

Legay
status

DIFS

SIFS.
spoofed spoofed
fame1 fame3
spaofed Famed Oiine
s
Receiing(3) | NAVset
NAVset Oime
Recehing3)





OEBPS/httpatomoreillycomsourceoreillyimages156427.png
MACheader Frame body
2 2 ¢ i s ol 2 o 6 Voot Vorobe

Fame ouasen| 0o s BsSD.

a¥

oo [Wenal]  Addess ot

sty usen | o mn§ mm§






OEBPS/httpatomoreillycomsourceoreillyimages156721.png
(@) Wireless networks detected *

O or more wireless networks are inrange of thi conputer.
To see the st and connect, cick this message






OEBPS/httpatomoreillycomsourceoreillyimages156385.png
optes __ 1 Li L] 1 1 o1

et | Lengh | OUM | OUM | Btmap | PartlVinualBitmap
H Count | Perod | Control






OEBPS/httpatomoreillycomsourceoreillyimages156645.png
Center

o

»

2

Grier





OEBPS/httpatomoreillycomsourceoreillyimages156509.png
a: Unicastor directional b: Muicast
ATIM: “Donit eep, I have ATIM: “Donit seep, I have
dataforyou” dataforallofyou-






OEBPS/httpatomoreillycomsourceoreillyimages156253.png
MAC

PMD

Datalink






OEBPS/httpatomoreillycomsourceoreillyimages156795.png





OEBPS/httpatomoreillycomsourceoreillyimages156341.png
SIFS

Station 1 RIS Expected frame transmission






OEBPS/httpatomoreillycomsourceoreillyimages156549.png
T

1

L

<

ElementlD
4

Length

@
ot

CEP MaxDuration

P DuRemaining






OEBPS/httpatomoreillycomsourceoreillyimages156447.png





OEBPS/httpatomoreillycomsourceoreillyimages156461.png
Sequence (ounter (48 bits)

16 least
B s

Tansmittr
G2bis) (128bis)
Phase
Key miing
VT E0bi) g
Phase2
ey mbing
Secondlowestorder Lowestorder
‘e insequence byteinsequence
ounter aunter v

Dunmy
byte

104 secretbits

'RC4 Encryption Key (WEP seed)






OEBPS/httpatomoreillycomsourceoreillyimages156797.png
N

ntemal
network

I

Intemet

< ¥

Acces contol desice DHCPServer
(route frewall VPN, etc) (Web documentation,

drivers,etc)
_'_‘_'_'_A_mmmrm
T T T
J ot “
R

O

=
Wireless dient





OEBPS/httpatomoreillycomsourceoreillyimages156449.png
Lengh






OEBPS/httpatomoreillycomsourceoreillyimages156571.png
Timeslot





OEBPS/httpatomoreillycomsourceoreillyimages156255.png
Distibution
sstem

Acess
point

Wirless
medium

N»






OEBPS/httpatomoreillycomsourceoreillyimages156285.png
.1
s stis stis lsfs | Badoffsiots

soter [ 5 agnent0 Fagmen ognenz |

siFs siFs siFs

Fagnent0 Fragnent 1
v — =






OEBPS/httpatomoreillycomsourceoreillyimages156345.png
SIES

Expected fame transnission

v

as:
-+ XSIFS + ACK + frame time

KSIFS






OEBPS/httpatomoreillycomsourceoreillyimages156657.png
Physical protocol
it

Logicl protocol
I3

Vambkwmbnﬁm %_,\

Godedaccording torate:

MACame
Varobe

|

.l
6bis

Pad

1






OEBPS/httpatomoreillycomsourceoreillyimages156753.png
Wireless Security: | WPA Personal

[ Password |

Verify Password:

If you choose to enter a password, it can be 8 to 63 ASCIl characters. If you
choose to enter a Pre-Shared Key, it must be 64 hexadecimal characters.

Encryption Type: TKIP

Group Key Timeout: 60 minutes

(7) (_Hide Options ) Cancel )





OEBPS/httpatomoreillycomsourceoreillyimages156279.png
s
sender >

Biine

as

Reever -

B

o
)

v >

NAY(CTS) Orime

g rey——r— -






OEBPS/httpatomoreillycomsourceoreillyimages156745.png.jpg
SecureW2 Profile: DIFAULT

Alfa & Ariss Alfa & Ariss

Gooacin | catote | Aupentin | cort

ore s for o (]
Ui [rsoptes e com

Pt -

o ——

(o) C

o) Ccmet ] | | (otmed ] (






OEBPS/httpatomoreillycomsourceoreillyimages156257.png
Independent BSS

Infrastructure BSS





OEBPS/httpatomoreillycomsourceoreillyimages156457.png
g

Authenticator
021
1: Asodation Request

Assodation Response

il

2EAP0LStart

3:Requestidentiy

4: Response/denty

Padius Aces-Request

Radius
Ao

EAP-Reques/Method

5:Rodus-Aces Chalenge

AP Response/Method

Radius Aces-Reguest

AP heguesetod

Radus Acess Chaenge

AP ResponselMethod.

Podius-Aces Reguest

AP Sucss

7: Radus Aces-Acept.

& EAPOLKy.
9:Data

10: EAPOL-Logoff






OEBPS/httpatomoreillycomsourceoreillyimages156377.png
bytes

0-32

EementD

Length

£






OEBPS/httpatomoreillycomsourceoreillyimages156749.png
0060 Alirport Setup Assistant

Introduction

Selectwhether you want 0 et up  new AlrPort Base Station or make changes 1 e
You have already st .

@ 5et up a new ArPort Base Station
y < PR e

O Change sectings on an exising AvPort Base Station
Scths ption  yu et Change g o 0 AvPor B St sy st v

Clck Continue 10 proceed.





OEBPS/httpatomoreillycomsourceoreillyimages212516.jpg
Wireless
Networks

Tbe Definitive Guide

O'REILLY* Matthew S. Gast





OEBPS/httpatomoreillycomsourceoreillyimages156481.png
MAC MIME
MACMIB

SME

PHY PLIE
PHYNIE

1






OEBPS/httpatomoreillycomsourceoreillyimages156453.png
a9 ‘/’M‘\
] lPAHB E(
Supplicant Authentiator Authentication
server
Entepriseedge/ Enteprisecore/
IsPacess ISP backbore
v
EAP method
o
a1 a01x | mows RS
w211 a011 | uoprp [
03 03






OEBPS/httpatomoreillycomsourceoreillyimages156829.png





OEBPS/httpatomoreillycomsourceoreillyimages156271.png





OEBPS/httpatomoreillycomsourceoreillyimages156553.png
Signal 1

SHRI g2






OEBPS/httpatomoreillycomsourceoreillyimages156459.png
Frame data: source and

Temporal - Transmitter Sequence MIC destination addresses,
kI/ adiss e ley  proiy andyoyiad

Phase 1

eymitng [ Hidad

T Famepyioad-+ i

Phase2 Fgnentaion

L D— )

WEPIY | WePsecetkey l(}mlmimmzs

WEP Processing.
Enpedandauthenicaed

“fromes for transmission





OEBPS/httpatomoreillycomsourceoreillyimages156711.png
b) 20MHz

w84 s a4 n 2
ntena | US| [ CSigna | rsigna [wvste [wrae] [ [ ow $5
n P T S S I
P ——
sntenon | LS [ C0e | Lol [ wsigna [wrste [ o [ oo £
n P T $ S I
b0tz
we 8 4 s u n 72 aviofymtas
Aoty S LEF T LSignal | WUSonal [y [rage | ., [ wr [ _owa
TS o | G | il n w [0 §S ThiThd
——— Dplatealover 00—
vy IO 50 WSl Ty T [ o
TS [0 | Cgua | isignd n w [0 §S Tt

«—— Duplicate of fower 20 MHz ——»-





OEBPS/httpatomoreillycomsourceoreillyimages156413.png





OEBPS/httpatomoreillycomsourceoreillyimages156757.png.jpg
Computer to Computer

Please enter the following information o create 3
Computer to Computer Network:

Name: Very Independent 855

Channet:  Automatic (1)

Enable encryption (using WEP)

Password
Confirm:

WEPkey: (0-bit (more compatible

D) O






OEBPS/httpatomoreillycomsourceoreillyimages156371.png
bits

0

2

3

4

5

6

778
Reason code.

9

0N

P

B

15

[ ————————— e






OEBPS/httpatomoreillycomsourceoreillyimages156651.png
50

250
0

150

i

)

3

Subcamier number





OEBPS/httpatomoreillycomsourceoreillyimages156319.png
SIFS

Sttion 1 FgnentX FagnentX+1

SIFS SIFS

v Durationnfragment . fragment X+1-+ 31SIFS + 2ACK





OEBPS/httpatomoreillycomsourceoreillyimages156399.png





OEBPS/httpatomoreillycomsourceoreillyimages156595.png
Sarambled data

W

Transmitted data

0 1
011011100 0110111000
1011011100 1001000111






OEBPS/httpatomoreillycomsourceoreillyimages156689.png
bits

1 16 B 1 8 4 6

= Confg Length [ L[ esened [ che | siGN

s NIX BW R T CON| it il
mm|3]3]2]3]2]3

—————————Potecedty ChC






OEBPS/httpatomoreillycomsourceoreillyimages156837.png
Dl ot yem o gomee_proe_sonss_tety
D EExPE RE*DFEI QAR PDEX G
Dyoner o] 4 grpresion | Ypciear] ¥ oo |

Vo [Tme[source N e
3 e 5 o e R






OEBPS/httpatomoreillycomsourceoreillyimages156789.png
66 Select Base Station

Q0 W W

Omer_Rescan_Coniwre__ woluge

Name. T g

Name: Siow Train
Ethernet WAN): 00:11:24.03:¢088
AirPort1D: 00:11:24:03:¢089

‘Apple Base station V6.1





OEBPS/httpatomoreillycomsourceoreillyimages156411.png





OEBPS/httpatomoreillycomsourceoreillyimages156627.png
Bitstream 4-bit block

Oneaf four it o wards
Phase Danl





OEBPS/httpatomoreillycomsourceoreillyimages156335.png
bytes 2 2 6 6 6 2 6 0-2312 4

frame [Durtion ) 3 ) Seq- sh Frame -
Gontol [ D al Body.
bits 2 2 4 1T — 111

Potocol | Type=data Subtype To0S [FomDS| More | Retry | Pur | More |Protected | Order
oo 1 11| Fag Mt | Data | frame






OEBPS/httpatomoreillycomsourceoreillyimages156737.png.jpg
Com )
Coanco . Combucnd 608
sty






OEBPS/httpatomoreillycomsourceoreillyimages156727.png.jpg
Wireless network properties

‘Association | Authenticaton | Connection]

Netwerk pame (551D}

Waeless network key

This network requite a key for the following:
Network Authenticalion WPA
Data encypton:

[0 This i » gomputerdo-compute (d hoc) network; wielss
‘access pains ae not used






OEBPS/httpatomoreillycomsourceoreillyimages156515.png
[oomony [y [y [y
Framet02,3,and4
Station 1 < - s o /|
==
station2 < I o /4
I’ I e
s Lt o
Frameto 1 u l Frameto3
A L






OEBPS/httpatomoreillycomsourceoreillyimages156637.png
Centvare sum
Delayedprevious vave






OEBPS/httpatomoreillycomsourceoreillyimages156747.png
Y

Spiont - Radis
Server

1 EAPOL Stat

<2 Reuestideniy
Responsedenty = hosmachine domoin .

o fequestMethod
Response/Methog .

<« Rewestetrod
Response/Method N

LEAP-Sucess

BP0 Ko

User
authentication

SEAPOL Start
6:Request/deniy

Responsedenity = DOMAuser

7:RequesMethod

hesponse/Method

hequest/Method

Response/Method

SP-Sucess
0Lk






OEBPS/httpatomoreillycomsourceoreillyimages156437.png
Source. Destination

"
o (1) 520 g

Gphertext Data






OEBPS/httpatomoreillycomsourceoreillyimages156483.png
Clent
Found BSSs:
BT APT
BS24P2
BS3AP3

]

P2

w3

w4

7))






OEBPS/httpatomoreillycomsourceoreillyimages156709.png
) 2

b) 40MHz

subcarmiers.

a7 A%
E] 2B s ahe 3 u 5
Legooy 20MHe chomnel Tew






OEBPS/httpatomoreillycomsourceoreillyimages156655.png
Low and Mid U-NIl
30, 0MH

5150 5180 SX0 520 M0 S20 S0 5300 S30 530

High Al 20Mz, 20Mrz

725 5145 5765 5785 5805 5825





OEBPS/httpatomoreillycomsourceoreillyimages156407.png





OEBPS/httpatomoreillycomsourceoreillyimages156787.png
AirPort Setup Assistant

Network Setup

APor Express is configured with the sexings lsted below. You can make changes.
here,oryou can click Strt Agan o change ther setings.

o set more advanced opions,use the Aiort Admin Utly.

Wirelss Network Name: wpabE

Wieless Securty: (WPA Personal

Network Password: seresees

Verity Password: “sessssess
Aot Express Name:

Password:

Aor Expres

Verty Password: suseee

Clck Continue 1o proceed.





OEBPS/httpatomoreillycomsourceoreillyimages156559.png
sum





OEBPS/httpatomoreillycomsourceoreillyimages156397.png
EementD

Length

Minimum
transmit

Maximum
tansmit






OEBPS/httpatomoreillycomsourceoreillyimages156321.png
W

AABSSD)

NN

|05





OEBPS/httpatomoreillycomsourceoreillyimages156317.png
DIFS.
SIFs Contenton window

Station 1 Lastfagment

Station2






OEBPS/httpatomoreillycomsourceoreillyimages156661.png
> 6 7 8 9 WM 2B WLV I8IW0A 228

Length |Parit Signal tail
st +—— 29 yossgtan [ o STUB






OEBPS/httpatomoreillycomsourceoreillyimages156419.png
bytes | 2

2 5 6 6 2 Variae 4
K
4
855
prameter e
]
Varable 4 voroble 3 6 8 Variale 4
Gy $ | Pitopping [ Pt $§ | Pover | et et Tess0fs Th
o pananeer | bl onsant | annauncement epurt
(Cntined)
v
3 Voriabe Variobe
o | e bt ey
Informatin| Suppated Rites Network





OEBPS/httpatomoreillycomsourceoreillyimages156617.png
Transmitter

Receiver
o I
Tarsmit
LorsK Crelor
ke, 205
Chip sequence

Tining

D8PS
o0psK e
modulator

scambler






OEBPS/httpatomoreillycomsourceoreillyimages156641.png
Guardtime FTintegration time

symbol





OEBPS/httpatomoreillycomsourceoreillyimages156248.png





OEBPS/httpatomoreillycomsourceoreillyimages156543.png
SIS

Wobiestations

hcespoints Data-+CF-Pol
o1

CF-AGK+ G-l
toMs2






OEBPS/httpatomoreillycomsourceoreillyimages156583.png





OEBPS/httpatomoreillycomsourceoreillyimages156735.png.jpg
Cmmratsa)






OEBPS/httpatomoreillycomsourceoreillyimages156751.png
000 Airport Setup Assistant
Network Setwp

Select the Aot network containing the AlortBase Station you want (0 set up.

- Avalable Aport Networks: se

Clck Continue to proceed.





OEBPS/httpatomoreillycomsourceoreillyimages156299.png
Staion 1
Sttion?

w
Neverset O ime





OEBPS/httpatomoreillycomsourceoreillyimages156819.png





OEBPS/httpatomoreillycomsourceoreillyimages156821.png
' 0”

S

b)
Wall
’ .

wan “





OEBPS/httpatomoreillycomsourceoreillyimages156707.png
spoofed

saion1 [ hogegae [ "
>
Suin? premy Bime
Aggregate.
sis sir| .
Staton3
Tensyne Receiving NAV

Legay Receiving






OEBPS/httpatomoreillycomsourceoreillyimages156761.png
60

L3
Show All

ORI YK

Network

Displays Sound  Network Startup Disk

Location: ( Automatic v
Show: | AirPort b
{_AirPort | TCP/IP | AppleTalk __Proxies
Configure IPv4: | Using DHCP. B
1P Address: 155.101.233.188
Subnet Mask:  255.255.255.0 DHCP Client ID:
0frequired)
Router: 155.101.233.1
ONS Servers: 128.110.124.120 (Optional)
128.110.132.99
Search Domains: (Optional)

1Pv6 Address:

Click the lock to prevent further changes.

2001:1948:0410:fffb:0230:65ff:fe02:e736
®

Assist me.

Apply Now





OEBPS/httpatomoreillycomsourceoreillyimages156607.png
Amplitude
'y

Previous
symbol

symbolis

»

Zerophasehit

180° phaseshift

o





OEBPS/httpatomoreillycomsourceoreillyimages156277.png
“Normal” HCF contention HeFcontaled | | Gontenton-ree
delvery ased access (EDCH) acess delivery
HEE PG

'3






OEBPS/httpatomoreillycomsourceoreillyimages156591.png
Ampitude mpiude § Gonelated

ignl

Sresd i .

signal . _— Nose
Freqny





OEBPS/httpatomoreillycomsourceoreillyimages156681.png
byes

MACHeader | Subframe
eader 1

Padet

Subfame
header2

Packet
2

|

Subfame
headerh

Packet
N

5

-

Length | Source MACaddress

Destnaton MACaddress






OEBPS/httpatomoreillycomsourceoreillyimages156331.png
7 2

s s

a5
H

4 T —1—1

sope 705 [romos| Mre | Rey | pwr | Mo

00000
1000:0ata + CF- K
0100:Dta + F-Pol
1100:0ata + CF- KK+ CF-oll-
1010:G-ACK

0110:F-poll.

1110-CE - ACK + CF - Poll





OEBPS/httpatomoreillycomsourceoreillyimages156629.png
Bitstream

8-bit block

‘0ne of648-bit code words

Phase o)





OEBPS/httpatomoreillycomsourceoreillyimages156743.png.jpg
SecureW2 Profile: DEFAULT

o8 pise i |

44 Trusted Rot Certfcaton Authorkty

o ———
it oo o Cog i e Conena PAMA
ey

e ey A

T Soort Ca s A

Gt Socre e

Gt Socres o

&

T —

e v

o e cotentn- A2

o ke conbentn A

) Coni )






OEBPS/httpatomoreillycomsourceoreillyimages156425.png
MACheader [Frame body
2 2 5 6 6 ol 2 2 vensbe vt

ool a [ o [Wenal s

[ o R 5 w50 sewuumymmssm§ m«m§






OEBPS/httpatomoreillycomsourceoreillyimages156569.png
Timeslot





OEBPS/httpatomoreillycomsourceoreillyimages156283.png
31slots.

N

im0 |

ndrewarsmision Fis | | umr:.X

Sm—C S 255 I
hrevommision "SI St1sots I
sthrevansmission Ffior® < ors ] nm.—mmm 023 hts
strevansmision Friort| | Contention window=1,023lots






OEBPS/httpatomoreillycomsourceoreillyimages156783.png
Alternative A Alternative B






OEBPS/httpatomoreillycomsourceoreillyimages156485.png
(b)

Mobilestation
scamer)

w1

2

[ /jhsu)m;?

Frove response
((((T—m

“
((y
L w2
Minimum
oifs "oe sirs o st
PobeRequest
B
ProbeResponse|
anestin [<

window






OEBPS/httpatomoreillycomsourceoreillyimages156695.png
PLCP headers PLCP payload

e O I O o
ol [ o | ke o ovi Tl
. s s
et WPk o Ve aten

————— poteced by (h ————






OEBPS/httpatomoreillycomsourceoreillyimages156575.png
Thoughyut

Interference level





OEBPS/httpatomoreillycomsourceoreillyimages156799.png
a: Non-VLAN deployment bz VLAN deployment
Network Network
s s
/TN Tisesink
' 4 y 4 v 4
Wil Wieessich i
r T T T T 1 T rr T
User ports on wired network ‘Both wired and wireless ports
T AP Y ‘{7 AP AP
< - < =

Wieess coveragearea





OEBPS/httpatomoreillycomsourceoreillyimages156309.png
v

Sttion

SIS

Acsspoit

Sttion
Accesspoint






OEBPS/httpatomoreillycomsourceoreillyimages156455.png
WEAPOL on Exhernet

MACheader
e ¢ s 2 [ 2
Desiaion sorce [ themettype| Verson | Pacet [ Pacetbody
abiess addes s | 1 | e | g
bewoLonso21
B header S teatr
o P s SV 3 Ve
T [Dwato e | EZTEY w w o] Fadet
ontol oty
veciven | ransmiven| 00.00.00}






OEBPS/httpatomoreillycomsourceoreillyimages156451.png
3 £

End-user Authentictor
ystem
1: Regestdenity

2: Resporse/denity
3: Reguest/MDS Chalenge
4: Response/NAK,generictoken cord
5: ReguestfGenercoken ard
6 ResponseGenericloen Card (bod)
7: Reguest/GenericToken ard
8: ResponseGeneicTlen Crd (q00d)

9 Success





OEBPS/httpatomoreillycomsourceoreillyimages156643.png
Guardtime

FiTinegationtine

Nertsymbol

Symbaltime





OEBPS/httpatomoreillycomsourceoreillyimages156513.png
larget beacon transmissions

AT
| window

AT

| window window

AT ‘






OEBPS/httpatomoreillycomsourceoreillyimages156497.png
I~

Client

J

1: Associatonequest
2 Asodaton esponse
Hreisyurassociaton 0.”

3 Tafic






OEBPS/httpatomoreillycomsourceoreillyimages156287.png
2 L]

23]

ame [owatonr|  Addess 1
Garl | D

4





OEBPS/httpatomoreillycomsourceoreillyimages156435.png
Source Destination

Data Keystream Cipherstream Keystream Received data
0 1 1 1 [
1 1 0 1 1
0 1 1 1 0
1 0 1 0 1
1 +—r—> 0 1 — 108 0 -1
0 1 1 1 0
0 0 0 0 0
0 1 1 1 0
1 0 1 0 1





OEBPS/httpatomoreillycomsourceoreillyimages156505.png
Station 1

Station2

ecea
ineol
T Famefor1 T Famesfor T Fomefor2 T Famesfor T Nofames T Nofrnes
Tand2 1ang2
>
p Oime
Pl
Tame B

‘@Vw:





OEBPS/httpatomoreillycomsourceoreillyimages156339.png
 MACheader

Duation Recever Addess Tansnitter Address

AR A A A
Type = ontol ToDs [romos{ More | gery | Pur

Momt
1,01, 1,0 1]olofo]o






OEBPS/httpatomoreillycomsourceoreillyimages156685.png
20MH

“omz

Center §
frequency

% 2 no» Sibari

umber

| 1 I I

£ 2 E] " @ S8 Subcarir

‘number





OEBPS/httpatomoreillycomsourceoreillyimages156391.png
1

'

'

Requested
cement D
1

Requested
dementd
2

‘mm|
dement
v





OEBPS/httpatomoreillycomsourceoreillyimages156813.png
Network2

VAN ter
4

b

w1
W
_— ancetr
175t Comecr 4
weseh |
MCat e g
Gorenetwork






OEBPS/httpatomoreillycomsourceoreillyimages156363.png
bytes

[

23

Current AP (MAQ adress

bit0

bit47





OEBPS/httpatomoreillycomsourceoreillyimages156565.png





OEBPS/httpatomoreillycomsourceoreillyimages156493.png





OEBPS/httpatomoreillycomsourceoreillyimages156329.png
e
g






OEBPS/httpatomoreillycomsourceoreillyimages156421.png
"R
s 22 s s s

Fane [ ovatn [ P
Gl






OEBPS/httpatomoreillycomsourceoreillyimages156263.png
a1
Bss1

P2
8552

3

8553
Bsst

P4






OEBPS/httpatomoreillycomsourceoreillyimages156839.png
e _2 L4 02 s

3
a

wian drton 016 ml 52

g ) o

bts| 3 1 2

= e
s o by
fagmentt et 2
: e
)

t t o -

weng (U16) wonseg U16)
[

Veion | e [ sabvpe 0S| fum | M |fery

E

e W o
Nt Do

T
e L
I
=
i
o |
romds (8) —
o
T

gt
movedata )
W)
“order (8)





OEBPS/httpatomoreillycomsourceoreillyimages156311.png
o S0

M

SIFS

Tcespoint

<= [Gantenton window |+






OEBPS/httpatomoreillycomsourceoreillyimages156671.png
Preamble | PLCP PSU
PLCP Format Header | (WACrame)
ong:144bis & Togs DBPK < i 009 @ MopSPBSK
- short:72bis @ 1 Mbps D8PSk |7 shor @ 2ogs DORSK
s S| Sl | Sevice | Length | PP | MACheade,

ong:128 scambled 15 CRC | data,and CRC
short:S6scrambled 0s | 16bits | 8bits | 8bits | 16bits | 6bits






OEBPS/httpatomoreillycomsourceoreillyimages156247.png





OEBPS/httpatomoreillycomsourceoreillyimages156273.png.jpg
Areareachable Areareachable

bynode 1 bynode3
wASN wAf
2 3





OEBPS/httpatomoreillycomsourceoreillyimages156733.png.jpg
Protected EAP Properties [?IX)

When comectig:
e servr cotfste

CJcanmnecttothese servers:
B

Tnsted ook Contaton uhartes:
0] Aes Ecompoot ca

] usonded Gercados do 1 Asocacon Necenal el fcars
5] Ausonded Cerfcadors ol Colag acnsl d Camsdris
0] eatiore 2y 057

0] seoacom E-Tust rivry G2

0] o Secureiet i s -

5] oW T Searit i s 8 v
< >

300 romet user o auteres e srvrs o trsted
Contesion ssboctes

ot Athentcation Mot
Secrodposoward (R0 HSHP2)

EAP MSCHAPY2 Properties






OEBPS/httpatomoreillycomsourceoreillyimages156333.png
bytes

1010:CF - ACK (no data)

2 2 S
Fome [ouatoa|  BAESSD) ey
ot [ 0
2 2 ] 1
Tpe=tea Sope Tobs
0 1 1
0000
1000:0at0 + CF- KK
0010l






OEBPS/httpatomoreillycomsourceoreillyimages156619.png





OEBPS/httpatomoreillycomsourceoreillyimages156469.png
Packet  Temporal ey

number key ]
— 1 |
Additional
g Gt o
] !
(CM encryption
T T
! } v
Wit | s | B § we | s






OEBPS/httpatomoreillycomsourceoreillyimages156771.png
ms

Enter your TILS authentication information below. The Outer
dentity will be sent in the clear.

TTLS Inner Authentication

A

Outer identiy options

G






OEBPS/httpatomoreillycomsourceoreillyimages156337.png
bits 4 o1 1 1 1 1 1
CRE T T T D D R

Subtype To0S.(From0S| Mare | Rewy | Pur | More |Poeced

Fag Momt | data | Fame

0,01 0 oloflofolo] o] o






OEBPS/httpatomoreillycomsourceoreillyimages156527.png
Tte [Inapate]

Gamel]  suntme | owaton | .
2 fncea|

s 18 2 s

Density bytes
B






OEBPS/httpatomoreillycomsourceoreillyimages156717.png
Physicallayer

ety

PHY)

Link layer (MAQ)

e
Coodent)

Basehand

P





OEBPS/httpatomoreillycomsourceoreillyimages156827.png
Range, relative to 54 Mbps 802.11a

0

0 L)
Operatonal rae (Mbps)

—— G021Tb(OSSSCK) 802,112 0FOM)
802.11g (0FDM)






