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Introduction

Just one generation ago, information technology (IT) was expensive and complicated. If you wanted to create new information technology, you had to be a specialist with years of training and special aptitudes. IT people were “geeks” and “nerds,” a strange class of too-smart people with minimal social skills who were paid top dollar to stare at a screen and tap at a keyboard for hours every day. Enrollments in computer science, computer engineering, and information systems majors were growing, and the allure of good money attracted students of all stripes who had hopes of mastering the arcane internal logic of the central processing unit.

Then came the infamous dot.com bust of 2001. Newspapers and magazines widely reported that all of those high-paying jobs building computers and writing software were going overseas. IT and software development had become low-wage activities (too cheap to meter), and few American college students would bother to expend so much mental effort on developing the skills needed for a job that no longer existed in U.S. companies. Enrollments in computer science and related fields plummeted. U.S. students, especially women, essentially disappeared from technical majors in favor of occupations with more promise and glamour and less math and science. The geek and the nerd, always maligned, now also skulked off to the unemployment line, while low-paid workers from other countries took over their jobs. People across the U.S. were texting each other at flight speed, but you didn’t need to major in computer science to master the controls on a flip phone.

Fast-forward a few years, and it seems that the outsourcing fear mongers have gotten it wrong. Information and the technology that manipulates it are now central to the conduct of nearly every profession in which the U.S. plays a leadership role: management, finance, accounting, product development, architecture, engineering, aerospace, medicine, agriculture, meteorology, and many others. Although memory chips and MP3 players are commodity items whose unit price is diving precipitously toward $0, this trend does not apply to the complex IT infrastructure that supports industries such as pharmaceutical research, transportation, banking, insurance, and energy management. In these industries, technology has accelerated the use of information but has simultaneously opened up a Pandora’s box of complexity and challenges. Although you can purchase a personal computer at your local department store for less than the cost of a plane ticket, large companies still collectively spend trillions of dollars every year on running their information systems and paying the staff that analyzes, develops, and deploys them. Where is all this money going? In 1897, Mark Twain famously wrote, “[T]he report of my death was an exaggeration.” Perhaps the death of the American information worker is also an exaggeration. The lowly geek of the preinternet age has become transformed into a new class of specialized expert: the information professional.

So who are these information professionals? Are they the system architects, software project managers, network engineers, information assurance specialists, digital librarians, or IT support staff? The answer is yes, all of the above. Is technology all they do? The answer is definitely no. While technology is a vital feature in the life of the information professional, it is only half of the story. The other half is the “user,” a very small word for the very large collaborative and organizational challenges surrounding the use of information and technology. Organizational science, psychology, anthropology, and communications play an increasing role in system design and architecture and are as integral to the information professional’s work as the technology itself. Experts now believe that effective use of information technology depends at least as much on the insights of these social sciences as it does on computer science and engineering. Today’s information professionals can no longer afford to learn just the technical or engineering details; they must instead develop the ability to understand human information and collaboration needs, capabilities, and limitations at the individual, group, and organizational levels.


There is an astonishing gap in public understanding of both the activities and challenges of work in the information professions. Mention the phrase information professional, and many people stare back at you with a blank look. Few seem to adequately grasp the idea that a librarian, systems analyst, network manager, database developer, and ClO are all working on different facets of the same essential underlying challenges. Almost every aspect of human life in our part of the world—food, energy, water, safety, health, money—depends upon the information that flows through a sophisticated infrastructure of networks and databases, computers, and software. Most critically, understanding the challenges, excitement, and, yes, even glamour of the information professions has not yet caught hold of the American psyche, and as a result, there is a shortage of U.S. workers with the skills, creativity, and entrepreneurial spirit to ride the global wave of information innovation.

To make matters worse, many current U.S. college students seem both ill-prepared and disinterested in participating in the new information professions. The Organisation for Economic Co-operation and Development (OECD) conducts an international study of student achievement every few years.1 The most recent report, published in 2006, shows that the U.S. ranked about 30th in math and science achievement among the developed countries of the world, below Latvia, Croatia, and Poland, among others. Students in U.S. colleges mistakenly equate their ability to use cell phones, text messaging, Facebook, and World of Warcraft with a subtle understanding of how to design, build, support, and sustain a complex information infrastructure that has utility and value for a profitable enterprise (Grant, Malloy, & Murphy, 2009). Those students who are lucky enough to get jobs in such businesses often find that they are not equipped with the skills needed to succeed. Part of the problem is that traditional academic majors are poorly suited for training information professionals. Computer science, mathematics, business, psychology, anthropology, economics, political science, education, and design have each ascended into their own stovepipes with little regard or appreciation for what is happening elsewhere on campus. Yet a mixture of the skills and knowledge represented in each of these different majors is exactly what a contemporary student needs in order to become a valued and valuable contributor to solving an organization’s information problems.

Of course, no book would be complete, after a litany of doom-andgloom propositions such as these, without a proposal or a solution. Fortunately, a new educational focus is emerging in some institutions. These schools are taking an interdisciplinary approach to educating tomorrow’s information professionals by mixing together science, technology, social science, and design. These new programs are beginning to educate students in these new professions—not as programmers or coders or software developers, but as professional analysts, architects, and creators of our planet’s critical information infrastructure. This book describes findings and conclusions from a three-year research program on the information professions, highlighting the barriers to inclusion and to retention of U.S. students in information-related majors. The book also describes and analyzes the forces that are preventing high school and college students from getting the interdisciplinary skills they need to help the U.S. regain and retain leadership in the world of information. The solution proposed by this book, then, is education, but education in a mode that is only beginning to emerge from the shadow of traditional approaches. Read this book if you want to learn what everyone needs to know about the new class of professionals who will control the future of information and technology. Read this book if you care about the competitiveness of U.S. students in the global competition to control one of the most complex and valuable resources in our world: information.


Endnotes

1. Executive summary of the full report available at www.pisa.oecd.org/dataoecd/15/13/39725224.pdf.
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CHAPTER   1

Wanted: Information Professionals


Do not follow where the path may lead. Go, instead, where there is no path and leave a trail.

—Ralph Waldo Emerson, American poet



The U.S. Department of Labor’s Bureau of Labor Statistics (BLS) exists for one reason: to find out what is happening in the U.S. labor markets. The BLS spends nearly $600 million of U.S. taxpayer dollars per year doing this, and its reports provide a more comprehensive and unbiased view of the recent, current, and future labor situation in the U.S. than any other single source. The BLS does not always get its predictions right, but it has more sources of data and a longer historical perspective than any other group that tracks labor trends. In the November 2007 Monthly Labor Review provided by BLS, the occupation projected as the fastest growing in the U.S. for the period of 2006–2016 was “Network systems and data communications analysts.” In the BLS occupational projections report from November 2009, this job was listed as the second fastest growing position in the U.S., with 53.4 percent growth expected by 2018 and wage growth projected as “very high.”

Some quick facts on this employment category include a 53 percent projected growth in the number of positions, a salary designation of “very high” (the topmost category), and a bachelor’s degree as the necessary training. Yet the U.S. Department of Education reported the most popular college major as business, with 312,000 degrees awarded in the most recently available full-year reporting period, 2004–2005 (2008 data continue to show business as the most popular major, comprising 16.4 percent of all undergraduate degrees). Business schools offer many majors, from finance and accounting to entrepreneurship, but marketing is often popular among students, particularly those who see themselves as having poor math skills (Pritchard, Potter, & Saccucci, 2004). What does the BLS say about the prospects for marketing majors? Of course, a business graduate may use the degree in a number of different positions. But if a person chose a position such as “Advertising and promotions manager,” which is a likely job for some marketing majors, the growth projected by the BLS for the decade between 2006 and 2016 is just 6.2 percent, with an average of only 1,300 new and replacement jobs opening up nationwide per year across the entire country. A recent search of a major internet job advertising site revealed 439 full-time positions across the U.S. for the title “Events/promotional marketing” as opposed to 2,518 job openings for “Systems analyst” (a title commonly used for information technology professionals in business contexts). With deep apologies to friends and colleagues who teach in marketing departments, it seems that marketing majors may have to plan on spending some serious time in the unemployment line (Brady & Davis, 1993; Kelley & Bridges, 2005; Reibstein, Day, & Wind, 2009).

There is a bit of mystery surrounding the reason some college students choose to major in fields where limited job growth opportunities seem to be the rule rather than the exception. Why major in one of these limited growth fields when most of the new high-paying jobs over the next 10 years are likely to be in information systems, healthcare, and educational services (Dohm & Shniper, 2007)? While marketing is an area of study that is interesting and an essential profession to businesses, it should matter to students if the job growth potential in marketing is low relative to other professions. If college students are thinking carefully about their futures and their prospects for staying gainfully employed in a turbulent world, their decisions about which major to pursue does not seem to reflect this thought process clearly. Does the country need 300,000 new undergraduate business majors per year, while enrollments in various science, technology, engineering, and math (STEM) majors continue to drop across the country? A U.S. Department of Commerce Report (Mitchell, Carnes, & Mendonsa, 1997) showed that both women and African Americans, in particular, seem to shy away from participation in the information technology workforce (as well as several other science and engineering areas). Could it be that students are choosing a major and a profession based on faulty information—about the world of work, the future of our society, job markets, their own proclivities, or all of the above? Or maybe colleges and workplaces have created situations that make women and underrepresented minority students feel unwelcome. Could it be that educators, parents, guidance counselors, or the media are somehow discouraging students’ pursuit of technology education as well as other nationally important areas such as science, engineering, and math?

Here’s a working hypothesis: The answer is yes to all of the above.

Let’s take a closer look at some ideas that might support or refute our hypothesis. Students may have faulty information about working in the information field or other high-growth areas. Where do they get their information? Friends, parents, television, YouTube, Facebook, Wikipedia, teachers, and/or guidance counselors. Using these sources, do high school students and college freshmen get a realistic understanding of what it would be like to have a career in technology as a network systems and data communications analyst, for example? And if students have an unrealistically rosy expectation about the potential of a profession, such as criminal forensics, where did they get those ideas? Perhaps students believe that the network systems/data communications analyst job involves sitting in a dark cubicle in front of a flickering computer screen all day or inhaling fumes while soldering circuit boards or running cables through dusty basements and crawl spaces. If students think that these activities describe the jobs in the information field accurately, they may not make good decisions in choosing a major and profession.


Let’s also ask where people think the U.S. is heading economically. It would be valuable to have a better understanding of why jobs are being moved from the U.S. to various countries around the world and why certain jobs are affected more than others. When the economy is bad and many people are losing their jobs, which industries are robust against the downturn? Some skills learned in college provide a flexible foundation for lifelong learning and adaptability and allow a worker to move easily from one career to another when necessary, while other skills learned in college only work in one kind of job. What are these flexible, foundational skills?

What is happening in the economies and labor markets of countries such as India and China, and how will these changes affect workers in the U.S.? Hidden inside the details of a 2007 BLS report is the statistic that computer programming is the only job on a list of 30 professional occupations that is likely to experience an employment decline over the next 10 years in the U.S. (Dohm & Shniper, 2007). How can the outlook for the information profession be so bright overall when the job that people equate most closely with information technology—computer programmer—is likely to experience a decline? The only way to figure this out is to get a subtler understanding of the following key questions:

•   What makes it possible to outsource a job?

•   What happens to the previous jobholders when a job gets outsourced?

•   How can people in outsourced jobs be prepared to reinvent themselves?

•   What kinds of jobs are unlikely to be made obsolete by new technology or turned into low-wage positions?

We also need to look in the classroom, both in college and before college. What do students learn about the value of math, science, technology, and engineering? Perhaps the way we teach math and other “hard” topics has little relation to the way people use math in the workplace and elsewhere.


Finally, we need to talk to the students themselves. We should try to get a clear understanding of how they see their careers and what skills they have, especially in math and science, but also with respect to other areas such as psychology or sociology. Do these skills match the demands of the information professions? Given the demands of jobs such as network systems/data communications analyst, we want to know if high school seniors or college freshmen are prepared well enough to be successful—first in the major itself and later in the profession. If colleges can remediate any existing skills deficits, we want to know if we can then recruit students into information-related majors with the promise of getting them up to speed.

That’s a lot of difficult questions. To lead rather than follow in the world economy, however, the answers to these questions hold critical importance for the future. Collectively, we are facing some major difficulties: climate change, financial meltdowns, declining availability and increasing cost of fossil fuels, water shortages, poverty, piracy, extremism, and epidemics. Only a few resources really matter going forward into the decades. Energy, raw materials, technology, and clean water are undeniably important, but the force that levers these resources into powerful and sustainable economic engines is people working together to solve problems. Information is the linchpin resource for solving problems. Information professionals are the experts in managing this resource, but the quality of education in science and technology provided recently has not been great. In a 2006 report produced by the nonpartisan, international Organisation for Economic Co-operation and Development (OECD), U.S. students ranked as low as 35th in science proficiency and as low as 36th in math proficiency. In both of these cases, the U.S. ranked substantially below our economic competitors such as Korea, the U.K., and Germany. One out of every four U.S. high school students failed to exceed the minimum level of proficiency in science.

We are unlikely to maintain global leadership if this situation persists. We need more individuals whose education has helped them develop sophisticated technical skills and knowledge, particularly in areas of high demand and complexity such as the information professions. While energy, transportation, and environmental engineering are also important, the growth of each of these sectors is accelerated by information technology and those who design and deploy it. We need innovators who can recognize a societal problem and develop a costeffective, resource-preserving solution.

In this book, we examine why the U.S. is not producing enough of these innovative, technology-savvy professionals and what we can do about it. We focus on the information professions—including information technology, information science, computer science, telecommunications, and related areas—because these professions help to create economic and societal value across most areas of human endeavor. We focus on undergraduates because an undergraduate degree provides the best point of entry into the job markets for information professionals. Some but not all of what we say is applicable to other areas of technology and engineering, but we don’t possess or claim expertise across the entire spectrum of fields and technical professions. Nonetheless, there is information here that could be valuable for students, families, and others who are concerned about choice of major and choice of career regardless of their areas of interest.

We have organized this book into three major sections. First, we take a broad look at business, government, the military, and other enterprises across the world to see how information is transforming almost every human activity. In these chapters, we examine what outsourcing really means and its effects on those nations that gain and lose jobs. This section also takes a closer look at the information industry itself and how a variety of forces have made our global information infrastructure at once more accessible to more people and more complex than ever. If you want to know how the U.S. arrived where it is right now, read this section first.

In the second section, we dispel the myths and describe the facts about what information professionals do. By providing a realistic overview of the diversity of jobs under the information umbrella, we believe that we can begin to address the questions related to the image and attractiveness of the various jobs in the information professions. In several of these chapters, we hear about the information field from those who are studying it in college and those who are involved in it at work. At the end of this section, you will know more about the information professions. If you want to understand the everyday life of a student or worker in the information fields, read these chapters.

In the final section, we look forward to the future and try to understand how the world of education, especially higher education, can successfully educate the next generation of information professionals. While this book contains no silver bullet for fixing the country’s higher education system, we offer some straightforward actions that parents, students, guidance counselors, and educators can take to get us back on the right path. We believe that local, practical improvements can add up to significant important change at the national level over time. And while we are quickly falling behind other countries, there is no time like the present to start to catch up.
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PART  1

Information Is Changing the World

These chapters put the information professions in context by justifying how information is used, showing how technology development has become simplified, and outlining why certain information profession jobs are difficult to outsource. Chapter 2 discusses the problem of information proliferation and uses this to justify why we need the information professions. Chapter 3 discusses how different professions now require the use of information and information technology. This chapter provides a detailed example using the science of biology to show how information technology has changed this science. Chapter 4 discusses how information technology development, including software development, has undergone a kind of democratization that gives access to greater numbers of people with less training. Using an analogy from manufacturing, the chapter illustrates how as underlying technologies become more modular, new “mash ups” are consequently easier to develop. Finally, Chapter 5 uses the insights from Chapter 4 to demonstrate the way outsourcing and offshoring change industries, using as a concrete example the shoe manufacturing industry in Brockton, Massachusetts.





CHAPTER   2

Information Wants to Be … Disorganized


We are drowning in *information*, while starving for wisdom. *…

—E. O. Wilson, Harvard biologist



Cryptography is a branch of applied mathematics that deals with transforming information to and from a secretive form. Cryptography provides the basis of many of the essential services available on the internet today. Online shopping sites provide a prime example: Without cryptography, it would be very difficult to send credit card numbers and other sensitive information securely across the internet. One early development in cryptography was published by Italian architect and author Leon Batista Alberti (1404–1472) in about 1466 (Gille, 1970, pp. 96–98). The method he developed, called the Alberti Cipher, was remarkably advanced for its time, no doubt because Alberti himself was such an accomplished thinker. In the 1400s, the realm of human knowledge was sufficiently small, so that a talented individual such as Alberti could become an expert in science, mathematics, architecture, archeology, education, finance, and other areas over a normal lifetime. That era in history was dotted with notable individuals such as Copernicus, Galileo, and da Vinci, who had mastered a significant proportion of the human knowledge available in Western civilization at the time.

Notably, this era was also the time of Johannes Gutenberg, inventor of the movable type printing press, which played such an important role in the diversification and distribution of human knowledge. With sufficient wealth during this age, an individual could possess a library of nearly every book available to humankind, and the number of available books was sufficiently small so that a dedicated individual could actually read them all. Thinkers of this early Renaissance age must have found it uniquely satisfying to have such a broad understanding of so many areas of knowledge, while also working on the cutting edge of unexplored scientific and mathematical terrain.

Such a broad-based mastery is impossible in the present day. Futurist and visionary technologist Ray Kurzweil has estimated that developing expertise in an area of endeavor requires memorizing a minimum of 100,000 “chunks” of knowledge. In this context, a chunk of information refers to an interconnected package of facts or ideas that you can think about in a single thought. For instance, if you want to scramble an egg, you have to have a hot pan, some oil, a bowl to hold the raw egg, a fork to scramble it, and a spatula to turn the egg in the pan. You can keep all of this data in your brain at one time; this one chunk of information consists of several facts and a procedure. Because you’ve learned, practiced, burned some eggs, and practiced some more, you have a cohesive package of information in your head about scrambling an egg, and you can reliably cook this most basic of breakfasts. If you wanted to extend this tiny bit of learning into becoming a full-fledged professional chef, you would have to master thousands and thousands of additional tasks, activities, skills, and knowledge areas, not only in food preparation but in purchasing raw materials and tools, managing a kitchen staff and restaurant finances, maintaining sanitation and hygiene, and so forth. A quick scan of current books in print shows more than 85,000 books about food, 46,000 books about cooking, more than 1,800 books about becoming a chef, and nearly 1,200 books about restaurant management. Many people spend years getting educated and working in apprenticeships to accumulate this knowledge. The sheer volume of information available makes it extremely challenging to achieve mastery even in this one quite focused area of professional practice.

The plentitude of written knowledge about this single area of endeavor demonstrates a well-documented trend in human knowledge: Increased specialization leads to increased proliferation of information. In turn, this proliferation leads to further specialization as individuals master and extend what their predecessors have discovered. Eventually, it becomes difficult for one expert to speak to another expert because the terminology, concepts, and practices in one area no longer overlap with another. Although the cryptographer may be capable of scrambling an egg, he has little other common ground with the chef in terms of the professional knowledge and experience each possesses: You could choose to become a chef, or you could study the mathematics of cryptography, but it is exceedingly unlikely that you will do both at the mastery level. Even the cryptographers are highly specialized among themselves. The call for papers for the 2009 International Conference on Applied Cryptography and Network Security included 14 distinct topical areas on which submitted papers might focus. That conference was one of more than a dozen annual meetings where cryptographers might present their work. The mind strains to comprehend the amount of information continuously generated by people around the world. Researchers in the field of scientometrics—the measurement of scientific communications (Mabe & Amin, 2001)—have estimated that the amount of existing scientific knowledge in the world is currently doubling every 21 years. In contrast, the groundbreaking scientometric author Derek Price (1965) estimated that scientific knowledge took the 200 years between 1400 and 1600 to double in size.

In short, present-day information creation by the people of our world constitutes an embarrassment of riches. We literally have more information than we know what to do with. Information replicates faster than rabbits, and while we have plenty of hutches where the information can live, the continuous process of keeping all of that information organized has become overwhelming. Our favorite search engine companies have hired armies of researchers, technology developers, information architects, and other experts, and yet we have not come close to containing the flood. Dutch graduate student Maurice de Kunder created a website, WorldWideWebSize.com (www.worldwidewebsize.com), that estimates and tracks the number of webpages in the world. On the day this paragraph was written, the estimate was that the web contained no fewer than 25.67 billion pages, each page having a distinctive uniform resource locator (URL), typically a long string of names beginning with http. That number of pages is more than triple the number that was present just 2 years ago. Yet your favorite search engine is likely to have indexed only 10 percent to 30 percent of that estimated total. In other words, a search engine cannot find or refer you to at least 20 billion of the webpages currently in existence. If you spend some time searching webpages for useful information, you might also agree that even those pages that are indexed—and are therefore available in search results—are sometimes poorly organized and often fail to deliver the fact, discussion, or information that you really wanted to see. We have more and more information available to us, but the information becomes more and more disorganized as we go.

Here’s a little test that illustrates the point. Think back to the last time that you bought a new computer for yourself or for someone in your household who previously had one. Give yourself a gold medal if you were able to transfer every piece of user-generated information from the old computer to the new computer in one move, such as dragging and dropping the “My Documents” folder onto a writeable DVD. If you did this with confidence that you moved everything, you are a truly gifted information organizer. Give yourself a silver medal if you found everything you needed on the old computer and moved it piece by piece to the new computer in less than an hour. You get a bronze if you were able to do it in one afternoon. You get no medal at all if you’re an “information disorganizer,” like most of us, and you kept the old computer around for months or years afterwards because you were never quite sure that you had gotten all of the files, photos, videos, bookmarks, customizations, settings, backups, applications, project data, and so forth taken off the old machine. Even on this simple task of keeping our personal electronic files organized, we must make an enormous and continuous effort to avoid descending into information chaos. The problem is magnified hugely for governments, corporations, and nonprofits, which must keep their information organized to survive.

Once upon a time, in the kinder and simpler world of the past, we had a group of information organization experts who helped us remain in control of our knowledge and information. They were—and still are—called librarians. The public face of librarianship—the stereotypical conservatively dressed, middle-aged lady saying “shhh” (there’s even a librarian action figure available at internet novelty shops that does this)—has generally obscured the more complex reality behind the scenes. For every public librarian checking out books at the counter or answering questions at the reference desk, we have a thousand working behind the scenes in academic libraries, corporate libraries, special libraries, government, and nonprofits, trying to keep the petabytes1 of information in our modern world organized and accessible. (To keep things in perspective, the information stored just in academic libraries around the U.S. comprises about 2 petabytes.) In the back rooms of these various organizations, there have always been experts at information classification, evaluation, and organization who labored in relative obscurity to make sure that the materials available to library users were of the best possible quality and presented in an organized, predictable fashion.

For better or worse, the job has become far too big for librarians alone. In the middle of the 20th century, as electronic computers began their exponential rise into every nook and cranny of life, computer scientists began to realize that the manipulation, sorting, and indexing of information were complex problems that required extensive research. Information scientists—these are some of the experts who train librarians—determined that a critical component in the organization of information was metadata, the electronic offspring of the old-fashioned card catalog. Simultaneously, engineers began to devise equipment that could communicate, store, and process digital information at higher and higher speeds as well as more and more cheaply. These different streams of work converged in 1973 and 1974 when U.S. computer scientist Vint Cerf published a design for the internet. Over the next two decades, hundreds of scientists and technologists expanded this basic design into a globally interconnected communications system. The beauty and promise of the internet is that nobody owns it and everybody can contribute to it. In 1989, the invention of the World Wide Web by British computer scientist Tim Berners-Lee ensured that the internet’s capabilities could be used for sharing multimedia information with anyone, anywhere, anytime, transcending the barriers of time and space with digital technology. Few anticipated that the result would be information chaos, but the 26 billion webpages and many petabytes of other data created by humanity so far are, for the most part, unstructured, disorganized, hard to find, or unreachable in many cases—an unmitigated clutter of good, bad, and indifferent data, unready to serve the many challenges we face.

This chaos is not always evident on the surface. You may routinely have success searching for and finding a favorite webpage for news, sports, or entertainment. But information users in business, government, healthcare, and education are frequently frustrated by the web’s lack of structure, classification, archiving, security, veracity, timeliness, and ease of use. Here’s a hypothetical scenario that makes the point: Imagine you have to start taking a new drug to help treat a serious medical condition you have. Although your pharmacist tells you that the drug does not interact with other medications you are taking, you would like to do some research to make sure. Choose between the following two possibilities: You can search the web yourself, or you can ask a medical reference librarian for help finding the most trustworthy and up-to-date materials. Searching the web yields 37,000 hits, comprising a random mixture of drug company marketing materials, swear-by-it testimonials, and overwrought horror stories reported by various people who have used the medication, cheery articles from popular magazines, and a twosentence stub on Wikipedia. In contrast, within two minutes, the medical librarian helps you locate the full-text publication of the most recent peer-reviewed, large-scale clinical trial and provides a glossary for interpreting the medical terminology that appears in the article. If you went with the more sensible and reliable option of working with the materials selected, classified, and managed by the medical reference librarian, then you opted for professionally organized information instead of information chaos.

By its nature, information is disorganized, and it takes concentrated effort to keep it organized and ready for optimal use. The enormity of this task means that we need many more information professionals than we currently have. Another implication, though, may be that every educated person needs to become a bit of an information professional themselves, even if their real profession is in medicine, business, engineering, government, or education. Information literacy has become a “cross-cutting” skill that has become central to success in many endeavors much as more traditional kinds of literacy—reading, writing, and arithmetic—became essential in ages past. In a brief but stunningly prophetic article in 1959, novelist C. P. Snow said, “It is very stupid to attempt to make everybody into technologists; but it is essential that everybody, including the technologists themselves, should understand something of the intellectual and human meaning of what the technologists are all about” (Snow, 1959). Substitute informationist for technologist, and you have grasped the essential motivation for this book. Information is a literacy—knowledge, skills, abilities, and attitudes—that has become essential in every profession (as well as other aspects of life). The next chapter considers this idea in more detail by examining how information has begun to revolutionize areas that we haven’t traditionally thought of as computational or informational.

Endnotes

1. A petabyte is 1,000,000,000,000,000 (one quadrillion) bytes.
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CHAPTER   3

Doctor, Lawyer, Scientist, Chief: Every Profession Depends on Information


I find that a great part of the information I have was acquired by looking up something and finding something else on the way.

—Franklin P. Adams, American journalist



Roger Arliner Young was an African-American scientist and, despite the unusual first name, a woman (Sullivan, 2002). Young published her first scientific article in 1924. In 1940, she became the first African-American woman to earn a doctorate in zoology with a dissertation titled “The Indirect Effects of Roentgen Rays on Certain Marine Eggs” (Manning, 1989). During the four decades from 1924 until her death in 1964, Young taught and conducted research at several small colleges in North Carolina, Texas, Mississippi, and Louisiana. In those years, zoology—and particularly marine zoology—was largely a descriptive science. The microscope was the most expensive tool most zoologists could expect to use in their research, and new discoveries arose from painstaking, repetitive, detailed efforts to detect, observe, and describe large and small organisms. The research reported in Young’s dissertation likely required hundreds of hours’ worth of handwork culturing the eggs of small marine animals, subjecting them to varying doses of X-ray radiation, and recording the results in a handwritten lab notebook. Computers as we know them today did not exist in 1942, although engineers at Harvard University were busy wiring up the five-ton Mark I electromechanical computer for its 1944 debut. Scientists conducted most calculations and all record keeping on paper using a trusty pencil and a slide rule. No working lab scientist anywhere in the U.S. or the rest of the world would get an opportunity to use a computer in scientific work for at least another 10 years.

Fast forward to the present, and we find scientists such as biologist Agnes A. Day, PhD, chair of the Department of Microbiology in the medical school at Howard University. Day and many of her fellow biologists routinely use gene sequencing tools to conduct their research (Day, McQuillan, Termine, & Young, 1987). A gene sequencer is an intricate marriage of biochemistry, digital photography, and computing. Genetic material sampled from the cells of any organism undergoes an ingenious progression of chemical transformations wherein each step is precisely timed and controlled by a computer. At each stage of analysis, special fluorescent molecules become attached to the genetic material under analysis, and a laser illuminates them while a high-resolution digital camera takes detailed pictures. The computer analyzes these digital pictures to create a map that shows the sequence of codes in the gene. If you can imagine seeing your city at night from an airplane and recognizing the shapes of the streets in your neighborhood just by looking at the winking patterns of streetlights, then you have the general idea. By comparing the sequences from healthy and diseased tissue, or among different individuals within a species, or between different generations of the same organism, scientists can develop an understanding of why and how creatures evolve, behave, and adapt as they do.

The shape of DNA (the molecule of genetic information that encodes every characteristic of every organism) was not even understood until 1953, when James Watson and Francis Crick used X-ray images collected by Rosalind Franklin to uncover its double helix structure. Twenty more years passed before scientists could even sequence the genes of a single organism, a virus so simple and tiny that you would have to line up more than 2,500 of them in a row to reach the width of a human hair (Fiers et al., 1976). Another 20 years passed, and computers became more ubiquitous, cheaper, and smaller, all of which permitted the development of automation that made rapid gene sequencing possible. In 2003, scientists released an initial database containing many of the more than 3 billion base-pairs (the most basic codes contained in DNA) in the human genome. Government funding from the U.S., Japan, China, Germany, and France to support this project topped $3 billion, and the effort spanned 13 years. However, that period was also one of rapid growth and development in information technology such that the gene sequencing of a complete human genome can now be accomplished in a matter of weeks for a few thousand dollars. In 1990, it cost about $10 to sequence each base-pair in a genetic sample. Continual advances in the underlying technology will soon make the price less than 1 cent per base-pair (Kurzweil, 2005). If you bought a copy of this book, within a few years, the same amount of money will probably suffice to analyze, in detail, hundreds of key sequences in your own genetic structure that could illuminate your future prospects for cancer, heart disease, and hundreds of other diseases. Although the chemistry and biology involved in gene sequencing are centrally and critically important, the factors that decreased the price of sequencing and increased the speed of sequencing were incredibly rapid advancements in information technology. These were reductions in the costs of the information technology and increases in its speed and other capabilities that outstrip all other historical advancements in human technologies.

Scientists sometimes call gene sequencing and related data-intensive activities bioinformatics. Bioinformatics refers to the use of information technology along with molecular biology to detect, catalog, store, and analyze the characteristics of the building blocks of life. In the span of one generation of scientists—from the past of Roger Arliner Young to the present of Agnes A. Day—bioinformatics has profoundly altered and accelerated the science of biology. Nearly every scientist has a computer on his or her desk—although it’s probably used for email more than anything else—but behind the scenes, in the laboratory, the computers that run the experiments, record the results, perform the calculations, and display the findings make it possible for one biology graduate student to accomplish in a week about the same amount of scientific work that it took Roger Arliner Young a lifetime to do.

This word informatics keeps popping up all over the place. In addition to bioinformatics, we have medical informatics, health informatics, chemical informatics, business informatics, and social informatics. The word became popular in Great Britain before it migrated to the U.S., but now we use the word rather loosely to refer to a combination of technology, information science, computer science, and information management. This vague mixture of terms and fields reflects both the complexity and the newness of the information professions. The development of a piece of machinery as complex as a gene sequencer requires many different experts with a wide range of knowledge areas: microprocessor architecture, software, databases, information retrieval, statistical analysis, networking, sensors, and image processing (and this list doesn’t mention all of the chemists and biologists involved). What many of these experts have in common is a concern for the creation, manipulation, analysis, storage, and retrieval of information. In this book, we refer to them collectively as information professionals. Information professionals provide the “informatics” that fuel areas such as bioinformatics and business informatics.

As the gene sequencing example shows, informatics makes rapid advances possible in fields that developed long before computers were invented. In business, information technology and algorithms make it possible for your credit card company to discover fraudulent use of your account at the moment it happens. In chemistry, automated experimental platforms make it possible to screen rapidly thousands of variations on compounds that might be the next breakthrough in cancer treatment. In law offices, computerized search and retrieval of case law takes the place of the painstaking use of massive libraries of legal books that were outdated almost as soon as they were printed. In healthcare, databases of medical records make it possible to detect emerging strains of influenza and other communicable diseases before they erupt into epidemics. In short, the use of information and technology is creating revolutions in nearly every human endeavor. For every doctor, lawyer, executive, scientist, and bureaucrat who is at work today, we have a number of information professionals who imagine, develop, and create the information superstructure that makes all of those other professions what they are. For every profession that exists tomorrow, we will need even more of those information architects because growth, advancement, innovation, and entrepreneurship in business, science, education, and government will become ever more entwined and dependent upon information and the information technology that hosts it. Information professionals will continue to increase their influence on the productivity and advancement of almost every other profession, and the demand for trained information professionals will continue to grow as a result. But what will these information jobs look like? Will they be the same as current jobs? Will these jobs be outsourced from the U.S. to other countries? In the next few chapters, we will examine and try to answer these questions.
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CHAPTER   4

Horseshoes to Biofuels: Why Technology Development Gets Easier All the Time


I have never been lost, but I will admit to being confused for several weeks.

—Daniel Boone, American pioneer



Most people think of Daniel Boone as a legendary colonial-era adventurer best known for his explorations of Kentucky, but before that, Boone was a blacksmith from a family of blacksmiths (Morgan, 2007, p. 436). In the 1700s and 1800s, blacksmithing was partly science and partly art: The essential principles of metallurgy had been known for thousands of years, but the chemical basis of the mixtures and transformations that could make metal flexible, brittle, malleable, springy, or corrosion-resistant were just beginning to be understood in the 18th century. Blacksmiths such as Boone understood some of these principles without any formal knowledge of the chemistry or physics involved. Among his many other talents and activities, Boone shod horses for George Washington’s army. Each iron horseshoe was cast into its basic shape in a mass-manufacturing process but fitted to each particular horse and hoof in a customization activity that was a craft learned and refined over a period of many years. In that era, most metalworking (e.g., the building of iron bridges) was accomplished in the same way: a primitive mass production of simple component parts followed by customizations created by artisans who possessed mastery of their art through apprenticeship and experience.

In the intervening 200 years since Boone’s lifetime, metallurgy has mostly shifted away from art and toward science. As the atomic nature of matter has emerged into common knowledge, chemists and physicists have obtained a comprehensive understanding of the processes by which metals and alloys gain their properties. Advances in manufacturing have led to ready-to-use, precision, modular metal components that can be assembled on site. The artisan metalworker still exists—M. Smyth Boone, a descendant of Daniel Boone, creates artistic decorations and household hardware using a forge that would have been recognizable to his legendary forefather—but for the most part, the contemporary creation of metal parts is subsidiary to the larger task of creating complex systems with metal components.

For example, consider Piedmont Biofuels, based in North Carolina. This firm creates small biodiesel reactors that change organic waste oils, such as the cooking oil from making french fries, into a fuel that diesel motors can burn quite efficiently and arguably with fewer environmental problems than petroleum products. On its website (www.biofuels.coop), Piedmont shows a basic parts list for its biodiesel reactor that comprises 24 mostly metal items that anyone can purchase from an appropriate parts supplier. Of course, some of the parts, such as the small electric pump, are themselves composed of hundreds of discrete metallic and nonmetallic parts. Counting every individual metal component in each of the parts described, the reactor probably consists of no more than about 500 individual pieces, including all of the screws, washers, rivets, and so forth. For instance, the electric pump contains several ball bearings, each containing up to a dozen individual steel balls, each of which was mass manufactured to a tolerance of 2/10,000ths or 3/10,000ths of an inch (about 5/1,000ths of a millimeter).

Fortunately, the employees at Piedmont Biofuels did not need to give the slightest thought to the manufacture of ball bearings. Their work focused almost exclusively on creating a complex chemical transformation system—the biodiesel reactor—from basic, off-the-shelf, modular metal components readily available from a variety of suppliers and manufacturers. This example illustrates how straightforward it is to become a “power user” of an underlying technology (e.g., the complex metallurgy that produces reliable ball bearings), without any knowledge of or special talent with how that technology was itself created. The Piedmont employees are experts in the manufacture of biodiesel and have created a complex system in their area of expertise without much knowledge or concern for the various component technologies.

The same transformation—paralleling the change from horseshoes to biofuels—has occurred in the world of information, only 10 times faster than in the world of metalworking (about 50 years instead of 500). Before the 1950s, the creation and manipulation of information was as much craft as it was science, although many important underlying principles, particularly in mathematics, had been known for hundreds of years. The most important medium of information storage and transmission up until the 20th century was arguably the printed word. Mass production of books, like the mass production of horseshoes, had been around for years, but it used to be quite a labor-intensive process that required a variety of artisans and many expensive resources to produce a quality result (Eisenstein, 1979). As an interesting side note, printing and metallurgy were blood brothers throughout the 19th century because of so-called hot metal typesetting, a process of injecting molten lead into a mold that contained concave shapes of letters and numbers: The resulting frame contained a line of type that could be inked and stamped repeatedly onto paper. But once it was printed, a book was difficult to modify because each page was a fixed composition of type with the spaces, letters, and numbers organized immovably into their respective lines of text. Indexing, illustrating, printing, cutting, binding, and finishing a book required seasoned experts who had mastered their crafts through extensive experience. Hot metal typesetters were in some ways the Daniel Boones of the precomputerized world of information.


The rapid development of the transistor in the 1950s and integrated circuits in the 1960s revolutionized the production, transmission, and storage of information first by making digital computers practical and later by making them vanishingly inexpensive (Brinkman, Haggan, & Troutman, 1997). Over the course of a little more than a half century, information management has moved from the horseshoe era to the biofuels era. In 1954, using a computer required mastering an arcane language called Fortran (which stood for “formula translation”), the first of the so-called high-level programming languages (Wexelblat, 1981). A person needed a solid understanding of mathematics to use Fortran, and the purposes for which Fortran was used themselves were quite mathematical (e.g., calculating missile trajectories). Playing a game, writing a novel, or keeping a calendar by using Fortran to program the computer would have been quite difficult, primitive, and time-consuming since the only input came from a typewriter, and there was no screen to display what you were doing.

However, it only took about 10 years to get to the point that you could see what you were doing on a screen and could point at something on the screen using a mouse. Another 5 years and we had the precursor to the modern internet called the ARPANET, and suddenly, it was possible to send information from one person to another via a networked computer.

In 1971, Ray Tomlinson, then an employee of the Boston-based Bolt, Beranek and Newman company, sent the first email message between two computers (Howard & Jones, 2004). Unlike Alexander Graham Bell, who made that legendary first ever phone call to his assistant Mr. Watson, Tomlinson has since forgotten what that first email message said.

Personal computers began to arrive on the consumer market in 1974, and the first spreadsheet and word processing programs arrived about 5 years later. Just as with the Piedmont Biofuels example, the workings of the individual components in these devices had started to become irrelevant to the process of creating a complex system. Using the first commercially viable spreadsheet program, VisiCalc, a person could create a financial model of a business—fixed costs, variable expenses, revenue projections, return on investment, and so forth—with no understanding whatsoever of the many transistors humming away inside the aged ancestor of today’s iPhones, the Apple II personal computer.

Fast forward to the present, and we find that home computer users can set up their own wireless home network with minimal understanding of radio frequency emissions, data packets, or programming. Certainly, setting up such a network with appropriate security or attaching devices to the network, such as network storage, does require some knowledge of the underlying technology. Extending the example further, setting up a wireless network for a large company—perhaps one that has 1,000 employees across several floors of a large building—requires a quite sophisticated understanding of the various devices and their limitations. However, what it does not require is the ability to construct an integrated circuit from scratch or code an embedded operating system for a network routing device. This situation exactly parallels the transition from horseshoes to biofuels: A person with domain expertise (biofuels or networking) can construct an enormously complex system (a biodiesel reactor or a large wireless network) from separate elements (e.g., a pump or a wireless access point) without knowing everything about how each element was itself constructed.

Two key ideas make this possible: modularity and connectivity. Modularity hides the complexity of an underlying system in a package that a person can use without knowing exactly how it was made or how it works. You probably don’t know how to create a transistor or a ball bearing (and neither do we), but you can use these elements effectively nonetheless. Connectivity makes possible the combining of smaller, simpler subsystems to create substantially larger, more complex systems. In the biofuels example, we had various valves, pipes, and spigots, all of which were engineered to have appropriate dimensions and shapes so that they could be connected. In the wireless networking example, we have various devices that use common and nearly universal jacks and cables to connect, along with agreed upon languages (or protocols, as engineers call them) to communicate with each other.

Over time, modularity and connectivity put more powerful capabilities—more system complexity—within the reach of a larger number of people. As each new generation of technological advancement encapsulates previous innovations in a modular, interconnectable shell, the resulting capabilities offered by the technology expand exponentially. The most popular computer operating system in the world, Microsoft Windows, required millions of person hours and nearly 10 calendar years of development before it was ready for practical use (i.e., from the introduction of MS-DOS in 1991 to the release of Windows 3.0 in 1990). Engineers at Microsoft had to do everything from scratch—they had very little that they could reuse from previous projects and many new, untried capabilities to develop. In the early 1990s, Mosaic, which was the first practical browser for the internet, took a few people (mainly Marc Andreessen and Eric Bina) a couple of years to write. These developers had a substantial set of previously developed capabilities to build upon. The first version of Facebook, the popular social networking application, was created by Mark Zuckerberg in a month or two (late 2003 and early 2004). Zuckerberg had the advantage of drawing upon an advanced base of existing tools and infrastructure. Consider the following tiny chunk of the common webpage building language known as html:


<object width=“425” height=“344”>

<embed

src=“http://www.youtube.com/v/GHDo8ki

Wslk” type=“application/x-shockwave-

flash” width=“425” height=“344”>

</embed>

</object>



This somewhat inscrutable but very compact set of instructions allows users who can create a simple webpage to include a full-color, full-motion video of a musical performance with no other programming, software, or equipment needed. This novel capability is possible because the engineers at YouTube have built an extensive and modular infrastructure to which anyone in the world can connect at no charge and with very little expertise.

While Microsoft Windows, Mosaic, Facebook, and YouTube vary widely in complexity and scope, each has arguably had a powerful impact on our society and culture, the way we work and play, and the way we look at the world. As technological achievements, each of these examples has something special about it, but the most striking point is how much simpler it became in each succeeding case to create a new information technology wonder. The information field, like no other historical area of human accomplishment, has accelerated the capabilities of information creators and users from the Daniel Boone stage to the Piedmont Biofuels stage within the span of less than one lifetime.

Nowhere has this trend manifested itself more strongly than in the open source software movement. In 1991, a young Finnish man named Linus Torvalds had a crazy idea (Moon & Sproull, 2002). Torvalds appreciated the many useful features of a computer operating system called UNIX. This operating system, which had animated the activities of many types of computers for more than two decades, was powerful, flexible, and expandable—or it had been expandable until a private company got hold of it and began charging lots of money for people to use it (Bretthauer, 2002). Torvalds decided that he would create his own operating system that would replicate many of the capabilities of Unix but that also would not remain under the exclusive control of a single company. Torvalds created the “kernel” of the operating system, which contains the central control functions that choose among the various tasks the computer should do and how long it should do each one. He then realized that the job was bigger than he thought and that he needed help with building all of the other important parts of the system. At this point, he did something very unusual: He gave away all of the work that he had done. He simply published every single line of computer code that he had created for the project. Soon afterwards, another amazing thing occurred. Other people volunteered to help him. They donated their time and expertise to create a totally open, totally free operating system that anyone could use and modify. This operating system bears the name Linux.1

By most measures, Linux was and is still considered to be an enormous success. It is installed on millions of computers worldwide, and it has an active community of volunteer supporters who fix old problems and help to develop new features. Linux is complex and has many interacting pieces and parts, but it is nonetheless quite reliable and error-free, thanks to the efforts of these many volunteers. It is also remarkably secure: The operating system prevents unauthorized access to information, makes sure that information stored in it remains accurate, and consistently provides requested information to authorized users in a timely way—the three fundamental aspects of computer security that engineers like to promote. Linux has provided commercial success to a number of companies, such as Red Hat, that make a living out of helping users manage the installation, servicing, and updating of the operating system. Perhaps most important, Linux spawned an entirely new way of creating software using small armies of volunteers to create a product that eventually becomes publicly released and free for all to use.

Individuals who volunteer their time and effort to open source projects have a variety of motivations for doing so. Commonly, an individual has a hobbyist’s interest in an area such as digital photography and is dissatisfied with the cost or capabilities of available commercial software tools. This person might become involved in an open source project to create photo-editing software. Other individuals may have an interest in honing their skills as software creators, so they volunteer for an open source project that will allow them to practice a certain programming language. More recently, employees of certain technology companies (e.g., IBM) receive work assignments from their firms instructing them to spend time assisting in the development of open source software systems. Some companies, such as Sun Microsystems, have even developed their own open source software systems as a conscious business strategy. One of the best known projects from Sun is the OpenOffice productivity tools suite (www.openoffice.org), which contains a word processor and spreadsheet that users can download, install, use, and modify freely.

The OpenOffice example shows that some businesses have discovered ways of making money from a product that is given away freely. Partly as a result of this, the number of open source software projects has exploded over recent years. Two of the websites that serve as clearinghouses for open source software are SourceForge (source forge.net) and freshmeat (freshmeat.net). Text posted on the SourceForge website (apps.sourceforge.net/trac/sourceforge/wiki/What%20is%20SourceForge.net?) says, “As of February, 2009, more than 230,000 software projects have been registered to use our services by more than 2 million registered users, making SourceForge.net the largest collection of open source tools and applications on the net.” Nearly a quarter of a million open source software projects, millions of software developers (the registered users referred to in the quotation are mainly developers), and more millions of individuals who make frequent use of the open source software together comprise a worldwide community that leverages the power of technology in a radical new way.

The open source movement represents the tip of a technology democratization trend that puts more and more creative power in the hands of nonexperts. Many of those nearly quarter million open source software projects function in similar ways to building blocks, or the individual parts of the Piedmont biodiesel reactor. Individuals who are not actually expert programmers can nonetheless combine various software pieces and parts to make even more powerful technologies. In the 1950s, the Daniel Boone days of software development, a person essentially had to have a degree in computer science or computer engineering and years of experience to effectively accomplish the highly technical tasks of the day. Now, nearly anyone who is willing to take the time and make the effort to understand the functions of individual (modular) components of technology and the ways in which those modular components can be connected and combined can create a new technological capability.


This trend toward the democratization of technology suggests that a combination of domain expertise—an understanding of biology, chemistry, physics, art, music, history, psychology, or business—together with essential information and technology literacy provides the most powerful mix of skills that a worker can bring to the workplace. Although we will always need and will always have a few individuals who have extensive expertise in the fundamental underlying technologies—someone has to keep improving both ball bearings and integrated circuits—the vast majority of people who take advantage of information technology to solve problems in society will not be engineers or scientists themselves in the classic way that we understand these professions. In the next chapter, we delve more deeply into this area by examining offshoring and outsourcing, two trends in information technology employment that have scared off many students from pursuing an interest in the information fields. Neither horseshoes nor ball bearings are commonly mass produced in the U.S. anymore: These manufacturing tasks have moved to places where labor is less expensive. The same is true of many basic forms of information technology. Nonetheless, there is an enormous pool of excellent jobs in the U.S. that involve the extensive use of information technologies to serve many important purposes in business, government, the military, and other areas. For reasons that we will examine next, some or many of these jobs are and will probably remain resistant to outsourcing.

Endnotes

1. Note that Richard Stallman, arguably the author of the first open source program, a text editing program called emacs, created many other elements of a UNIX-like operating system, which he called GNU. The Linux kernel, developed by Torvalds, together with the many elements of GNU comprised the original version of the operating system we now call Linux (Bretthauer, 2002).
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