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INTRODUCTION:

POLITICAL ARITHMETICK

On the seventh of November 1690 a manuscript was delivered to England’s new king, William III. William, the Prince of Orange, had only the previous year deposed the unpopular Catholic James II in a bloodless coup; and in that time of turmoil the book’s message might have provided some solace to the monarch, for it set out to show that England was a solid and secure force in the world.

The book’s author was Sir William Petty, a professor of anatomy at Oxford University and physician general to the English army in Ireland. He had died in 1687, but his work was delivered to the royal court by his son, the Earl of Shelburne. Petty claimed to prove


—That a small Country, and few People, may by their Situation, Trade, und Policy, be equivalent in Wealth and Strength, to a far greater People, and Territory …

—That France cannot by reason of Natural and Perpetual Impediments, be more powerful at Sea, then the English, or Hollanders.

—That the People, and Territories of the King of England, are Naturally near as considerable, for Wealth, and Strength, as those of France.

—That the Impediments of Englands Greatness, are but contingent and removeable.

—That the Power and Wealth of England, hath increased above this forty years.

—That one tenth part, of the whole Expense, of the King of England’s Subjects; is sufficient to maintain one hundred thousand Foot, thirty thousand Horse, and forty thousand Men at Sea, and to defray all other Charges, of the Government: both Ordinary and Extraordinary, if the same were regularly Taxed and Raised.

—That there are spare Hands enough among the King of England’s Subjects, to earn two Millions per annum, more than they now do. and there are Employments, ready, proper, and sufficient, for that purpose.

—That there is Mony sufficient to drive the Trade of the Nation.

—That the King of England’s Subjects, have Stock, competent, and convenient to drive the Trade of the whole Commercial World.1



England, in other words, was styled for greatness. On what grounds did Petty make these bold assertions? His book was called Political Arithmetick, and it claimed to make a science of politics. Just as Isaac Newton’s law of gravity ultimately rested on the quantitative measurements and deductions of the astronomers Tycho Brahe and Johannes Kepler, so Petty used numbers to derive proofs of the healthy state of English society.

“The Method I take to do this,” he explained,



is not yet very usual; for instead of using only comparative and superlative Words, and intellectual Arguments, I have taken the course (as a Specimen of the Political Arithmetick I have long aimed at) to express my self in Terms of Number, Weight, or Measure; to use only Arguments of Sense, and to consider only such Causes, as have visible Foundations in Nature; leaving those that depend upon the mutable Minds, Opinions, Appetites, and Passions of particular Men, to the Consideration of others: Really professing my self as unable to speak satisfactorily upon those Grounds (if they may be call’d Grounds), as to foretel the cast of a Dye; to play well at Tennis, Billiards, or Bowles, (without long practice,) by virtue of the most elaborate Conceptions that ever have been written De Projectilibus & Missilibus, or of the Angles of Incidence and Reflection.2



In other words, while Petty professed to know little about mutable human nature, he believed that society could be understood to the extent that it could be measured and quantified. The science of political arithmetic, he argued, could free a nation’s leaders from man’s irrationality and be used to fashion sound and verifiable principles of governance.

How dismayed Petty would have been to find that three hundred years later, political scientists are still lamenting the fact that human affairs are dominated by whim and prejudice rather than led by reason and logic. In Man, the State, and War (1954), Kenneth Waltz voices the hope that dealings between nations might one day be conducted by the use of rational theory rather than by dogma and polemic. “In the absence of an elaborated theory of international politics,” he says, “the causes one finds and the remedies one proposes are often more closely related to temper and training than to the objects and events of the world about us.”3

Waltz certainly does not envisage anything as simple as what Petty had in mind: a kind of Newtonian physics of society. But Petty’s efforts, which now look woefully naïve, nevertheless find an echo in contemporary physics.
Over the past two decades, something extraordinary has been happening in this field of science. Tools, methods, and ideas initially developed to understand how the blind material fabric of the universe behaves are now finding application in arenas for which they were never designed, and for which they might at first glance appear ridiculously inappropriate. Physics is finding its place in a science of society.

This book is about how that happened, why it is worth taking seriously, and where it might lead. It is also about the limits and caveats of a physics of society, whose potential for misapplication is considerable.

We have been here before. In the 1970s, the catastrophe theory of René Thom seemed to promise an understanding of how sudden changes in society might be provoked by small effects. This initiative atrophied rather quickly, since Thom’s phenomenological and qualitative theory did not really offer fundamental explanations and mechanisms for the processes it described. Chaos theory, which matured in the 1980s, has so far proved rather more robust, supplying insights into how complicated and ever-changing (“dynamical”) systems rapidly cease to be precisely predictable even if their initial states are known in great detail. Chaos theory has been advocated as a model for market economics, and its notion of stable dynamical states called attractors seemed to provide some explanation for why certain modes of social behavior or organization remain immune to small perturbations. But this theory has not delivered anything remotely resembling a science of society.

The current vogue is for the third of the three C’s: complexity. The buzzwords here are emergence and self-organization, as complexity theory seeks to understand how order and stability arise from the interactions of many components according to a few simple rules.

The physics I shall discuss in this book is not unrelated to the idea of complexity—indeed, the two often overlap. But very often what passes today for “complexity science” is really something much older, dressed up in fashionable apparel. The main themes in complexity theory have been studied for more than a hundred years by physicists who evolved a tool kit of concepts and techniques to which complexity studies have added barely a handful of new items. At the root of this sort of physics is a phenomenon that immediately explains why the discipline may have something to say about society: it is a science of collective behavior. At face value it is not obvious why the bulk properties of insensate particles of matter should bear any relation
to how humans behave en masse. Yet physicists have discovered that systems whose component parts have a capacity to act collectively often show recurrent features even though they might seem to have nothing at all in common with one another.

With that in mind, I hope to show that the new physics of society is able to accommodate just those characteristics of humankind that Petty felt it expedient to exclude: the “mutable Minds, Opinions, Appetites, and Passions of particular Men.” I want to suggest that even with our woeful ignorance of why humans behave the way they do, it is possible to make some predictions about how they behave collectively. That is to say, we can make predictions about society even in the face of individual free will. It could even be argued that we can illuminate the limits of free will.

William Petty thought that quantification alone was enough to qualify his Political Arithmetick as a science. But his contemporary Thomas Hobbes had a rather deeper appreciation of what a science of society should be about. It must look beyond mere numbers, Hobbes implied, and grapple with the difficult question of mechanism. We must ask not just how things happen in society, but why. In the first part of this book we shall see where Hobbes’s mechanistic approach and Petty’s arithmetic led in attempts to understand society, and how—most curiously—they fed back into physics itself in the nineteenth century. We shall see how physics deals with systems of many components, all interacting with one another at once, and why regular and predictable behavior emerges in statistical form from such seeming chaos.

Treating people as though they were just so much insensate matter (or rather, appearing to do so) is a contentious business, which is why we shall approach the physics-based modeling of society with cautious steps, showing first why life (I am tempted to say “mere life”) need not in itself present a boundary to the application of statistical physics. First the bacterium; later the world.

Yet you should not expect to find a “theory of society” expounded in this book. Indeed, the modern trend toward “unified theories,” or grand, overarching frameworks in science, while having its uses, is arguably unhealthy. If there is such a thing as a physics of society, it does not come in the form of some universal equation into which we feed numbers and out of which emerges a deterministic description of social behavior. The case must be
constructed by accumulation of examples, and the tools subtly adapted to each specific purpose. This survey is not by any means exhaustive; but we shall look at what physics has to say about how people move around in open spaces; how they make decisions, cast votes, and form alliances, groups, and companies. We shall see physics used to explain some aspects of the behavior of economic markets and to reveal the hidden structure in networks of social and business contacts. We shall uncover physics of a sort in the politics of conflict and cooperation.

Underlying all of this is a more difficult question: Does physics simply help us to explain and understand, or can we use it to anticipate and thereby avoid problems, to improve our societies, to make a better and safer world? Or is that merely another dream destined for the overflowing graveyard of utopias past?




ONE

RAISING LEVIATHAN

THE BRUTISH WORLD OF THOMAS HOBBES

 


 


 


 


 


A work on politics, on morals, a piece of criticism, even a manual on the art of public speaking would, other things being equal, be all the better for having been written by a geometrician.

—Bernard Fontenelle, secretary of the Académie Française, late seventeenth century

 


“I perceive,” says I, “the world has become so mechanical that I fear we shall quickly become ashamed of it; they will have the world be in large what a watch is in small, which is very regular, and depends only on the just disposing of the several parts of the movement. But pray tell me, madame, had you not formerly a more sublime idea of the universe?”

—Bernard Fontenelle (1686)

 


The most complete exposition of a social myth often comes when the myth itself is waning.

—Robert M. MacIver (1947)

 


It is no longer very useful to ask the question “Who governs Britain?” Discuss.

—Exercise in Stephen Cotgrove’s Science of Society (1967)


Brothers will fight 
and kill each other … 
men will know misery … 
an axe-age, a sword-age, 
shields will be cloven, 
a wind-age, a wolf-age, 
before the world ends.1




This is how the Norsemen envisaged Ragnarok, the Twilight of the Gods; but in political exile in France in 1651, Thomas Hobbes must have thought that he had lived through it already. At Naseby and Marston Moor, Newbury and Edgehill, the stout yeomanry of England had hacked one another to bloody ruin. Oliver Cromwell reigned as Lord Protector of a country shocked to find itself a republic, its line of monarchical succession severed by the executioner’s ax.

The combatants in the English Civil War, unlike those in France’s Revolution or America’s blood-soaked battle of North against South, had few clear ideological distinctions. The Royalists fought under the king’s banner, but the Roundheads also claimed allegiance to “King and Parliament.” For all his presumptuous arrogance, Charles I had no desire to live outside the constitution and laws of the land. Both sides were Anglican and wary of Papists. There were aristocrats in the Parliamentarian ranks and common folk among the Cavaliers. Many of those who slaughtered one another might have found little to dispute had they wielded words instead of swords.

Such a conflict could be nothing but a prescription for confusion once the beheading of the king brought it to an end. Embarrassed by the power with which fate had invested him, Cromwell searched in vain for a constitutional solution that would guarantee stability. Such was the might his troops, the formidable Ironsides, gave him that as Lord Protector he could experiment more freely than any British ruler before or since—although this was a freedom Cromwell would happily have relinquished had he felt able. Time and again he created parliaments on which to shed some burden of authority, only to dissolve them once he found them unworthy of the responsibility.

In the turmoil of those times, none could be certain that friends would not become foes, or old opponents emerge as allies. The Presbyterian Scottish Parliament, whose fierce antagonism to Charles I had precipitated the conflict between Parliament and Crown in the 1630s, was by 1653 fighting against Cromwell with Charles II as its figurehead. Cromwell himself expelled from the House of Commons the Parliament he had fought to instate, and struggled to maintain control of the monstrous army he had created. After Cromwell’s death in 1658, this militia restored Parliament and longed for an end to the Protectorate. John Lambert led the troops to victory over a Royalist uprising in 1659 even as he plotted to restore Charles II to the
throne (and conveniently make him brother-in-law to Lambert’s daughter). Yet in the end it was by defeating Lambert that George Monk, a former Royalist, restored a Parliament in 1660 that he knew would crown the exiled king.

What could the common people possibly have craved more than stability? Twenty years of war and changing fortunes had convinced them that only a monarchy would supply it; and Charles II, who had narrowly escaped the tender mercies of the Ironsides just eight years previously, found a loyal army and a joyous population awaiting his return from France.

There is no way to understand the extraordinary quest on which Thomas Hobbes (1588–1679) embarked without acknowledging its historical setting. Centuries of monarchical rule over a hierarchical society had been graphically dismembered with the fall of the ax on January 30, 1649. A system of governance previously upheld by divine and moral imperatives had been revealed as arbitrary and contingent. Almost every political idea that was to follow in later centuries was voiced then, in seventeenth-century England, and many of them were put into practice. Soldiers and laborers became Levelers and Diggers, advocating socialist principles of equality and an end to individual ownership of land. Cromwell himself seems to have toyed with the notion of a freely elected democratic government, yet he spent much of his Protectorate heading a military dictatorship. Charles I had dissolved Parliament and had instigated an absolute monarchy in the years before the Civil War.

Which of these systems should a society adopt? The issue was a burning one. Although war between nations was regarded almost as a natural state of affairs, it might hardly pain the common person beyond the imposition of new taxes and levies. But internal strife was agonizing. The Civil War in England, conducted on the whole with restraint toward civilians, was bad enough; but the Thirty Years’ War that ravaged Europe from the early part of the seventeenth century killed one in every three inhabitants of many German states. For Hobbes and many of his contemporaries, civil peace was worth almost any price.

England’s miseries were a symptom of broader changes in the Western world. The feudal system of the Middle Ages was waning before the rise of a prosperous middle class, and from the ranks of this vigorous and ambitious sector came many of the Parliamentarians, who no longer felt obliged to submit
to every royal whim. The monarchy, with its councillors and Star Chamber, harked back to the medievalism of Elizabethan society, but the spirit of the age cleaved to something more democratic, however limited in scope. The Reformation of Luther and Calvin had split Europe asunder; no longer did a single Church rule all of Christendom. The backlash to the assault on ecclesiastical tradition—prompted not only by Luther’s heresy but by the. humanism of the Renaissance—gave birth to the Counter-Reformation, the Council of Trent, the Jesuits, and a ruthless Inquisition. The greater the religious diversity, it seemed, the greater the intolerance.

Emerging from this ferment were ideas about the nature of the world that were ultimately to prove as challenging as any of the proclamations that Luther allegedly nailed to the church door in Wittenberg. Copernicus had been fortunate to develop his heliocentric theory—the idea that the Earth revolves around the sun—in the early sixteenth century, before the Counter-Reformation, and his first manuscript, circulated around 1530, even received papal sanction. But by 1543, when the full treatise was published after his death, it was prefaced with a note through which the editor, Andreas Osiander, hoped to evade ecclesiastical condemnation by indicating that the new view of the celestial bodies should be regarded simply as a convenient mathematical fiction. How Galileo fared against papal authority when he placed the same idea on firmer footing is the stuff of legend. The Inquisition condemned him in 1616 and forced him to recant in 1633. But by the middle of the seventeenth century, with René Descartes revitalizing the ancient Greek atomic theory and Isaac Newton soon to be admitted to Trinity College in Cambridge, the banishment of magic and superstition by mechanistic science seems in retrospect inevitable.

Hobbes’s masterwork, Leviathan, was an attempt to develop a political theory out of this mechanical worldview. He set himself a goal that today sounds absurdly ambitious, although at the dawn of the Enlightenment it must have seemed a natural marriage. Hobbes wanted to deduce, by logic and reason no less rigorous than that used by Galileo to understand the laws of motion, how humankind should govern itself. Starting with what he believed to be irreducible and self-evident axioms, he aimed to develop a science of human interactions, politics, and society.

It is hard now to appreciate the magnitude not just of this challenge in itself but of the shift in outlook that it embodied. There has never been any
shortage of views on the best means of governance and social organization. Almost without exception, proposals before Hobbes (and many subsequently) were designed to give the proposers the greatest (perceived) advantage. Emperors, kings, and queens sought to justify absolute monarchy by appealing to divine covenant. The Roman Catholic Church was hardly the first theocracy to set itself up as the sole conduit of God’s authority. In Plato’s Republic, one of the earliest of utopian models, cool and self-confident reasoning argued for a state in which philosophers were accorded the highest status. The rebellious English Parliament of the early 1640s demanded that the king transfer virtually all governing power to it. One could always find an argument to put oneself at the top of the heap.

Hobbes was different. What he aimed to do was to apply the method of the theoretical scientist: to stipulate fundamental first principles and see where they led him. In theory any conclusion was possible. By analyzing human nature and how people interact, he might conceivably have found that the most stable society was one based on what we would now call communism, or democracy, or fascism. In practice, Hobbes’s reasoning led him toward the conclusion that he had probably preferred at the outset, from which we may reasonably suspect that his method was not as objective as he would have had the world believe. Nonetheless, its claim to have dispensed with bias and to rely only on indisputable logic is what makes Leviathan a landmark in the history of political theory.

But it is something more. Hobbes’s great work is seen today as historically and even philosophically important, but political science has become a very different beast, and no one seriously entertains the notion that Hobbes’s arguments remain convincing. Nor should they, in one sense—for as we shall see, his basic postulates are very much a product of their time. Yet Leviathan is a direct and in many ways an astonishingly prescient antecedent to a revolutionary development now taking place at the forefront of modern physics. Scientists are beginning to realize that the theoretical framework which underpins contemporary physics can be adapted to describe social structures and behavior, ranging from how traffic flows to how the economy fluctuates and how businesses are organized.

This framework is not as daunting as it might sound. Contrary to what one might imagine from the popular perception of modern physics, we do not have to delve into the imponderable paradoxes of quantum theory, or the
mind-stretching revelations of relativity, or the origins of the universe in the Big Bang, in order to understand the basic ideas involved. No, this is an approach rooted in the behavior of everyday substances and objects: water, sand, magnets, crystals. But what can such things possibly have to say about the way societies organize themselves? A great deal, as it happens.

Hobbes had no inkling of any of this, but he shared the faith of today’s physicists that human behavior is not after all so complex that it cannot occasionally be understood on the basis of just a few simple postulates, or by the operation of what we might regard as natural forces, For Hobbes, contemplating the tumultuous political landscape of his country, the prime force could not be more plain: the lust for power.

THE LEVIATHAN WAKES

Thomas Hobbes (Figure 1.1) had never been able to take anything for granted. His father was a poorly educated and irascible vicar, a drunkard who left his family when Thomas was sixteen and died “in obscurity.” This put his son to little inconvenience, since from a young age Thomas was supported and encouraged by his wealthy and altogether more respectable uncle Francis, a glover and alderman of Malmesbury. Francis watched over the boy’s education, helping to nurture a clearly prodigious intellect: by the time the fourteen-year-old Thomas won admittance to Magdalen College at Oxford, he had already translated Euripedes’ Medea from Greek to Latin. He so excelled at the university that when he graduated, he was recommended to the Earl of Devonshire as a tutor to the earl’s son (who was only three years younger than Thomas). From such a position Hobbes was free to continue his studies of the classics. In his early twenties he acted as secretary to Francis Bacon (1561–1626), whose interests ranged from natural science and philosophy to politics and ethics. During this time until Bacon’s death, Hobbes showed no evident inclinations toward science; but Bacon’s rational turn of thought left a clear imprint on his thinking.

It was not until 1629 that the forty-year-old Hobbes, a committed classicist, had his eyes opened to the power of scientific and mathematical reasoning. The story goes that Hobbes happened to glance at a book that lay open in a library, and was transfixed. The book was Euclid’s Elements of
Geometry, and Hobbes began to follow one of the Propositions. “By God, this is impossible!” he exclaimed, but was soon persuaded otherwise. As Hobbes’s contemporary, the gossipy biographer John Aubrey, tells it,



So he reads the Demonstration of it, which referred him back to such a Proposition; which proposition he read: that referred him hack to another, which he also read, and sic deinceps [so on], that at last he was demonstratively convinced of that trueth. This made him in love with Geometry.2



1.1 Thomas Hobbes was the first to seek a physics of society.
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Hobbes was deeply impressed by how this kind of deductive reasoning, beginning with elementary propositions, allowed geometers to reach ineluctable conclusions with which all honest and percipient people would be compelled to agree. It was a prescription for certainty.

The axioms of geometry are, by and large, statements that few people would have trouble supposing. They assert such things as “Two straight lines cannot enclose a space.” We can typically convince ourselves of their validity with simple sketches. Other fields of inquiry struggle to muster analogous self-evident starting points. “I think, therefore I am” may have convinced Descartes that, as an axiom, it is “so solid and so certain that all the most extravagant
suppositions of the skeptics were incapable of upsetting it”; but in fact every word of the sentence is open to debate, and it has none of the compelling visual power of geometry’s first principles.

Hobbes was sufficiently enthused to attempt geometry himself, but he was never a master of the subject. Through clumsy errors he persuaded himself that he had solved the old geometric conundrum of “squaring the circle” (something that was later shown to be impossible). But that was not his principal concern. In the 1630s, the tensions between Crown and Commons led Charles I to dissolve Parliament and embark on an eleven-year period of “personal rule.” In the midst of an unstable society, Hobbes wanted to find a theory of governance with credentials as unimpeachable as those of Euclid’s geometry.

This meant that he needed some fundamental hypothesis about human behavior, which in turn had to be grounded in the deepest soil of science. And there was one man who had dug deeper than any other. In the spring of 1636, Hobbes traveled to Florence to meet Galileo.

The fundamental laws describing how objects move in space are called Newton’s laws, since it was Sir Isaac who first formulated them clearly in his Principia Mathematica (1687). But the tallest giant from whose shoulders Newton saw afar was Galileo (1564–1642), who laid the foundations of modern mechanics. Galileo taught the world about falling bodies, which, he said, accelerate constantly as they descend (if one ignores the effects of air resistance). And with his law of inertia, Galileo went beyond the “common sense” view of Aristotle that objects must be continually pushed if they are not to slow down: on the contrary, said Galileo, in the absence of any force an object will continue to move indefinitely in a straight line at constant velocity.

Aristotle’s view is the commonsense one because it is what we experience in everyday life. If you stop pedaling your bicycle, you will eventually come to a standstill. But Galileo realized that this is because frictional forces act in nature to slow us down. If we can eliminate all the forces acting on a moving body, including gravity and friction, the natural state of the body is motion in an unchanging direction at unchanging speed. This was a truly profound theory, for it saw beyond the practical limitations of Galileo’s age to a beautiful and simple truth. (An air pump that could create a good vacuum and thus eliminate air resistance was not invented until 1654.)

Galileo’s law of inertia is without doubt one of the deepest laws of nature.
On meeting the great man, Hobbes became convinced that this must be the axiom he was seeking. Constant motion was the natural state of all things, including people. All human sensations and emotions, he concluded, were the result of motion. From this basic principle Hobbes would work upward to a theory of society.

What, precisely, does Hobbes mean by this assumption? It is, to modern eyes, a cold and soulless (not to mention an obscure) description of human nature. He pictured a person as a sophisticated mechanism acted on by external forces. This machine consists of not only the body, with its nerves, muscles, and sense organs, but also the mind, with its imagination, memory, and reason. The mind is purely a kind of calculating machine—a computer. if you will. Such machines were popular in the seventeenth century: the Scottish mathematician John Napier (1550–1617) devised one, as did the French philosopher and mathematician Blaise Pascal (1623–1662). They were mechanical devices for adding and subtracting numbers; and this, said Hobbes, is all the mind does too: “When a man Reasoneth, hee does nothing else but conceive a summe totall, from Addition of parcels: or conceive a Remainder, from Subtraction of one summe from another … For REASON … is nothing but Reckoning.”3 The body, meanwhile, is merely a system of jointed limbs moved by the strings and pulleys of muscles and nerves. Man is an automaton.

Indeed, Hobbes held that the ingenious mechanical automata created by some inventors of the era were truly possessed of a kind of primitive life. To him there was nothing mysterious or upsetting about such an idea. Others were less sanguine: the Spanish Inquisition imprisoned some makers of automata on the grounds that they were dabbling in witchcraft and back magic.

What impelled Hobbes’s mechanical people into action was not just external stimuli relayed to the brain by the apparatus of the senses. They were imbued also with an inner compulsion to remain in motion. For what is death but immobility, and which person does not seek to avoid death? “Every man …” said Hobbes, “shuns … death, and this he doth, by a certain impulsion of nature, no less than that whereby a stone moves downward.”4

Mankind’s volitions, therefore, are divided by Hobbes into “appetites” and “aversions”: the desire to seek ways to continue this motion and to avoid things that obstruct it. Some appetites are innate, such as hunger; others are
learned through experience. To decide on a course of action, we weigh the relevant appetites and aversions and act accordingly.

What Hobbes means by “motion” is a little vague, for he clearly does not intend to imply that we are forever seeking to run around at full tilt. Motion is rather a kind of liberty—a freedom to move at will. Those things that impede liberty impede motion. Even if a man sits still, the mechanism of his mind may be in furious motion: the freedom to think is an innate desire too.

What room is there in this mechanical description for free will? According to Hobbes, there is none—he was a strict determinist. Humans are puppets whose strings are pulled by the forces at play in the world. Yet Hobbes saw nothing intolerable in this bleak picture. After all, he believed that he had arrived at this basic, indisputable postulate about human nature by introspection, by considering his own nature. The first puppet he saw was himself: “Whosoever looketh into himself, and considereth what he doth, when he does think, opine, reason, hope, feare, &c, and upon what grounds; he shall thereby read and know, what are the thoughts, and Passions of all other men, upon the like occasions.”5


THE MECHANISTIC PHILOSOPHY

If we shudder at this concept of humanity today, it is partly because we regard mechanical, clockwork devices as crude and clumsy. There are now many materialist scientists and philosophers who believe that the brain is a kind of vast and squishy computer whose secrets reside in nothing more than the extreme interconnectedness of its billions of biological switches. This view of the brain as a superior version of our most advanced cultural artifact is neither unusual nor eccentric.

To the intellectuals of the seventeenth century the same was true of the clock, which as a reliable timekeeper was still a recent innovation. In that age there was nothing inelegant about a mechanical picture of humanity; on the contrary, it showed just how wonderfully wrought people were. Descartes said:



And as a clock, composed of wheels and counterweights. observes not the laws of nature when it is ill made, and points out the hours incorrectly, than when it satisfies
the desire of the maker in every respect; so likewise if the body of man be considered as a kind of machine, so made up and composed of bones, nerves, muscles, veins, blood, and skin, that although there were in it no mind, it would still exhibit the same motions which it at present manifests voluntarily.6



As above, so below. If mankind was a clockwork mechanism, so too was the universe. The planets and stars revolved like the gears of a clock, contrived by God the cosmic clockmaker. This set in train the debate about whether or not God’s skill had left him any cause to intervene in the world once it was “wound,” which culminated in an intemperate argument between Gottfried Leibniz and Isaac Newton (who seldom argued temperately).

And if the universe was a clockwork mechanism, the way to understand it was to take it apart, piece by piece: to apply the reductionist methodology of science. It was precisely this approach that Hobbes chose to use to analyze the workings of society; he would resolve it into its constituent parts and descry in their motions the simple causative forces. This was his intention in Leviathan’s precursor De Cive (On the Citizen), published in 1642, which contained many of the same ideas: “For everything is best understood by its constitutive causes. For as in a watch, or some such small engine, the matter, figure, and motion of the wheels cannot well be known except it be taken asunder and viewed in parts.”7

By this time Hobbes had joined other Royalist sympathizers in exile in Paris. He sensed what was in the air in England in 1640, when Charles I had been forced to reconvene Parliament in order to gather taxes to finance the suppression of rebellion in Scotland. So antiroyalist was the new “Short” Parliament, which had smoldered in banished discontent for eleven years, that the king rapidly dissolved it again, only to have to resurrect it once more when the Scottish army reached Durham on its march south. From there it was a downhill slide to the outbreak of civil war in 1642. Fearing that his political writings would draw censure (or worse) from the belligerent Short Parliament of 1640, Hobbes left for France.

Thus, although Hobbes had formulated most of his ideas on “civil governments and the duties of subjects” before the war began, its impending prospect lent his efforts some urgency. He had originally intended to write a three-part thesis that began with traditional physics, extended these ideas to the nature of humankind, and only subsequently developed a “scientific”
theory of government. But as he later explained, De Cive was hastened by circumstances: “My country some years before the civil war did rage, was so boiling hot with questions concerning the rights of dominion and the obedience due from subjects, the true forerunners of an approaching war; and this was the cause which ripened and plucked from me this third part.”8

In France, Hobbes joined the circle of mechanistic French philosophers whose acquaintance he had made during his earlier European trip in 1634–1637. Among them were Marin Mersenne (1588–1648) and Pierre Gassendi (1592–1655), colleagues of Descartes and two of the most enthusiastic supporters of the mechanical worldview. In this supportive environment Hobbes refined his theory of human nature and carried it through to deduce the consequences for civic structure. Leviathan was published in 1651, and Hobbes presented it in exile to the fugitive Charles II, to whom he had once taught mathematics. There was to be no one, Royalist or Roundhead, who was pleased by what it said.


THE UTOPIANS

Hobbes was not the first to imagine a utopia based on scientific reasoning. The governing philosophers of Plato’s Republic live simply and own no private property, but they have absolute power over the lower classes of soldiers and common people, with whom Plato is little concerned. His is a utopia for aristocrats only; the mob might as well be living in a totalitarian, if benevolent, state.

But the word utopia comes from the imaginary land devised by the scholar and lawyer Thomas More (1478–1535). In More’s book Utopia (1516), a sailor named Raphael Hythloday describes the eponymous island where he dwelt for five years after sailing there by chance. The meaning of the name is debated, but the common interpretation renders it as either “good place” or “no place.”

In More’s Utopia everything is ideal. There is no ownership: everyone lives in identical houses, but the houses are exchanged every ten years to dispel any notion that individuals own their homes. All people of the same sex are dressed alike, and their clothing is simple and immune to fashion. Everyone works—enough but not too much—and they are offered noncompulsory
educational lectures. All of the many religions are tolerated, and people live moderately and modestly. It is a vision on the one hand refreshingly liberal, equal, and just, and on the other terrifyingly bland and spiritless.

When Francis Bacon drew up his own version of the perfect society, he made science its linchpin. New Atlantis was a book he never finished; it was published, incomplete, the year after his death. The title harks back to Plato, who mentions the fabled lost civilization several times in his dialogues. But Bacon employs the same conceit as More: European sailors are driven off course in the Pacific Ocean and find themselves at the previously unknown island of Bensalem (a Hebrew word meaning “son of peace,” although the implication is that this is the “New Jerusalem”). It is a Christian society that dwells on Bensalem, welcoming, kind, and compassionate but also fiercely patriarchal and hierarchical. Central to the culture of Bensalem is Salomon’s House, an institution devoted to science and the acquisition of new knowledge. The scientists (Fathers) dress and act rather like priests, and have access to vast resources for research. There are laboratories where nature is not only examined but also imitated and manipulated. Artificial environments resembling mines reproduce the conditions in which metals and minerals are formed; new living species are devised and created. “Neither do we this by chance,” a Father explains, “but we know beforehand of what matter and commixture what kind of those creatures will arise.”9

Salomon’s House resembles in many ways a modern research institution, albeit one unfettered by any constraints on research ethics. Some might see in it the blueprint for biotechnological laboratories in which the stuff of life is cut up, spliced, and reconstituted. The Fathers take an oath of secrecy and reveal their inventions only if it suits them. One cannot imagine Bacon having much difficulty with the modern concept of gene patenting by private companies.

But Bacon’s Bensalem is essentially an arbitrary society—a vision of what its author considered desirable, and one devoted to, rather than derived from, scientific principles. This is why Hobbes’s Leviathan is original. He does not describe a society ready-made and shaped by his own preferences, but builds it up, with careful logic, from his mechanistic view of how humans behave.

We should take care with what we mean by that. Hobbes was not especially interested in psychology, or in deducing how people will respond to a
particular set of circumstances. He was pursuing a moral philosophy by asking whether a course of behavior is right. In this respect, the ground was prepared for him (and characteristically for the times, he does not acknowledge it) by the Dutch philosopher Hugo Grotius (1583–1645), whose Laws of War and Peace (1625) attempted to find the irreducible characteristics of human social existence. Grotius was not looking for scientific or mathematical laws as we would now understand them, but for “natural laws,” which again might be better regarded as natural rights. With ruthless efficiency, Grotius stripped society of its more pleasant features—benevolence, he said, is all very well, but it is not fundamental There are only two things that people have a natural right to exercise in the company of their fellows: an expectation that they will not be subjected to unwarranted attack, and the freedom to defend themselves if they are. So long as people confine themselves to self-preservation and refrain from injuring others without cause, society is possible. This, said Grotius, is the “State of Nature,” the most basic state of social existence. Civilization generally does rather better than that, encouraging courtesies and friendships and learning and the arts and so forth, but these are all optional extras, and society as such can exist without them.

Thus Grotius’s “minimal society” was a grim affair, and his concept of natural rights was not, as we might suppose today, a precondition of liberalism. But it was not at all obvious how even such a brusque, unfriendly society might be maintained. For who was to say when aggression was warranted and when it was not? If food is short, are you justified in killing your neighbor to preserve yourself? Are you justified in doing that preemptively, as an insurance policy against possible famine next year? Even if everyone agrees to recognize their fellows’ natural rights, social stability doesn’t necessarily follow, because there is no consensus about how to exercise them.

In the hierarchical societies of medieval Europe this seldom became a problem, because people were accustomed to the idea that they should do as they were told by their superiors. They might resent this inequality, but it was rarely questioned. By the Renaissance those certainties had broken down—partly because of changes to the structure of society, partly because of religious unrest and the Reformation, partly because humanism had exposed people to new ways of thinking and there was more awareness of the sheer diversity of societies past and present. Society suddenly seemed to lack foundational principles or agreed behavioral norms.


Hobbes realized that this relativism of opinions about how to exercise natural rights meant that in the end a “state of nature” was all about one thing: power.


HOW TO BUILD A COMMONWEALTH

The person without liberty is without power. Even the most humble and self-effacing of us wants a little power—to choose when we eat and sleep, where we live and with whom, what we may say and do. Many millions of people in the world lack some or all of these freedoms, but they are among those acknowledged internationally, in the Universal Declaration of Human Rights, as liberties that everyone deserves simply by virtue of being alive.

Hobbes defined power as the ability to secure well-being or personal advantage, “to obtain some future apparent Good.” People, he said, have some “Naturall Power” that enables them to do this, stemming from innate qualities such as strength, eloquence, and prudence. And they may use these qualities to acquire “Instrumentall Power,” which is merely “means and Instruments to acquire more”: wealth, reputation, influential friends.

So Hobbes’s model of society hinged on the assumption that people (if we say “men” we are not, in this context, being inaccurate) seek to accumulate power, up to a personal level of satiety that varies among individuals.

It is a cold-blooded prescription, for sure. The Scottish political scientist Robert MacIver has complained that it neglects all that is good and worthy in man: “Hobbes ignored all the social bonds that spread out from the life of the family, all the traditions and indoctrinations that hold groups of men together, all the customs and innumerable adjustments that reveal the socializing tendencies of human nature.”10

Doubtless that is so, and we may want to make the same complaint. The social historian Lewis Mumford condemns this kind of abstraction of society, saying that it reduces the individual to “an atom of power, ruthlessly seeking whatever power can command.”11 It has to be admitted that this is precisely what Hobbes intended.

Yet even the nineteenth-century Romantic Ralph Waldo Emerson seems to agree with the Hobbesian interpretation of human nature when he says “Life is a search after power.” And in any event, we can agree or disagree
with Hobbes’s wolfish view of humanity while nevertheless phrasing the valid question: Given these postulates, what follows? If men behave this way, what kind of society can arise and be maintained?

Power is relative: the true measure is the amount by which one man’s power exceeds that of the others around him. It follows, Hobbes said, that the quest for power is in fact a quest for command over the powers of other men. But how does one command the power of another? In the bourgeois market society that had come to dominate the cultural landscape of the mid–seventeenth century, the answer was simple: he buys it. One man pays another to act on his behalf and to submit to his will.

This does not necessarily mean, as it might sound, simply that a powerful man may hire others to act as bullies, henchmen, and mercenaries. Rather, Hobbes had in mind the way a rich merchant employs workers to make and distribute his goods, or a craftsman takes on assistants to execute a contract. Yet his formulation is as icy as his model of man as machine: “The Value, or WORTH of a man, is as of all other things, his Price; that is to say, so much as would be given for the use of his Power.”12 It is the ethic of the free market: buy out the competition.

It is not obvious that a society in which appetites for power vary need in itself be an unsettled one: those with moderate ambitions might be happy enough to work for those with stronger desires. But Hobbes maintained that some men’s appetites know no limits. Such power-hungry individuals destabilize a society in which less ambitious men might otherwise labor in harmony. “I put for a generall inclination of all mankind,” he said,



a perpetuall and restlesse desire of Power after power, that ceaseth only in Death. And the cause of this, is not alwayes that a man hopes for a more intensive delight, than he has already attained to; or that he cannot be content with a moderate power: but because he cannot assure the power and means to live well, which he hath present, without the acquisition of more.13



And so all are sucked into a perpetual power struggle. Unchecked, this leads to Hobbes’s own vision of a State of Nature, in comparison with which Grotius’s version—a crabbed, surly society—might sound positively idyllic. It is as bleak and frightening as you can get.

Without any law or law enforcers, every man is open to violent exploitation by others. When everyone seeks to dominate his neighbor without restraint,
says Hobbes, there is “no place for Industry … no Culture of the Earth … no Knowledge of the face of the Earth … no Arts; no Letters; no Society; and which is worst of all, continuall feare, and danger of violent death; And the life of man, solitary, poore, nasty, brutish, and short.”14

Who would not do all he could to escape such a state? But to proceed logically to a better way, Hobbes found it necessary to introduce two more postulates, which he elevated to the status of Laws of Nature. The first says that a man will not seek actively to harm himself or endanger his life, or to overlook ways of making it safer. Reasonable enough at first glance, this in fact accords us extraordinary percipience in seeing the consequences of the actions we choose, so that we will always make the choice most favorable to our self-preservation. But the second law is still more debatable: “That a man be willing, when others are so too, as farre-forth, as for Peace, and defence of himselfe he shall think it necessary, to lay down this right to all things; and be contented with so much liberty against other men, as he would allow other men against himselfe.”15

In other words, men will, as a corollary of their instinct for self-preservation, be prepared to suppress their exploitative impulses and cooperate with one another. Only thus can peace and stability be brought to the State of Nature.

But cooperation is not enough. For men’s unceasing appetite for power will make them liable to defect from this contract the moment they see any advantage in doing so. We shall see later that Hobbes here essentially formulates, three hundred years ahead of time, one of the most influential behavioral dilemmas of the modern era.

The solution, he reasons, is for men not simply to give up some of their natural rights to do as they please, but to transfer these rights to some authority that is then granted the mandate to impose the contract—by force if necessary.

In whom should this authority reside? Hobbes felt that it did not greatly matter, so long as the authority was there. His fundamental postulates assume a degree of equality among men rarely voiced in seventeenth-century Europe: in the State of Nature, no man’s status is greater than another’s, although some have the advantage of greater “Naturall Power.” But then the community elects some individual and confers on him absolute power. In effect they choose a monarch and thenceforth defer to him or her without question.

This resolution is a peculiar mixture, for it amounts to the creation of a despotism by democratic means out of an anarchic state. Hobbes admits that
the supreme authority could conceivably be an elected body, not an individual—a Parliament, in effect. But he suspects (and who can dispute it?) that with more than one head of state, internal power conflicts will arise sooner or later.

The powers of Hobbes’s elected monarch are absolute, stopping only at the right of individuals always to preserve their own lives. It is up to the sovereign, once elected, to decide how much of each man’s power he must enlist to maintain the social contract. Even to a tyranny, says Hobbes, citizens owe an obligation of duty and submission.

At the same time, this absolutism unites people into a cohesive unit, a Commonwealth: the Leviathan. It was a curious name to give to a supposedly desirable state of society—almost as though Hobbes positively wanted his readers to envisage a dreadful, oppressive regime. Leviathan is a fearsome sea creature mentioned in the Book of Job:



If you lay a hand on him, 
You will remember the struggle and never do it again! 
Any hope of subduing him is false; 
The mere sight of him is overpowering … 
When he rises up, the mighty are terrified; 
They retreat before his thrashing … 
Nothing on earth is his equal—
A creature without fear. 
He looks drown on all that are haughty; 
He is king over all that are proud.16



The message is plain—you disobey Leviathan’s laws at your peril.

Yet because it has freely elected to be governed this way, the population in some sense shares in the political structure that results. Leviathan is thus “one person, of whose acts a great multitude … have made themselves every one the author”17—an image reinforced by the dramatic frontispiece to the first edition of the book, probably prepared by the artist Wenceslas Hollar (Figure 1.2). In personifying the State in this way, Hobbes was following a long tradition: in the fourteenth century, the Bishop of Rochester, Thomas Brinton, identified the prince as the head of the “body politic” and the laborers as the feet. Others took delight in anatomizing every member of society, from priests (chest or ears) to merchants (thighs) to judges (ribs).

The justification for the Leviathan, says Hobbes, is “the Convenience, or Aptitude to Produce the Peace, and Security of the People.” One can deplore
his proposed means of achieving these aims, but the objectives themselves are nevertheless enshrined in all democracies today. In explaining how a mass of selfish individuals can unite to create a sovereign nation, Hobbes gave form to the modern idea of the State. More than this, even: according to historian Frederick Nussbaum, “Hobbes discovered society.”18

And thus Thomas Hobbes believed he had proved monarchy to be the best system of rule, using science and reason alone. He felt that those nations that had enjoyed prolonged civic stability, such as Imperial Rome, had by good luck or judgment hit on the ideal solution that science now revealed with inexorable logic. “The skill of making, and maintaining Commonwealths,” he said, “consisteth in certain Rules, as doth Arithmetique and Geometry; not (as Tennis-play) on Practise onely.”19

1.2 Hobbes’s Leviathan is a sovereign who makes society cohere into a Commonwealth—by rule of the sword, if necessary. “The only way,” says Hobbes, “to erect such a Common Power, as may be able to defend [people] from the invasion of Forraigners, and the injuries of one another … is, to all their power and strength upon one Man … that may reduce all their Wills, by plurality of voices, unto one Will … This done, the Multitude so united in one Person, is called a COMMONWEALTH, in latine CIVITAS. This is the Generation of that great LEVIATHAN, or rather (to speak more reverently) of that Mortall God, to which wee owe under the Immortall God, our peace and defence.”


[image: e9781466806832_i0003.jpg]




A CALCULUS OF SOCIETY

One might think that Charles II would have been pleased with a treatise claiming to prove scientifically that kings were the best rulers. But he was not at all happy with Leviathan, for it proposed that the king comes from the ranks of ordinary men and is instated arbitrarily by election of the masses, like a common parliament! Whereas it was well known that kings ruled by divine decree, deriving their authority not from some social contract but from a heavenly one. To the Royalists, the book was pure treason.

There was no comfort here for supporters of the parliamentary system either. Hobbes’s supreme authority, whether an individual or a collective body, subsequently had the right to decide who would succeed it—democracy is exercised once and then relinquished. And to make matters worse, Leviathan offended the devout by lambasting those nations which “acquiesce in the great Mysteries of Christian Religion, which are above Reason.”20 This was deemed by many to be a declaration of atheism. Hobbes endeared himself to no one.

So it was a dangerous game that Hobbes now played. In the winter of 1651–1652, shortly after his book appeared, he retreated from the hostility of the exiled Royalists and returned to Cromwell’s England, where the desire for peace and stability under the Protectorate had introduced a degree of tolerance. Hobbes made friends within the new regime, and he fitted in quietly enough until Charles II was restored to the throne in 1660. If there was one thing the Royalists, new and old, disliked more than Hobbes’s political philosophy, it was his views on religion. He had become widely regarded as an atheist, especially by the dominant Anglican Royalists, and he might well have faced imprisonment if the bill to make Christian heresy a criminal offense had been passed by Parliament in 1666. The threat was ever present for the remainder of Hobbes’s lifetime; but in spite of this, and decades of ill health notwithstanding, he survived to the truly venerable age of ninety-one.

No nation chose to put the advice in Leviathan into practice. Indeed, according to the historian Richard Olson, “because they seemed to inspire both immorality and revolution, Hobbes’s theories were generally feared and detested by all respectable persons.”21 To the Scottish philosopher David Hume, “Hobbes’s politics are fitted only to promote tyranny, and his ethics to encourage licentiousness.”22 But because his ideas were argued with such compelling force and precision, they posed a challenge to all subsequent political
philosophers. You could be appalled by Hobbes, but you could not ignore him.

Above all, Leviathan established the idea that there was room for reason in politics. Previous utopias were not deductive; their validity was simply asserted. In general they sought either to shore up the status quo or to portray a society conjured into existence from the author’s imagination, with no explanation of how things got to he that way. The Leviathan, on the other hand, was at least ostensibly the product of mechanistic science. It was not something to be celebrated, but was a necessary evil, the only alternative to grim anarchy.

The social contract proposed by Hobbes might sound like a forerunner of those advocated by John Locke (1623–1704) and Jean-Jacques Rousseau (1712–1778), but it is instead the reverse. To Locke and Rousseau, the power conferred upon the head of state comes with an obligation to serve the interests of the populace; for Hobbes, the common people are contracted to serve their ruler. For Hobbes, the principal fear was of anarchy; for Locke it was the abuse of power, which is why he saw the need for safeguards to avoid absolutism.

But although apparently a proponent of autocracy, Hobbes also provides arguments that can be used to support both bourgeois capitalism and liberalism. Although he expressed an aversion to the way the mercantile society bred men whose “only glory [is] to grow excessively rich by the wisdom of buying and selling,” which they do “by making poor people sell their labour to them at their own prices,”23 he saw bourgeois culture as largely inevitable, and sought a system that would accommodate its selfish tendencies without conflict. To this end he left it to the market to assign the value of everything, people included: “The value of all things contracted for, is measured by the Appetite of the Contractors: and therefore the just value, is that which they be contracted to give,”24 This free-market philosophy found voice in Adam Smith’s Wealth of Nations in the following century. Those in Britain and the United States (and indeed elsewhere) who lived through the 1980s will recognize it as an attitude that did not wane with the Age of Enlightenment.

A political scientist taking a chronological approach would chart the trajectory of Hobbes’s thought via Locke to later thinkers who believed there could be such a thing as a “calculus of society.” Along this path we would
uncover Jeremy Bentham’s utilitarianism in the late eighteenth century, an attempt to harmonize the individual’s pursuit of personal happiness with the interests of society. Bentham, like Locke, believed that reason alone could show how this might be achieved. His solution was the “greatest happiness” principle, which would guide society to an optimal state in which the sum total of human happiness was as large as it could possibly be, given the conflicts of interest that inevitably arise when each person seeks his or her own advantage. Bentham’s utopia was quite different from Hobbes’s: a democracy with equality for all, including votes for women. Bentham and the Philosophical Radicals, who included John Stuart Mill, paved the way for the socialism of Karl Marx. Marx, of course, was also determined to formulate a “scientific” political theory, one that in his case was strongly (and misguidedly) influenced by Darwinism.

And so we might go on. But I shall not. These theories indeed seek a foundation in rationality, and we shall revisit them from time to time. But they are not scientific in the way that the real topic of this book is scientific. There are few political thinkers who have defined a social model with the logical precision of Hobbes, and none who have carried those precepts through to their conclusions in a truly scientific, rather than suppositional way. This is not by any means to denigrate such models; rather, it is simply to say that their approach is different. Political theorists tend to concern themselves with what they think ought to be; scientists concentrate on the way things are. The same is true of the new physics of society: it seeks to find descriptions of observed social phenomena and to understand how they might arise from simple assumptions. Equipped with such models, one can then ask what we would need to do in order to obtain a different result instead. Decisions about what is desirable should properly be in the realm of public debate—they are no longer scientific questions. In this sense, the science becomes, as it should be, a servant and guide, and not a dictator.

How is it that physics has come to have the confidence, perhaps even the arrogance, to venture into social science? No one in recent decades has set out to construct a physics that would be capable of this. It just so happens that physicists have realized they have at their disposal tools that can be applied to this new task. These tools were not developed for that purpose; they were first developed to understand atoms.

Carolyn Merchant, in her book The Death of Nature (1983), argues that
the rise of mechanistic, atomistic philosophy in the seventeenth century sanctioned the manipulations and violations of nature that continue to blight the world today. The Utopian society envisaged by Thomas Hobbes, in which people are little more than automata impelled this way and that by mechanical forces and where scientific reasoning is the arbiter of social justice, sounds like a chilling place to live. It is hard to imagine how any model of society that regards the behavior of individuals as governed by rigid mathematical rules can offer us a vision of a better way to live, rather than a nightmarish Brave New Would.

That. I suspect, is the instinctive objection that many will have to the notion of a “physics of society.” But I hope to show that the new incursion of physics into the social, Political, and economic sciences is not like this. It is not an attempt to prescribe systems of control and governance, still less to bolster with scientific reasoning prejudices about how society ought to be run. Neither does it really imagine that people are so many soulless, homogeneous effigies to be shuffled this way and that according to blind mathematics. Instead, what physicists are now trying to do is to gain some understanding of how patterns of behavior emerge—and patterns undoubtedly do emerge—from the statistical melée of many individuals doing their own idiosyncratic thing: helping or swindling one another, cooperating or conflicting, following the crowd or blazing their own trail. By gaining such knowledge, we might hope to adapt our social structures to the way things are rather than the way some architect or politician or town planner thinks they ought to be. We might identify modes of organization that fit with the way we actually and instinctively behave.

These are potential practical benefits of a genuinely inquisitive physics of society, but from such efforts emerges a broader message too. The message is this: collective actions and effects are inevitable. No matter how individualistic we like to think we are, our deeds are often the invisible details of a larger picture. This is not necessarily a description of impotence. Environmentalists and other activists like to entreat us to “think globally, act locally.” But the physics of society shows that the reverse can take effect too: by concerning ourselves with nothing more than how we interact with our immediate neighbors, by “thinking locally,” we can collectively acquire a coherent, global influence. The consequences of that—good or bad—are worth knowing.


No scientific theory will show us how to build a utopia, but the search for a physics of society will benefit from our acknowledging the lessons of those quixotic attempts, like that of Thomas Hobbes. to do so in the past. These efforts to create a rational utopia show us the dangers of such a rigid program. Science provides not prescriptions but descriptions. With such understanding, we might hope to make our choices with clearer vision.
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THE MECHANICAL PHILOSOPHY OF MATTER

 


 


 


 


 


Nature, it seems, is the popular game
 for milliards and milliards and milliards
 of particles playing their infinite game
 of billiards and billiards and billiards.

—Piet Hein (1966)

 


The Boltzmann is magnificent. I have almost finished it. He is a masterly expounder. I am firmly convinced that the principles of the theory are right, which means that I am convinced that in the case of gases we are really dealing with discrete point masses of definite size, which are moving according to certain conditions … . This is a step forward in the dynamical explanation of physical phenomena.

—Albert Einstein (1900)

 


I have endeavoured to show that it is the peculiar function of physical science to lead us to the confines of the incomprehensible, and to bid us behold it and receive it in faith, till such time as the mystery shall open.

—James Clerk Maxwell (1856)

 


 


 


Laws make life simpler, and that can be a liberating thing. Immanuel Kant realized this when he said, “Man is free if he needs to obey no person but solely the laws.”1

It is not a trivial matter that science has come to use legal terminology to describe regularities in nature. “I’m arresting you for breaking the laws of physics,” says the policeman to the levitating man in a cartoon. Like many good jokes, this one reveals the snares that language sets. We can break society’s laws if we dare; but the laws of physics do not need enforcing, for they are inviolable.

If the Enlightenment enthusiasm for a mechanistic philosophy looks naïve
to us now, let us not forget what it offered. Such “natural laws” as Aristotle divined were hardly simplifications; often they were mere tautologies. Objects fell to earth because they had a downward tendency. The sun and moon followed their arcs across the sky because heavenly bodies had a circulating tendency. In contrast, Newton’s law of gravity rationalized both why cannonballs fall and why the moon does not. It condensed pages of astronomical data into a concise, simple formula. It helped to fit disparate observations into a single framework. And beyond all this, it suggested that humankind can understand, and not just experience, the hows and whys of existence.

The mechanical laws of Galileo and Newton hold true for planetary orbits and for motes of dust, for a falling apple and a falling star. They are deep and elegant truths, so far as truth can ever be discerned, about the way the universe works. Maybe we can therefore forgive Hobbes and his contemporaries their propensity to use mechanics to explain everything—even the mysteries of the human mind. But in the two centuries that followed the publication of Leviathan, delight in mechanics did not diminish. On the contrary, scientists saw ever more reason to believe that they had grasped the central governing principles. of all matter and that explanations for all phenomena simply required the right mechanical description.

It is this account of matter at the fundamental level, hatched in the nineteenth century, that underpins the physics of society. In this chapter we shall see where it came from and what it consists of. It is a theory that invokes many players, and each of them is too small to see. That the whole world can be constructed from a small variety of atoms is an astonishing thing. Understanding what they do when they get together is one of science’s greatest triumphs. But no one could have expected this understanding to lead where it has.

PIECES OF EVERYTHING

As the fundamental, irreducible constituent particles of all things, atoms (meaning “uncuttable”) were postulated around 440 B.C. by the Greek philosopher Leucippus. His pupil Democritus worked out the implications of the hypothesis in great detail. The idea of atoms led to controversy about whether or not there was space (void) between the particles. Anaxagoras (c. 500–428 B.C.) dismissed the notion of void, but Epicurus (341–270 B.C.) questioned how anything could move if all space were packed full of atoms.


 Democritus’s atomism fell out of favor for two millennia, largely because Aristotle did not like it. Medieval theologians rejected the hypothesis because it could not be accommodated with the Christian notion of transubstantiation. Interest was revived in the fifteenth century by the rediscovery of the poem De rerum natura (On the Nature of Things) by the Roman philosopher Lucretius (99–55 B.C.), a follower of the atomistic doctrine of Epicurus.

Galileo, Francis Bacon, Pierre Gassendi, and Isaac Newton believed in atoms, but many other great thinkers did not. While accepting that matter might be made up of small particles, René Descartes saw no reason to assume they could not be divided indefinitely. He asserted that they were borne along like grains of dust in swirling vortices of some all-pervading fluid.

It was generally agreed that the microscopic realm was a world in motion, which implied that mechanics could be used to understand the everyday properties of matter. The idea was first enunciated clearly by Daniel Bernoulli (1700–1782), a mathematician of Flemish descent born in Basel, Switzerland. In 1738 he proposed that gases are composed of tiny particles rushing around and colliding. The pressure exerted by a gas—on the side of an inflated balloon, say—was the result of all the little impacts of the particles hitting the surface.

In 1763 a Serbian Jesuit named Roger Joseph Boscovich (1711–1787) identified the ultimate implication of this mechanical atomic theory. One of the crucial aspects of Isaac Newton’s laws of motion is their predictive capability. If we know how an object is moving at any instant—how fast, and in which direction—and if, furthermore, we know the forces acting on it, we can calculate its future trajectory exactly. This predictability made it possible for astronomers to use Newton’s laws of motion and gravity to calculate, for example, when future lunar and solar eclipses would happen.

Boscovich realized that if all the world is just atoms in motion and collision, then an all-seeing mind



could, from a continuous are described in an interval of time, no matter how small, by all points of matter, derive the law [that is, a universal map] of forces itself … Now, if the law of forces were known, & the position, velocity & direction of all the points at any given instant, it would be possible for a mind of this type to foresee all the necessary subsequent motions & states. & to predict all the phenomena that necessarily followed from them.2




That is to say, a mathematician with godlike omniscience could deduce the rest of history, for ever and ever, from a mere moment in time. Compared with Hobbes’s version of determinism, in which people are automata moving at the insistence of mechanical forces, this is an altogether more constraining straitjacket for the world. Nothing is unknown or uncertain and there is no deviation from the inevitable play of forces. The fact that no human mind could possibly make such an astronomical calculation is irrelevant: in Roscovich’s view, the future was already defined by the present. The eminent French mathematician Pierre-Simon Laplace (1749–1827) made a similar statement in 1814, which, like its author, is far better known. For such an awesome intelligence, said Laplace, “the future, like the past, would be present before its eyes.”3 Mechanism, it seemed, had banished free will.


DISSIPATION AND DEATH

The implications of a mechanical universe were not just philosophical. With the Industrial Revolution in full swing at the dawn of the nineteenth century, there were pressing practical matters for scientists to address. In a short life terminated prematurely by cholera, the French scientist Nicholas-Léonard-Sadi Carnot (1796–1832) busied himself with one of the most important of these problems: how to optimize the fuel efficiency of a steam engine.

What was true of power generation in Carnot’s time is largely true today: extracting work from an engine means generating heat and letting it flow. Think of a coal-fired gas turbine. Heat produced by burning fuel is transferred from the burner to the gas. The hot gas expands, the pressure rises, and a jet is released that drives the rotating blades of the turbine. The rotation turns an electromagnet, creating electricity in the coils. The steam engine, workhorse of the Industrial Revolution, likewise used the expansion of a hot gas: water vapor.

But what, exactly, is heat? In the late eighteenth century many eminent scientists agreed that it was a physical substance called caloric, which flows from hot to cold. The American scientist Benjamin Thompson (later Count Rumford, 1753–1814) thought otherwise. Heat, he suggested, is the random motion of atoms in collision. It is not the product of such motions—the frictional heating caused by the atoms’ surfaces rubbing together. No, it must be
identified with these motions themselves. A substance heats up when its atoms are made to juggle more furiously—for example, as a result of atomic collisions when the substance comes into physical contact with another material in which the motions are already very lively.a Carnot agreed with this proposal: “Heat is then the result of a motion,”4 he wrote in 1824. The mechanical world of atoms had rationalized an old mystery.

Engineers needed to capture some of this microscopic motion and turn it into the motion of railway carriages, factory machinery, and pumps. Carnot realized that this was contingent on getting heat to flow from a hot body to a cooler one. He deduced a general theory for calculating how much of this heat flow can be converted to useful work—the conversion is never perfect, because some heat energy is inevitably squandered—and how this depends on the difference in temperature between the hot heat source and the cold heat sink.

To develop his argument, Carnot considered an engine in which heat flow allowed a gas to expand (when heated) and contract (when cooled), driving a piston in a cyclic process now known as the Carnot cycle. His analysis laid the cornerstone of a new discipline called thermodynamics—literally, “heat movement.”

Most people who have encountered thermodynamics blanch at its mention, because it is an awesomely tedious discipline both to learn theoretically and to investigate experimentally. This is a shame, because it is also one of the most astonishing theories in science. Think of it: here is a field of study initiated to help nineteenth-century engineers make better engines, and it turns out to produce some of the grandest and most fundamental statements about the way the entire universe works.b Thermodynamics is the science of change, and without change there is nothing to be said.

Thermodynamics, like Newton’s theory of motion, has three laws. The third is hardly worth knowing unless you are a physicist; the first two should be engraved in the mind of anyone who wants to understand science.

The First Law is the easiest: energy is never destroyed but only transformed.
Photovoltaic panels gobble up the energy of sunlight, and turn it—some of it, never all—into electrical energy. (Most, alas, is wasted as heat.) In a turbine, heat is transformed into the energy of motion (called kinetic energy) of the turbine blades, and then to electrical energy. Thus the universe conserves its energy. Only when heat was identified as the movement (kinetic energy) of atoms could this law be properly formulated.

The Second Law is more remarkable, and some scientists believe we still don’t fully understand it. A testament to its importance is C. P. Snow’s famous (albeit perhaps overblown) complaint in his book The Two Cultures:



A good many times I have been present at gatherings of people who, by the standards of the traditional culture, are thought highly educated and who have with considerable gusto been expressing their incredulity at the illiteracy of scientists. Once or twice I have been provoked and have asked the company how many of them could describe the Second Law of Thermodynamics. The response was cold: it was also negative. Yet I was asking something which is about the scientific equivalent of: Have you read a work of Shakespeare’s?5



There are several ways of expressing this law. When the German physicist Rudolph Clausius (1822–1888) first did so in 1850, he said something along the lines that heat always flows from hot to cold. As anticlimaxes go, this is a pretty damp squib. But what he really meant was that there exist processes that go only one way—which are, in other words, irreversible. Water does not flow uphill, and neither, figuratively speaking, does heat.

This seemingly innocuous statement is really the secret of all change. If there are irreversible processes, then time has an arrow, a singular direction defined by such processes. The Second Law connects to our perception that we are always moving forward in time, never back.

But Clausius did not let it go at that. He contrived the concept that enabled a mathematical theory of change and irreversibility: entropy. Entropy crops up in thermodynamics as a rather abstract quantity, but one can in fact measure it just as one can measure the heat released during a chemical reaction. Crudely speaking, entropy is a measure of the amount of disorder in a system; I shall sharpen this definition shortly. The Second Law reduces to the statement that in all processes of spontaneous change (such as heat flowing from hot to cold), entropy increases.

In 1852, William Thomson (later Lord Kelvin, 1824–1907) noticed
something peculiar about the way energy gets transformed. There is, he said, “a universal tendency in nature to the dissipation of mechanical energy.”6) What he meant was that some energy is always “wasted” as heat (that is, random atomic motion). Think of that rotating turbine, in which friction warms up the bearings. It is hard to win back any useful energyc from this heat, which leaks away into the surroundings. In 1854 the German physicist Hermann von Helmholtz (1821–1894) perceived the consequences of this inevitable dissipation: the universe would end up as a uniform, tepid reservoir of heat. No further change would then be possible because there was nowhere colder for the heat to flow. Thus, he said, the universe would ultimately die a “heat death.” In the behavior of steam engines we can read the fate of all creation.


THE DANCE OF PROBABILITY

Right from the inception of thermodynamics, scientists wanted to know where its rules came from. If all the world is just atoms in motion, each of them obeying Newton’s laws, should it not be possible to deduce the thermodynamics laws just by considering all those invisible collisions?

Daniel Bernoulli began that quest with his explanation of gas pressure. An Englishman named John Herapath (1790–1869) wondered what manner of motions would be required to account for the pressure a gas exerts, and he calculated that the gas particles (atoms or molecules, which are small clusters of atoms) have to be traveling at speeds of something like two kilometers per second.

The pressure of a gas can be altered by changing its temperature. If you heat up a gas in a sealed vessel—that is, in a fixed volume of space—its pressure increases. This is why aerosol cans explode if thrown into a fire. If, on the other hand, the volume isn’t fixed—if the walls of the vessel are movable—then a hot gas expands. This is what drives the piston in Carnot’s cycle. In other words, the three characteristics of a gas—its temperature, pressure, and volume—are rather like the notorious trio one encounters in
engineering or business: cost, speed, and quality. That’s to say, if you specify any two of them, you have no say over the third: it is decided for you. We can arrange for a gas to have a particular temperature and pressure; but then the volume (or equivalently the density—the number of molecules in a given volume of space) is preordained. Another way of saying this is that if we keep one of the trio constant, there is a mathematical relationship between the other two. At fixed volume, for instance, the pressure of a gas is proportional to its temperature.

These relationships between the temperature, pressure, and volume of a gas—the so-called gas laws—were studied in the seventeenth century by Robert Boyle. Nearly a century later, Boyle’s investigations were refined by the Frenchmen Jacques Charles (who made the first hydrogen balloon flight, in 1783) and Joseph-Louis Gay-Lussac.

The challenge was to see whether the gas laws could be derived from a mechanical model in which atoms are like billiard balls moving in straight lines until they collide with one another. Rudolph Clausius laid much of the groundwork for this so-called kinetic theory of gases in the 1850s; but it was brought to fruition mostly by one man, the Scottish physicist James Clerk Maxwell (1831–1879) (Figure 2.1).

2.1 James Clerk Maxwell, whose introduction of statistical ideas into the atomic theory of gases was just one of his major contributions to science. He also clarified the nature of color, pioneered color photography, and unified all electromagnetic phenomena in a single theory.
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When a snooker player strikes a hall, it is not difficult to calculate what its motion will do to the other halls on the table. But in a single thimbleful of air there are about 10 billion billion atoms. We cannot possibly know how they are all moving at any instant; and even if we did, the task of calculating how the motion would be altered by collisions in the next instant, and the next, is imponderable. So how can we hope to account for everyday behavior, as described by the gas laws, starting from “first principles,” from atomic motions?

Maxwell’s key insight was that we do not need to know all the details. What is important is not the precise trajectory of every gas particle but their average behavior. He pictured a swarm of bees, all buzzing about furiously in the air while the swarm itself hovers as a stationary mass, because on average the bees are no more likely to be flying in one direction than another.

All that matters about the motions of the gas particles, said Maxwell, are two things: how fast, on average, each particle is moving—which determines their average motional (kinetic) energy—and how broad is the spread in speeds on either side of that average. Maxwell intuited that the distribution of speeds resembles the kind of bell-shaped curve you see in statistical surveys of the poputation—for example, of the average wage. We shall see in the next chapter that this intuition owed a great deal to a nascent science of society.

Maxwell’s curve, indicating how many gas particles are moving at each speed, rises smoothly from low speeds, hits a peak at the average, and then tails off smoothly toward high speeds (Figure 2.2). This distribution shows that rather few particles have speeds much higher than the average. As the Welsh physical chemist Emyr Alun Moelwyn-Hughes once prophetically put it, “Energy among molecules is like money among men. The rich are few, the poor numerous.”7

2.2 Maxwell’s probability distribution for the speeds of particles in a gas. As the gas gets hotter, the peak shifts to higher velocities and gets broader and flatter.
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 The average speed of the particles depends on how much kinetic energy the gas as a whole contains. Pump in more energy—heat the gas up—and the average rises: the peak of Maxwell’s distribution shifts to higher speeds. But another thing happens too: the bell curve gets flatter and broader, transforming from a tall, steep-sided pinnacle to a lower, more gently sloping hillock. That is to say, the spread of speeds gets wider. (Whether pumping more “energy” into an economy has the same effect on the distribution of wealth is another matter.)

Maxwell’s gas does not in fact behave quite like a swarm of bees staying stationary in the air. The particles, unlike the bees, are constantly colliding. This means that their direction of motion is constantly changing, essentially at random. Yet even though each particle moves at random and there is no overall preference for movement in any direction, this does not mean that the particles stay clumped in a swarm. Particles moving at random do actually get somewhere, rather than forever meandering about a fixed position. Their erratic paths take them gradually farther from this point, but in a random direction. This is called a random walk, and physicists like to compare it to the path of a drunken man staggering uncontrollably toward no particular destination (Figure 2.3). A particle moving this way is said to be diffusing.

Because of diffusion, a cluster of particles released into the air will gradually expand outward in all directions, rather like an ink droplet dispersing in a glass of water. In the same way, two different gases filling adjacent con-partments in a box will gradually mix if the partition between them is removed. Maxwell’s mathematical analysis allows one to calculate how rapidly a particle moves by diffusion. This is considerably slower than the particle’s actual speed because it takes a highly circuitous route to get from A to B.

2.3 A particle bouncing between collisions in a gas executes what is called a random walk, drifting gradually farther from where it began.
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 It was by observing random walks that scientists finally reached a consensus on the existence of atoms. Maxwell’s theory was predicated on the idea that gases are composed of atoms and molecules; he even used it, in 1873, to calculate the sizes of molecules, predicting that a hydrogen molecule is 0.0000006 millimeters across. (His estimate was off only by a factor of about three.) But no one had actually seen atoms, and even at the end of the nineteenth century some scientists still refused to countenance them. Ernst Mach, a highly influential German physicist, regarded it as poor science to accept the existence of anything inaccessible to direct experience, and so preferred to withhold judgment on the atomistic theory.

But in 1905 Albert Einstein published a seminal paper in which he showed that by assuming gases to be composed of invisible particles (atoms or molecules) executing random walks, one could explain the hitherto mysterious phenomenon of Brownian motion.

Robert Brown was a great botanist, but he had no intention of pronouncing on physical theory. When in 1828 he first saw pollen grains dancing wildly under the microscope as they hung suspended in water, he thought at first that this activity revealed the fundamental “active force” of life, embodied in the old hypothesis of vitalism. He later discovered that unambiguously “dead” grains, including (bizarrely) fragments of the Egyptian Sphinx, behaved the same way, and the various explanations for the movement proposed in the nineteenth century dispensed with these vitalistic notions. Einstein’s theory was, however, the first to account convincingly for Brown’s observations. Einstein supposed that the tiny pollen grains were small enough to be deflected by collisions with individual molecules of water,d even though the grains were microscopically visible and the molecules were not. Einstein’s paper was the first thorough treatment of diffusion, and it
made several predictions about Brownian motion that the physicist Jean Perrin verified in a series of extremely precise experiments in 1908. Perrin won the Nobel Prize for physics in 1926, and for validating a theory over two millennia old, that seems fair reward.


FAITH IN NUMBERS

Maxwell’s contribution to the kinetic theory of gases is central to the kind of physics with which most of this book will be concerned. He had made physics statistical, saying that what matters when we are dealing with huge numbers of virtually identical moving objects is not the detailed behavior of individuals but the average motions, as well as the extent of deviation from those averages. Anyone interested in broadscale human behavior will be familiar with this notion. Demographers do not need to know that Eric Baggins was born on March 6, 1969, but merely what the annual birthrate was. Traffic planners don’t care that Mary Parker drove to the Pocono supermarket on Tuesday morning, but ask simply how many cars use Route 209 in the course of a typical day. These statistics become more reliable as the size of the census increases. If we are asking about the behavior of a lump of matter you can hold in your hand, we are typically dealing with billions of billions of molecules, and the statistical behavior is utterly reproducible from one experiment to another. In other words, for example, for two jars of identical gas at the same temperature the Maxwellian distribution of velocities is absolutely identical.

Along with the introduction of statistics comes the notion of probability. Maxwell’s distribution tells us nothing exact about the speed of any particular gas molecule. Instead, it tells us the probability that a particle selected at random will have a particular speed. The most probable speed is the average speed;e there is a low probability that it will be much faster or much slower than this. It is indeed extremely convenient that statistics are enough for us to account for the behavior of gases, for even with modern instruments we could not gather detailed information on every gas particle.


 Maxwell evinced a certain uneasiness about his kinetic theory, since he recognized that it broke with the mechanistic tradition of using Newton’s laws of motion to deduce the exact trajectories of a system’s components, as one does, for example, to explain planetary motions. This was, in other words, a new way of doing science. Maxwell realized that the theory had profound philosophical implications, and as we shall see later, he may not have risked publishing it had there not already been good precedent.

Maxwell’s “probability distribution” of the speeds of gas particles was a seminal contribution to the kinetic theory, but the truth was that he deduced it using a strong dose of informed guesswork rather than exact mathematics. The job was done more rigorously by a troubled Austrian physicist named Ludwig Boltzmann (1844–1906).

As someone employed regularly to scan the scientific literature for news stories, I have come to appreciate that any paper with a title that begins “Further researches on …” should be passed over with alacrity. It tends to be science-speak for “the odds and ends we did not think worth pursuing in our last paper.” So it is humbling to be reminded that had I taken this attitude in 1872, I would have missed one of the most explosive papers of the century. In “Further researches on the thermal equilibrium of gas molecules,” Boltzmann not only made Maxwell’s case watertight but also proved that there truly exist irreversible processes, as the Second Law of Thermodynamics stipulates—and showed why.

Maxwell proved that gas particles, once they achieve a Maxwellian distribution of speeds, will stay that way. But he did not show how they get to that state in the first place. This is what Boltzmann did, by developing a way to calculate how probability distributions change over time. He demonstrated that for particles moving at random, “whatever the initial distribution of kinetic energy may have been, it must always necessarily approach the Maxwellian form after a very long time has elapsed.”8

Thus Boltzmann put change under the lens of the kinetic theory, which at once brought the Second Law into focus. Clausius had proposed that entropy always increases during an irreversible process; Boltzmann clarified what this meant for the probabilities of molecular motions. He showed that entropy can be equated with the number of different arrangements of molecules, which, at the everyday scale, look identical.

Picture a child’s balloon on the end of a string. It is full of gas molecules
moving at random, and the collisions of these particles with the elastic wall create the pressure that keeps the balloon inflated. At any instant, each molecule is moving on a particular path with a particular speed. If we had a camera so powerful that it could take snapshots showing all the particles, then two snapshots taken an hour—or a minute, or a second—apart would show very different arrangements. Because of the huge number of particles, we could take a billion snapshots and never see the same picture twice. But on the scale at which we typically make laboratory measurements, the gas is just the same in every case: it still has the same temperature, pressure, and volume.

The number of possible arrangements of the molecules here is truly astronomical. But nevertheless it is finite. We can imagine arrangements that would not be equivalent to those above—for example, with all the particles in one half of the balloon. In that case, the empty half would deflate. Because the particles are moving at random, there is absolutely nothing in the laws of physics to prevent this arrangement from arising by pure chance. But the likelihood that all the particles would suddenly happen to acquire velocities that took them into the same half of the balloon is so tiny that it is hard to distinguish from zero. The same is true for just about any arrangement other than ones in which all the particles are distributed evenly throughout the balloon.

Thus the balloon stays fully inflated not because Newton’s laws of motion say it must but because the arrangements of particles that ensure this are overwhelmingly more probable than any others, simply because there are many, many more of them than there are of any arrangements that are not equivalent. By equating the entropy of a state with the number of equivalent molecular arrangements to which it corresponds, Boltzmann was thus saying that the fully inflated state of the balloon has the highest entropy. He deemed the mathematical equation relating entropy to the number of “microstates” of a system to be the apogee of his life’s work, and this recondite formula, S = k log W, is engraved on Boltzmann’s tombstone.

When change happens in any system, entropy increases because the new arrangement of the constituent particles is more probable than the old. To put it another way, the direction of change—the arrow of time—is determined by probabilities. An ink drop diffuses and disperses in water because it is vastly more probable that the random motions of the ink particles will carry them away from the original droplet in all directions than that they will all conspire to make the droplet move coherently sideways, say, or shrink.


The crucial point about this explanation of the Second Law is that it shows how the irreversibility of time can come about through the operation of mechanical laws which have no preferred direction in time. Picture a movie of two billiard balls coming together, colliding, and moving apart. Played in reverse, the movie would not look at all odd: the reverse collision also obeys Newton’s law.f But the coalescence of a droplet of ink within a glass of initially pale blue water would obviously be time-reversed footage, even though each of the individual collisions between particles that “created” this arrangement would look like those billiard balls hitting in reverse. This is simply due to the effect of very large numbers on the probability of certain processes happening. Entropy does not have to increase by cosmic decree; it simply does so because that is overwhelmingly probable.

The theory of Maxwell and Boltzmann was derived from nothing more than the application of Newton’s laws of motion to vast numbers of moving molecules—from so-called classical mechanics. It marks the beginnings of the field of statistical mechanics. This is the field that provides modern physics with its central organizing framework. By connecting thermodynamics with the properties of atoms in motion, statistical mechanics describes the behavior of matter from the bottom up.

The shift from Newtonian determinism to statistical science is what makes a physics of society possible. It was not a smooth ride; but as we shall now see, it may have been bumpier still if scientists and philosophers had not already begun to appreciate that society itself is fundamentally a statistical phenomenon.
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THE LAW OF LARGE NUMBERS

REGULARITIES FROM RANDOMNESS

 


 


 


 


 


It can he stated without exaggeration that more psychology can be learned from statistical averages than from all philosophers, except Aristotle.

—Wilhelm Wundt (1862)

 


Taken in the mass, and in reference both to the physical and moral laws of his existence, the boasted freedom of man disappears; and hardly an action of his life can be named which usages, conventions, and the stern necessities of his being, do not appear to enjoin on him as inevitable, rather than to leave. to the free determination of his choice.

—John Herschel (1850)

 


If there is some precision, there is some science.

—Herbert Spencer (1880)

 


 


 


Ludwig Boltzmann was seldom a happy man. His poem “Beethoven in Heaven,” written five or six years before he died, expresses an anguish that is all too evidently the physicist’s own, as well as a presentiment of what was to come:



With torment that I’d rather not recall 
My soul at last escaped my mortal body. 
Ascent through space! What happy floating 
For one who suffered such distress and pain.1



His scientific achievements perhaps brought him more “distress and pain” than satisfaction and joy, for his ideas were vigorously attacked by several of his contemporaries. Although today most scientists concur with his explanation for the arrow of time, it left open some important questions
into which his opponents sunk their teeth. Boltzmann responded robustly to these attacks, but they greatly disheartened him.

Boltzmann was by nature a self-doubting and hesitant man, and his gloom deepened in 1889 when his eldest son died from appendicitis. He grew restless and was unable to settle comfortably at any of the several Austrian and German universities he joined. On September 5, 1906, while on holiday with his family in Duino, near Trieste, he hanged himself, at the age of sixty-two.

Theoretical physics scarcely sounds like a life-threatening activity. But Boltzmann’s self-inflicted death was echoed by that of his brilliant successor, the Viennese Paul Ehrenfest, who shot himself in 1933. (After recounting these wretched episodes, the physicist David Goodstein tartly informs the reader of his modern textbook, “Now it is our turn to study statistical mechanics.” 2)

It would be unwise to draw any conclusions about the psychological hazards of early-twentieth-century physics, however, before asking whether the suicide rate among physicists was any greater than it was among the population as a whole. Vienna at the fin de siècle was a furnace of intellectual debate, fired by the likes of Sigmund Freud, Arnold Schoenberg, Ludwig Wittgenstein, and Robert Musil; but its citizens were, as Musil observed, nevertheless a soulless, tight-lipped crowd in thrall to convention. “The notions,” he says in The Man Without Qualities. “that people who live like that could ever get together for the rationally planned navigation of their spiritual life and destiny was simply unrealistic; it was preposterous.”3

In this rigid and materialistic society, suicides were disturbingly widespread. They claimed the lives of three of Wittgenstein’s brothers, Gustav Mahler’s brother, and, in 1889, Crown Prince Rudolf of Austria (who killed his mistress first). Boltzmann’s sad death does not speak to any broader context until it is seen in the light of the relevant demographic statistics.

To us this seems obvious, but before the nineteenth century hardly anyone would have thought this way. Assessing individual events in the context of their average rate of occurrence is a relatively modern practice. Without it, the world is ripe for magic, superstition, miracles, and conspiracy theories. A few chance events can become evidence for supernatural influence. Even now the relevance of statistics is routinely overlooked in subjective assessments of risk and coincidence. When the “psychic” Uri Geller apparently
stopped a few watchers among his TV audience in the 1970s, no mention was made of the likelihood of such a thing happening by chance given the very large number of viewers.

Whenever one is trying to make sense of mass behavior, whether of atoms or of people, statistics are indispensable. This now seems so beyond question that it is hard to comprehend the urgency of the philosophical arguments that surrounded the use of statistics in nineteenth-century science. At that time, it seemed that God and human free will were being held hostage to numbers. The roots of a physics of society are enmeshed in this debate, so we shall find some of the moral issues raised by the new discoveries described in this book prefigured by soul-searching from more than a hundred years ago.

The history of statistical mechanics outlined in the previous chapter is the orthodox one that physicists tell routinely. Very rarely is any hint given of the way it really began—not just among the insensate gases of the laboratory but in the behavior of people in society. Speaking of a physics of society may sound like a very postmodern thing to do, but truly there is nothing new under the sun.

MEASURING SOCIETY

In Leviathan Thomas Hobbes was arguably taking to its logical conclusion the analogy drawn by his mentor Francis Bacon between the “Body Naturall” and the “Body Politick.” This notion implied that politics might be a kind of natural science, with an anatomy waiting to be dissected by the scalpel of systematic and rational inquiry. In attempting to create such a scientific political theory, Hobbes chose mechanical physics as his framework.

Today we think of physics as a supremely quantitative, not to say mathematical, science. Physicists measure the fundamental numbers of nature down to the tenth decimal place. Their formal literature is dense with symbols, equations, and graphs. Even if things were not quite like this in Hobbes’s day, it is still striking that Leviathan is wholly discursive—there is not a number or an equation in sight. Hobbes liked to make use of physical analogies, but he had no intention of making political science mathematical.

That inevitably had to happen, however, if the endeavor was not just to
borrow the ideas but to share the demonstrative force of natural science. William Petty, a disciple of Hobbes, seemed to recognize as much when he called for a “political arithmetic.” “To practice upon the Politick,” said Petty, “without knowing the Symmetry, Fabrick, and Proportion of it, is as casual as the practice of Old-women and Empyricks.”4

What numbers was this arithmetic to manipulate? Why naturally, those that measured society. In the 1660s, John Graunt (1620–1674), a London haberdasher and a friend of Petty’s, introduced the study of “social numbers” as a means to guide political policy. Chief among the numbers with which he concerned himself were death rates. In Observations upon the Bills of Mortality (1662) he drew up tables of mortality figures “whereby all men may both correct my Positions, and raise others of their own.”5 How could one reasonably legislate and govern the people, he asked, without knowing the numbers in which they come and go?

Graunt’s statistics were hardly a model of methodological finesse. As he freely admitted, those humble souls responsible for recording deaths were all too easily induced, “after the mist of a Cup of Ale, and the bribe of a two-groat fee, instead of one,” to list the cause of death as something anodyne (consumption, say) when the truth was more scandalous (such as syphilis). Yet his tables of causes and ages of death were seen as a bountiful resource for those seeking to understand the flux of society. Graunt, although a mere businessman, was elected a Fellow of the Royal Society, and Charles II averred that “if they found any more such Tradesmen, they should be sure to admit them without any more ado.”6

William Petty continued to revise the Observations after Graunt’s death. He was the first to study political economy by means of such social statistics, which he argued could provide a rational basis for formulating policy. In this respect he was an empiricist, working with observations of social aggregates rather than trying to derive theories based on assumptions about the fundamental psychology of individuals in the manner of Hobbes. Petty enjoyed the favor of Charles I, Charles II, and James II (and managed pragmatically to serve Cromwell too), and he was a founding member of the Royal Society. Yet his policy recommendations were largely ignored, and frankly this was often just as well. Petty often exemplifies the dangers of a hyper-rational, analytical approach to social policy that takes no account of its human costs.


Population measures—birthrates and death rates—were the major preoccupation of early quantifiers of society. It was thought to be of paramount importance for a nation to multiply its subjects, an injunction that was, after all, sanctified in the Bible. The power and glory of a country were believed to be reflected in the size of its population, so much so that some savants proposed that wars of conquest were driven largely by a desire to increase it. In the mid–eighteenth century Johann Peter Süssmilch (1707–1767), a German army chaplain, argued that war could be avoided by removing all checks to the growth of population, obviating the need for kings to gather new subjects from outside their realm.

A focus on mortality was understandable in an age that knew so much of it. Masses died in noisome cities, the “Places of the Waste and Destruction of Mankind,”7 according to Thomas Short in 1767. Famine and starvation were endemic in the countryside. Few conflicts were quite as devastating as the Thirty Years’ War, but war still seemed to be an ever-present part of human affairs and a steady source of attrition in the population. Procreation was the only remedy. Ironically from today’s perspective, Protestants in England and Germany denounced Catholicism because its advocacy of celibacy compromised population growth.

By 1826, when the English economist Thomas Robert Malthus (1766–1834) wrote his Essay on the Principle of Population—a compelling critique of unchecked population growth which had a profound influence on both Darwin and Marx—governments in Europe and the United States had begun to appreciate the wisdom of counting their citizens. Censuses in fact date back to the Norman efforts to record in the Domesday Book the population of England in the eleventh century, although this was not so much an exercise in quantification as the establishment of a bureaucratic basis for the exploitation of a conquered population. By the eighteenth century such social numbers were considered to encode insights into how society functioned. Süssmilch, for example, argued that the differences in birthrates and death rates of boys and girls balanced perfectly so as to provide marriage prospects for them all. In other words, from the chaos of human life arose a kind of law of the masses that stabilized society.

Süssmilch’s observations helped establish the idea that society observed rules that were ordained by no government yet could be revealed by counting. This led Immanuel Kant in 1784 to speak of “universal laws” which,




however obscure their causes, [permit] us to hope that if we attend to the play of freedom of human will in the large, we may be able to discern a regular movement in it. and that what seems complex and chaotic in the single individuals may he seen from the standpoint of the human race as a whole to be a steady and progressive though slow evolution of its original endowment.8



On the one hand, this belief in “laws” of society that lay beyond the reach of governments was a product of the Enlightenment faith in the orderliness of the universe. On the other, it is not hard to see within it the specter of the Industrial Revolution, with its faceless masses of toiling humanity like so many swarming insects. Before the nineteenth century, the laws that applied to Graunt’s “social numbers” were regarded as evidence of divine wisdom and planning. To later commentators they were the preconditions for catastrophe and revolution.

This study of social numbers needed a name. In 1749 the German scholar Gottfried Achenwall suggested that since this “science” dealt with the natural “states” of society, it should be called Statistik. John Sinclair, a Scottish Presbyterian minister, liked the term well enough to introduce it into the English language in his epic Statistical Account of Scotland, the first of the twenty-one volumes of which appeared in 1791. The purveyors of this discipline were not mathematicians, however, nor were they “scientists”; they were tabulators of numbers, and they called themselves statists.


THE CHURCH OF NEWTON

Those who collected statistical data soon realized that these data tell us something not just about what has occurred but about the general probability of things happening. Statistics thus began to attract the interest of mathematicians who concerned themselves with one of the most philosophically recondite and sometimes counterintuitive branches of their subject: probability theory.

This discipline has its origins not in social numbers but in games. If you play a game of chance, you would be wise to know the odds beforehand. Anyone who does not appreciate that betting on black or betting on number 15 in roulette are quite different things, with different odds, is not destined to spend long in the casino. Games involving dice and other agents of chance
have a long history, and in the eighteenth century mathematicians began to investigate the rules that govern them. In this seemingly frivolous area the French mathematician Marie-Jean-Antoine-Nicolas de Caritat, Marquis de Condorcet (1743–1794), found the tools he needed to build one of the most optimistic of all science-based utopias.

 Condorcet described his vision in a book written shortly before the architects of the French Revolution condemned him to the guillotine. His Esquisse d’un tableau historique des progrès de l’esprit humain (Sketch for a Historical Picture of the Progress of the Human Mind), written in 1793, is a hymn to a kind of rationality that Condorcet must have found in short supply during the Reign of Terror. Society, he believed, must be founded upon reason and guided by its great formalization: science. The eighteenth century was a truly radical time, when belief in liberty and equality (Robespierre’s Terror notwithstanding) was more than a matter of good intentions. Many Enlightenment philosophers genuinely trusted that these principles, allied to reason, would usher in a glorious age of freedom. Condorcet argued for the equality of women, and in 1792 he proposed that all patents of nobility be burned, including his own. He became a friend of Voltaire, whose utopian writings were, however, rather more cynical.

Condorcet was a precocious mathematical genius, and his early efforts came to the attention of the eminent French academician Jean le Rond d‘Alembert. Under d’Alembert’s influence he turned from the pure mathematics of probability to consider social and economic issues. In his study of democratic decision making, Essai sur l’application de l’analyse à la probabilité des décisions rendues à la plurité des voix (Essay on the Application of Analysis to the Probability of Majority Decisions) (1785), Condorcet concurred with his fellow “statists” that if (as he maintained) there is indeed a science of human affairs, with its own axioms and laws, then it must be a statistical science. To read these laws, one must gather enough numerical data: “All that is necessary to reduce the whole of nature to laws similar to those which Newton discovered with the aid of calculus, is to have a sufficient number of observations and a mathematics that is complex enough.”9

Condorcet foresaw that the scientist so equipped would be able to predict the outcome of democratic decision making, so that history itself could become a true science. Then we would indeed be on the threshold of a true utopia, as he indicated in his Esquisse:




How consoling for the philosopher who laments the errors, the crimes, the injustices which still pollute the earth and of which he is often the victim is this view of the human race, emancipated from its shackles, released from the empire of fate and from that of the enemies of its progress, advancing with a firm and sure step along the path of truth, virtue and happiness!10



It is not hard to read in this passage an attempt by the author to console himself in the face of a bleak future. The Esquisse was written hurriedly in hiding while Robespierre’s agents hunted for its author. His was a dramatic fall from favor, and his story tells us much about the nature of revolutions.

In 1792, Condorcet’s intellectual reputation and his support for the Republican cause earned him a seat on the Committee of Nine, which was charged with drafting the new French constitution. Among Condorcet’s colleagues was Thomas Paine, a French citizen after his exile from Britain following the publication of his book The Rights of Man. The draft constitution was blocked by Robespierre, who resented having been excluded from the committee. When a new version, hastily redrafted by another, makeshift committee and full of loopholes, was accepted, Condorcet published an anonymous letter urging the people to reject it. His authorship did not stay secret for long, and he was convicted of treason.

The Esquisse, penned in a safe house in Paris run by one Madame Vernet, is, particularly under the circumstances, strikingly optimistic. Condorcet regards humankind as having “evolved” from the level of beasts to a state of higher intelligence in which people have acquired an innate altruism. He sees no reason why this evolution (anticipating Darwin) cannot continue until people are “perfected”—an idea in stark contrast to Jean-Jacques Rousseau’s view that civilized man is corrupted. In the future utopia, says Condorcet, medical science will conquer all disease, and people will be too enlightened to go to war. Education will abolish social inequality, and all people will speak the same language, “Are we not arrived at the point,” he asked, “where there is no longer any thing to fear, either from new errors, or the return of old ones? … Everything tells us that we are approaching the era of one of the grand revolutions of the human race … The present state of knowledge assures us that it will be happy.”11

This soaring vision was not that of a worldly man. Although Condorcet eluded his captors when they came to arrest him, his refined manner aroused suspicion in the country inn to which he fled, and he was swiftly apprehended.
He was taken to prison at Bourg-la-Reine, near Paris. With the guillotine his likely fate, he seems to have committed suicide by poisoning himself in his cell. Had he remained hidden for just several months more, he would have escaped his persecutor forever: Robespierre himself went to his death in July 1794.

 The Esquisse became posthumously celebrated. Malthus read it but did not share its rosy outlook. Condorcet was aware that population growth could eventually overwhelm available resources and threaten the stability of civilization, but he had a simple remedy—birth control. Malthus did not think it would be so easy. He reckoned that the “passions of mankind” put population outside the control of governments, whether they sought either to encourage or to limit its rise. It was, he believed, a “law of nature” that the populace would multiply exponentially, while society could not increase the means of feeding itself at the same rate. Thus nations must succumb sooner or later to overcrowding, misery, poor health, and social unrest—which would bring a stark choice between repression and revolution.

To escape this fate, people would do well to accept that government alone, however good, cannot steer them clear of catastrophe. Rather, said Malthus in his profoundly influential Essay, one needed to know the irrevocable laws, the “internal structure of human society.”

Others, while less pessimistic, concurred with Malthus’s view that there was an internal structure, a set of laws, that dictated the way society behaved and evolved. These laws were deemed to stand in relation to society as Newton’s mechanics stood in relation to the motion of bodies. The idea was particularly popular in France; the Baron de la Brède et de Montesquieu (Charles-Louis de Secondat) (1689–1755) adduced it in The Spirit of the Laws (1748), which preceded Condorcet by several decades. Claude-Henri de Rouvroy, the Comte de Saint-Simon (1760–1825), shared Condorcet’s dream of a society governed by scientific reason, and he imagined that it might lead to the founding of a “Religion of Newton.” The vision was particularly explicit in Jean Théophile Desaguliers’s Newtonian System of the World: The Best Model of Government, an Allegorical Poem (1728), in which he wrote that the notion of a force of attraction “is now as universal in the political, as the philosophical world.”12 David Hume (1711–1776) expressed a desire in his Treatise of Human Nature (1739–1740) to become the Newton of the moral sciences by reducing human nature to first principles through empiricism
rather than Cartesian axioms. When, in 1741, Hume proposed “that politics may be reduced to a science,”13 the idea had already become so commonplace as to be the subject of satire: Jonathan Swift’s Gulliver berates the Brobdingnagians for “not having hitherto reduced Politicks into a Science, as the more acute wits of Europe have done.”14

It was Hume who in the 1760s introduced Adam Smith, on a European Grand Tour with his pupil, the young Duke of Buccleuch, to François Quesnay (1694–1774), physician to Louis XV at Versailles. In his sixties Quesnay had begun to take an interest in economics and was collecting facts and figures in the hope of discerning among them laws and “social forces” akin to the physical forces of Newton. Quesnay’s Tableau économique (Economic Table) (1758) was one of the first works of economic theory, and indeed his followers were the first to be classified as les économistes. His work leaves its mark clearly in Smith’s Wealth of Nations (1776), which the author would have dedicated to Quesnay had the Frenchman not died two years before it was published (see here).

Belief in a “scientific” political theory has tended to flourish mostly at the liberal end of the political spectrum. (It is partly for this reason that Thomas Hobbes can rightly be regarded as a liberal.) When Thomas Jefferson wrote the Declaration of Independence, his vision of a free and happy nation was that of a man in love with Newtonian mechanics and the ideals of the Enlightenment who believed that humans are compelled toward happiness just as apples are pulled by gravity toward the earth. Jefferson considered that happiness could be measured as quantitatively as matter could be weighed. Irish-born British statesman Edmund Burke (1729–1797), often considered the “Father of Conservatism,” abhorred this sort of thing, holding that a state’s laws and institutions cannot be deduced from first principles but can only emerge empirically from particular historical processes. For that reason, one should regard those laws that existed as tried and tested, honed by the whetstone of experience and tradition, and not to be meddled with on account of abstract, “rational” theories. After all, Burke argued, people are too complex to permit any “scientific” analysis of the histories they produce: “In the gross and complicated mass of human passions and concerns, the primitive rights of men undergo such a variety of refractions and reflections, that it becomes absurd to talk of them as if they continued in the simplicity of their original direction.”15 Their “trajectories,” in
other words, become randomized. But how telling that even Burke felt compelled to phrase his argument in the terminology of Newtonian mechanics and optics!

The spirit of the Enlightenment position was, however, brought to its zenith by the French positivist philosopher Auguste Comte (1798–1857), who grounded his thinking in a rational religion motivated by the advancement and well-being of humanity. Like Adam Smith, he believed that these ends could he attained by uncovering the natural laws of society rather than by political interference. Although he did not share the statists’ enthusiasm for quantification, Comte coined a term that encapsulated his desire for and faith in a science of civilization: physique sociale, social physics. In his Cours de philosophie positive (1830–1842), he argued that his would complete the scientific description of the world that Galileo, Newton, and others had begun:



Now that the human mind has grasped celestial and terrestrial physics, mechanical and chemical, organic physics, both vegetable and animal, there remains one science, to fill up the series of sciences of observation—social physics. This is what men have now most need of, and this it is the principal aim of the present work to establish. 16




ORDER FROM CHAOS

No one did more to propagate the notion of a scientific understanding of society than the Belgian astronomer Adolphe Quetelet (1796–1874) (Figure 3.1). In Quetelet’s work all the developing strands of social inquiry—Hobbes’s mechanistic politics, the value of statistical quantification, and the belief in natural laws of society—came together, and for a heady half century or so there seemed to be no demarcations between physics, mathematics, economics, politics, and sociology.

Like Hobbes, Quetelet had a vested interest in proving that a scientific view of society could promote stability. He pursued his career at a time of great political upheaval in Belgium. Most of the country had become part of France in the late eighteenth century, but the southern provinces were absorbed into the Netherlands. In 1830 the Belgians revolted in a bid for independence, and the resulting conflict made academic study all but impossible.
Scientists left their posts to enlist in the army, and the universities and colleges were disrupted. The Royal Observatory in Brussels, which Quetelet directed and helped to construct, was occupied by soldiers and, in his own despairing words, “converted into a fortress … surrounded with ditches and ramparts.”17 Just months after the revolt, Quetelet published his first paper on mécanique sociale, a discipline allied explicitly with Comte’s social physics. By making direct analogies between the organizing forces of a solar system and those of an orderly social system, he aimed to show that the study of society was as rule-based as astronomy.

3.1 Adolphe Quetelet. His mécanique sociale was an attempt to find “laws of society” analogous to Newton’s laws, which governed the motions of inanimate bodies.
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There was good precedent for such comparisons. Indeed, Quetelet felt that astronomers were to thank for introducing statistics to social studies. The first table of mortality figures, he pointed out, was drawn up by Newton’s contemporary and friend, the astronomer Edmond Halley, and published in 1693. Quetelet argued that it was natural that astronomers should perceive order in the social sphere:



The laws that concern man. and those that govern social development, have always had a special attraction for the philosopher, and perhaps most especially for those who
have directed their attention to the system of the universe. Accustomed to considering the laws of the material world, and struck with the admirable harmony that reigns there, they can not be persuaded that similar laws do not exist in the animate world.18



All this became evident to Quetelet when in 1823 he was sent to the French Royal Observatory in Paris to expand his astronomical knowledge in preparation for his directorship at the planned observatory in Brussels. Quetelet indeed discovered much about celestial science, but he also found that the stars of the French astronomical firmament had a broad interest in statistics.


THE SHAPE OF ERROR

The dominant figure of French astronomy at the time was Pierre-Simon Laplace, who extended Newton’s mechanics and used it to discover new aspects of planetary motion. Laplace was a formidable mathematician, and he and his contemporaries knew that their measurements of celestial motions rarely reflected an exact adherence to the mathematical regularity that Newton’s laws demanded. All measurements incur errors that can cause apparent deviations from the smooth relationships predicted by the laws of mechanics.

The French astronomers developed methods for dealing with these errors that involved finding the smooth curves or lines that best fitted a scattering of data points. Laplace and his pupil Siméon-Denis Poisson (1781–1840) assumed that measurement errors were essentially random. They could be of any magnitude, but not with equal probability. Rather, the likelihood of an error of a particular size—a deviation of that magnitude from the “true law” governing the observations—decreased as its size increased. In the same way, if you measure the length of your foot using a ruler, you are more likely to be off by a millimeter than a centimeter. The error will not be the same for every measurement, even if it is made using the same instruments and techniques. If you measure the feet of all the members of your family, you might sometimes be off by just half a millimeter, sometimes by two millimeters. It depends not only on how accurate your ruler is, but on how careful you are each time. The error is largely a matter of chance. This, the astronomers realized, connected error rates with probability theory.


 To know the likelihood of a particular error, we need to know how often, in a large and representative sample of measurements, it occurs. We need to collect statistics about errors. The French scientists found that errors were always distributed in the same way. Not only were there always more small errors than large ones, but this decrease in number with increasing size was predictable. Plotted on a graph, the statistics of errors fitted onto a particular curve which became known as the error curve (Figure 3.2). Its ubiquity also gained it the name normal distribution. The German physicist Carl Friedrich Gauss (1777–1855) bequeathed another name to this bell-shaped curve when he analyzed its properties in 1807: measurements that fall on this curve are now most commonly said, by physicists at least, to obey Gaussian statistics. Whatever one calls it, the error curve is basically the probability distribution of the outcomes of a random process.

This curve was already known to mathematicians interested in probability because in 1733 Abraham de Moivre showed that it described the distribution of outcomes from tossing a coin. There is an equal probability of the coin falling head up or tail up. The result depends (if the toss is fair) on pure chance. Nevertheless, for a large number of throws there will be roughly as many heads as tails.

3.2 The error curve. This bell-shaped curve describes the statistics of all random processes. (Strictly speaking, mathematicians call these stochastic processes, meaning that each outcome or observation is independent of the others.)
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That this predictable result arises from a series of chance events is not terribly surprising, for it simply reflects the canceling out of equally probable deviations in either direction. A series of several heads in a row is likely to be balanced eventually by a temporary chance prevalence of tails. The equal numbers that result merely remind us of the 50:50 probability for each throw. At the beginning of the eighteenth century Jacob Bernoulli, uncle of Daniel (see here), pointed out that when the outcome of an event is governed by a fixed probability ratio (here 1:1), the distribution of actual outcomes will converge on this same ratio if the event is repeated often enough. Poisson enshrined this idea in 1835 in his “law of large numbers,” a way of saying that pure randomness gives way to determinism if the number of random events is large. Thus randomness need not, in itself, rule out things happening in a predictable way.

But a 50:50 balance is not guaranteed, nor always observed. If we toss a coin ten times, a ratio of four heads to six tails should not surprise us: chance has shifted the balance in favor of tails so that there is a 20 percent deviation from equality. The more tosses we make, the more closely the numbers converge on a 50:50 distribution. For 100 tosses, 49 heads and 51 tails is not an unlikely outcome—again, a difference of 2, but this time the deviation is a smaller proportion (2 percent) of the whole. Another round of 100 tosses might produce a different outcome—say, 52 heads and 48 tails. De Moivre showed that for many rounds of a fixed number of tosses, the bell-shaped error curve always provides a good fit for the distribution of outcomes.

For coin tossing, it is possible in theory to calculate the shape of the error curve, that is, to write an exact equation describing the probability of each outcome in a single round of tosses. But this calculation is very laborious, especially with eighteenth-century techniques. De Moivre showed instead that the curve could be accurately approximated by a simpler mathematical equation.

We could regard the deviations from a 1:1 ratio of heads and tails as “errors” that shift the “measurement” away from its “true” value. It might seem perverse to do so, since if the coin tossing is done fairly and the counting is accurate, there is no “error” as such but just the operation of chance. However, in the 1770s Laplace realized that errors in measurement were also the outcome of factors that, being too complex to quantify, caused random divergences from true values. So he began to use de Moivre’s approximate equation to quantify errors in astronomical measurements.


In the early part of the nineteenth century the French mathematician Joseph Fourier (1768–1830) also began to apply the error curve more widely. As director of the Bureau de Statistique of the Département de la Seine. Fourier published several papers on demographic statistics, and he helped introduce the curve into social science. Laplace too sought to put de Moivre’s equation to work in social statistics. In 1781 he argued that the near equality of male and female births in Paris, which others had previously read as a sign of divine providence, was merely the expected result of a random process with two equally probable outcomes, whose variations were consistent with the error curve.

Quetelet was impressed by such examples when he encountered Laplace’s work in Paris, and he began to suspect that the error curve was the fundamental leitmotif of human demography. In 1844 he showed that human dimensions—height and girth—were distributed with this same humpbacked profile. To Quetelet this was a sign of regularity and order in nature. Look at a crowded street and you will see people of many sizes. It may well seem at first that (within obvious limits) there is no predictability about the dimensions of a human being. But collect enough data and the bell-shaped curve will emerge.


ORDERLY BEHAVIOR

Quetelet acquired from the French scientists the idea that variation is linked with error. Instead of regarding height differences as a characteristic feature of nature, he saw them as departures from an ideal form. These “errors” become less prominent as greater numbers of people are taken into account, just as Poisson’s law of large numbers says they should. This is true, Quetelet decided, not only for physical characteristics but for behavior, since the foibles of the individual temperament average out among the tendencies of the mass. Quetelet wrote in 1832 that “whatever concerns the human species. considered en masse, belongs to the domain of physical facts; the greater the number of individuals. the more the individual will is submerged beneath the series of general facts which depend on the general causes according to which society exists and is conserved.”19

Since it was clearly a desirable thing that society should “exist and be conserved,” this implied that average behavior was the “right” behavior.
And so Quetelet’s social physics became founded on the concept of the “average man” (l’homme moyen), whose dimensions and physical features, and also moral and aesthetic attributes, represented a perfect mean to which all should aspire. To be great was to be average—“an individual who epitomized in himself, at a given time, all the qualities of the average man, would represent at once all the greatness, beauty and goodness of that being.”20

This disturbing worship of uniformity has as its corollary an abhorrence of all variation: “Deviations more or less great from the mean have constituted … ugliness in body as well as vice in morals and a state of sickness with regard to the constitution.”21

The idea of a physical and moral perfection of humankind that is reflected in the conformity to a mathematical ideal dates back to the Renaissance; but now there existed the tools to quantify what perfection was. In retrospect it is easy to read into Quetelet’s theory of the average man overtones of racial purity and stifling social conformity; but in an age that believed in physiognomy, such views might have been deemed perfectly rational, although that does not excuse their sinister aspect.

In any event, the French government was soon to discover that l’homme moyen had his uses. In 1844, Quetelet compared the distribution of men’s heights in the general population with that of 100,000 conscripts drafted into the French army, and found a discrepancy that led him to conclude that about 2,000 men had lied about their height so as to fall below the minimum and evade conscription.

Many of Quetelet’s contemporaries were deeply impressed by and enthusiastic about the regularities that he perceived in the statistics of human affairs. Reviewing Quetelet’s work in 1850, the eminent English astronomer John Herschel wrote, “No one has exerted himself to better effect in the collection and scientific combination of physical data in those departments which depend for their progress on the accumulation of such data in vast and voluminous masses, spreading over many succeeding years, and gathered from extensive geographical districts.”22

Florence Nightingale urged that Quetelet’s social physics, which she deemed to be an indicator of God’s design, be taught at Oxford.g Karl Marx used
Quetelet’s statistical laws in developing, his labor theory of value. And John Stuart Mill, the utilitarian successor of Jeremy Bentham, felt that Quetelet’s work lent support to his conviction that society and history were bound by laws as absolute (if harder to discern) as those of the natural sciences. In A System of Logic (1862), Mill had the universal error curve in mind when he wrote that the “very events which in their own nature appear most capricious and uncertain, and which in any individual case no attainable degree of knowledge would enable us to foresee, occur, when considerable numbers are taken into the account, with a degree of regularity approaching to mathematical.” 23


THE SCIENCE OF HISTORY

Awareness of Quetelet’s work was promoted in Britain by one of the most avid proponents of a law-bound social physics, Henry Thomas Buckle (1821–1862). Like many adherents of Comte’s positivist philosophy, Buckle wanted to fortify the world of human affairs against the meddling influence of governments. In Quetelet’s view, governments had little effect on his statistical laws, which transcended human intervention. But Buckle maintained that one shouldn’t even try to tamper with them; like Adam Smith, he argued actively for the principle of laissez-faire and for the need for people to be allowed to govern themselves. Left to their own devices, he believed, societies automatically produced “order, symmetry, and law,” while “lawgivers are nearly always the obstructors of society, instead of its helpers.”24

Metaphysical philosophers, in Buckle’s view, had in the past pursued the futile goal of trying to unravel the way society works by worrying about what makes individuals tick. The empirical science of social statistics avoided such imponderables by discovering laws within the numbers. To make his case, Buckle felt he needed to show the play of these laws throughout history.
Traditionally, history had been a narrative about kings and queens. Buckle’s history would be different: it would be a science.

Kant anticipated this quest for “historical laws” in alluding to the way that collective behavior smooths out individual unpredictability. In his essay “Idea of a Universal History from a Cosmopolitan Point of View” (1784), he said, “Individual men, and even whole nations, little think, while they are pursuing their own purposes … that they are advancing unconsciously under the guidance of a purpose of nature which is unknown to them.”25

Buckle agreed; for him, history was ruled by the “great truth” that “the actions of men … are in reality never inconsistent, but however capricious they may appear only form part of one vast system of universal order … the underlying regularity of the modern world.”26

Buckle set out the case for this universal order in his book History of Civilization in England. The first two volumes of this ambitious work were published between 1857 and 1861, but exhausted by his efforts, he died before he could complete it. As a consequence, the History says more about the rest of the world than about the author’s homeland. Buckle had initially planned a world history and could not resist dispensing the fruits of this great vision in the initial volumes, even though he thought that England showed the operation of the laws of history more clearly than did any other country.

In this great compilation of regularities in social statistics, Buckle drew on many of the same examples as had Quetelet: rates of birth and death, crime, suicide, and marriage. The History of Civilization in England helped shape the British intellectual climate of the mid-nineteenth century around the idea of a liberal laissez-faire that held government to be largely unnecessary and consequently unwelcome. According to William Newmarch of the Statistical Society of London in 1860,



Men are gradually finding out that all attempts at making or administering laws which do not rest upon an accurate view of the social circumstance of the case, are neither more nor less than imposture in one of its most gigantic and perilous forms … Every topic from the greatest to the least which the old legislators dealt with according to … caprice … have all been found to have laws of their own, complete and irrefragable.27



In the same year, the British economist Nassau Senior summarized the zeitgeist this way: “The human will obeys laws nearly as certain as those which regulate matter.”28


To some observers, this new way of looking at human behavior was decidedly strange. In an 1850 issue of Household Words, a periodical edited by Charles Dickens, Frederick Hunt’s amusement seems to sugarcoat a degree of skepticism: “the savants are superseding the astrologers of old days, and the gipsies and wise women of modern ones. by finding out and revealing the hitherto hidden laws which rule that charming mystery of mysteries—that lode star of young maidens and gay bachelors—matrimony.”29

Ralph Waldo Emerson was also wary of the supposed certainty of statistical laws. In his 1860 essay “Fate,” he explained the central claim of “the new science of Statistics”: “that the most casual and extraordinary events—if the basis of population is broad enough—become matter of fixed calculation.” He went on to mock what he saw as the rigidity of such an idea: “In a large city, the most casual things, and things whose beauty lies in their casualty, are produced as punctually and to order as the baker’s muffin for breakfast. Punch makes exactly one capital joke per week; and the journals contrive to furnish one good piece of news every day.”30

Mark Twain, meanwhile (in a remark he attributed to Benjamin Disraeli), dealt statistics an enduring wound by claiming that “there are three kinds of lies: lies, damned lies, and statistics.”31 And Friedrich Nietzsche, whose belief in the shaping of history by a few “great men” was second to none, was characteristically acerbic: “So far as there are laws in history, laws are worth nothing and history is worth nothing.”32


FROM PEOPLE TO ATOMS

Others found inspiration in these manifestations of regularity within apparent randomness. The reliability of the statistical laws of society invited scientists to use them as analogies for similarly random processes in the natural world. Among these scientists was James Clerk Maxwell.

A few months after the publication of Buckle’s great work, Maxwell wrote to his friend Lewis Campbell: “One night I read 160 pages of Buckle’s History of Civilization—a bumptious book, strong positivism, emancipation from exploded notions and that style of thing, but a great deal of actually original matter, the result of fertile study, and not mere brainspinning.”33

When Maxwell came to study the problem of gases in which the constituent particles were constantly engaging in collisions that none could hope
to follow, he recognized this as a problem of the same class as those that Buckle had pondered in society, in which the immediate causes of individual behavior must forever be inscrutable:



The smallest portion of matter which we can subject to experiment consists of millions of molecules, not one of which ever becomes individually sensibly to us. We cannot, therefore, ascertain the actual motions of any one of these molecules; so that we are obliged to abandon the strict historical [Newtonian] method, and to adopt the statistical method of dealing with large groups of molecules … In studying the relations between quantities of this kind, we meet with a new kind of regularity, the regularity of averages, which we can depend upon quite sufficiently for all practical purposes.34



As Maxwell indicated in 1873, the experiences of social statisticians lent him confidence that this statistical approach could extract order from the microscopic chaos:



Those uniformities which we observe in our experiments with quantities of matter containing millions of molecules are uniformities of the same kind as those explained by Laplace and wondered at by Buckle arising from the slumping together of multitudes of causes each of which is by no means uniform with the others.35



Would Maxwell have dared abandon the “strict historical method,” the obligation to explain everything in terms of the Newtonian mechanics of individual particles, if studies of society had not revealed laws at work even in complex systems where the direct causes of behavior were obscure? How otherwise might he have found the faith to look for laws in the face of woefully incomplete knowledge about motions?

Maxwell began his work on the kinetic theory of gases shortly after reading Buckle. But in his early work he also drew on the more analytical studies of Quetelet, whose wide application of the error curve came to his attention through John Herschel’s description of the Belgian scientist’s work in 1850. There, Herschel had already alluded to connections between social physics and the early kinetic theory of gases.

Maxwell knew that Rudolf Clausius had used probability laws in 1857 to deduce the role of molecular collisions in the pressure exerted by a gas on the walls that confined it. But Clausius was interested only in the average velocity of the particles. Maxwell wanted to know how the velocities were distributed around this average. If the error curve worked so well for describing
variations from the average in social physics, then it should work for him too. In 1859 he proceeded on the assumption that particle motions could be described by Quetelet’s error curve, and was able to show what this implied for the measurable properties of a gas.

As we saw in the previous chapter, Maxwell’s velocity distribution was merely an assumption until Ludwig Boltzmann showed in 1872 that any group of moving particles in a gas must converge on this distribution. Boltzman also knew of Buckle’s work and was not slow to draw analogies between his particles and the individuals in the social censuses that furnished Buckle’s statistics: “The molecules are like to many individuals, having the most various states of motion, and the properties of gases only remain unaltered because the number of these molecules which on the average have a given state of motion is constant.”36

Boltzmann likened the gas laws, a statement of the invariance of statistical averages, to the uniform profits of insurance companies. In 1886, Maxwell’s friend Peter Guthrie Tait compared the statistical approach of the kinetic theory with “the extraordinary steadiness with which the numbers of such totally unpredictable, though not uncommon phenomena as suicides, twin or triple births, dead letters,h &c., in any populous country, are maintained year after year.”37

Today physicists regard the application of statistical mechanics to social phenomena as a new and risky venture. Few, it seems, recall how the process originated the other way around, in the days when physical science and social science were the twin siblings of a mechanistic philosophy and when it was not in the least disreputable to invoke the habits of people to explain the habits of inanimate particles.

The limitations, not to say the dangers, of reducing human affairs to statistical laws were, however, amply illustrated in other spheres. When Charles Darwin apparently turned humans into highly evolved apes, first in The Origin of Species (1859) and then more explicitly in The Descent of Man (1871), he appealed to chance and randomness as the engine of nature’s variation. The analogy with the kinetic theory of gases was quickly appreciated. In 1877, Charles Peirce wrote:




Mr. Darwin proposed to apply the statistical method to biology. The same thing has been done in a widely different branch of science, the theory of gases. Though unable to say what the movements of any particular molecule of gas would be, Clausius and Maxwell were yet able … by the application of the doctrine of probabilities … to deduce certain properties of gases, especially in regard to their heat-relations. In a like manner, Darwin, though unable to say what the operation of variation and natural selection in any individual case may be, demonstrates that in the long run they will, or would, adapt animals to their circumstances.38



Darwin’s cousin Francis Galton saw that, as natural selection was basically a statistical theory, natural variation within a species could be tamed by Quetelet’s error law. Galton’s investigations of the statistical distributions of human features and behavior led him to conclude that there was “better” and there was “worse”—that such a distribution implied that men are not “of equal value, as social units, equally capable of voting, and the rest.”39 It was then but a short step to the idea of selective breeding to improve the distribution, as he argued in Hereditary Genius (1869). Galton’s insistence on the need for statistics in studies of inheritance led him to establish the central mathematical basis of biometrics, the measurement of biological variation; but he is also notorious now as the progenitor of eugenics, an enthusiasm of the socialist left until its acceptance by the fascist right alerted the world to its real implications.

Herbert Spencer, whose infamous phrase “the survival of the fittest” has created much confusion about Darwin’s theory, regarded Quetelet’s findings as justifying an evolutionary approach to sociology. He also took from Quetelet’s concept of l’homme moyen the dubious idea that natural selection in nature weeded out flawed variations and resulted in the survival of one “perfect specimen.” More generally, the statistical aspect of Darwinism led many in the late nineteenth century to regard it as a theory as “mechanical” as Maxwell’s, with effects arising from definite, if unknown, “forces.” That was how Boltzmann, for one, saw it.


WILL AND DESTINY

Before the 1850s, “statists” were generally people who collected data about social habits and trends, and statistics itself was best regarded as the empirical arm of political economics. After that time, statistics became less a
form of social science and more a method, a means of handling quantification in all scientific disciplines. Condorcet and Laplace were among those who foresaw this broad role of the mathematics of probability, but as the economist Antoine-Augustin Cournot admitted in his book on probability theory in 1843, many (himself not includes) had more limited visions: “Statistics … is principally understood as the collection of facts to which the aggregations of men in political society give rise.”40

It was the Englishman J. J. Fox who, in a paper presented to the Statistical Society of London in 1860, first clearly enunciated the idea that statistics was not a scientific discipline but a technique. Statistics, he said,



has no facts of its own: in so far as it is a sciences, it belongs to the domain of Mathematics. Its great and inestimable value is. that it is a “method” for the prosecution of the other sciences. It is a “method of investigation” founded upon the laws of abstract science; founded on the mathematical theory of probabilities; founded upon that which had been happily termed the “logic of large numbers.41



This might make statistics seem a most modest thing, an instrument like Euclid’s geometry or the calculus of Newton and Leibniz. Are tools not there simply to be taken up and used?

That the truth was so much otherwise reminds us not only how deeply nineteenth-century scientists examined the Philosophical basis of their work but also how much they remained influenced by religious thinking. What statistical thought held up to the looking glass was nothing less than the concept of human free will.

From the outset, statistical approaches to social science were controversial. As statistics looked ever more likely to reveal the supposed natural laws of society, the question of what that implied for individual human behavior became impossible to ignore. This may quite reasonably be the first question in the minds of those encountering the new “physics of society” for the first time. The debate that raged (and it did rage) in the nineteenth century can usefully inform us about the arguments.

First, there is the issue of cause and effect—the conclusions we might draw by looking back to derive causes from their effects. Many statists believed, reasonably enough, that there was little point in assembling numbers if one was not going to interpret them. But interpretations immediately become politically charged. One of the central concerns of statists of the early
nineteenth century (and it still preoccupies sociologists today) was crime. Could statistics tell one how to reduce it and thus achieve the great goal of the times, social improvement? For that, one needed to deduce the causes of crime.

The warning that a correlation between numbers does not necessarily reveal cause and effect (“correlation is not causation”) is now almost a mantra among statisticians (though it is not always heeded). That is to say, if two sets of statistics show the same trend, it need not follow that one is caused by the other. Yet in the early days of statistics, many had no qualms about leaping to cause-and-effect conclusions that confirmed their prejudices. When the Frenchman A. Taillandier found in 1828 that 67 percent of prisoners were illiterate, the conclusion seemed clear to him: “What stronger proof could there be that ignorance, like idleness, is a mother of all vices?”42 (Taillandier did not even bother to state, and presumably did not know, the illiteracy rate in the population as a whole.)

In the face of such abuses the council of the Statistical Society of London, whose cofounders in 1834 included such luminaries as Malthus, Charles Babbage, and William Whewell, tried to keep its practitioners within the proper bounds by announcing that the “Science of Statistics differs from Political Economy, because, although it has the same end in view, it does not discuss causes nor reason upon probable effects; it seeks only to collect, arrange, and compare.”43

William Farr, of the British General Register Office, echoed the exhortations of the society to “exclude all opinions,” telling Florence Nightingale in 1861, “The statistician has nothing to do with causation … Statistics should be the dryest of all reading.”44 This was, all the same, frequently honored only in the breach. As Alphonse de Candolle remarked in 1830, in the hands of policy makers statistics could become “an inexhaustible arsenal of double-edged weapons.”45

Second, there is the matter of what statistics say about future probabilities—the conclusions we might draw by looking forward.

As long as social numbers stay in their tables—a mere record of events—they are uncontroversial. But statistics took on an entirely new significance when it became appreciated that these numbers held within them the potential for prediction. If, say, six in every hundred people in England who were alive at the beginning of 1790 had died by the end of the year, and if the
same was true for 1791 and 1792, then would we not be justified in expecting, as 1793 dawned, that 6 percent of the current population would be dead by Christmas? That seems eminently reasonable, yet making the extrapolation proved furiously contentious.

It is one thing to know what has happened; it is quite another to claim to know what will happen. Of course, death rates are not rigidly constant—it may be that five people in a hundred died in 1791, and seven in a hundred in 1792. All the same, it would seem valid then to suppose that the deaths in 1793 will be close to six in a hundred, as opposed to twenty or fifty.

Yet such a suggestion would have provoked outraged opposition in 1793. How can one possibly know what the death rate will be? What if some fatal and infectious disease ravaged Europe that year? Or if another war broke out? Or even if it was simply an exceptionally healthy year and only one in a hundred died? No one, surely, could be certain that these things would not happen.

The distinction here is between statistics, which are numbers that represent facts, and probabilities. One deals in certainties, as long as good counting methods are employed; the other deals in the unknown. To some philosophers and scientists, these were chalk and cheese and should not be conflated. To do so was not just mathematically or logically bad form; it was heresy, promoting fatalism and undermining free will.

Kant had recognized in 1784 that the regularities evident in Johann Peter Süssmilch’s tables of births and deaths seemed to confront belief in free will with a kind of determinism: “Whatever concept one may hold, from a metaphysical point of view, concerning the freedom of the will, certainly its appearances, which are human actions, like every other natural event are determined by universal laws.”46

Statistical regularities were, however, not difficult to explain away in theological terms: they were evidence of God’s wisdom. By engineering, for example. roughly the same number of baby boys as girls, He ensured that in principle there were marriage prospects for all and thereby maintained the stability of society.

But other constancies of statistics could hardly be rationalized so blithely. For what kind of God would arrange for the number of suicides or murders and other crimes to remain constant year after year? Moreover, these records were enough to trouble the unbeliever too. An atheistic biologist might not
need to look far for reasons why the proportions of the sexes should be roughly equal. But acts of suicide and crime were utterly volitional and not obviously explicable in terms of any natural “mechanism.”

To Adolphe Quetelet, statistical regularities in willful acts such as crimes placed these acts outside the responsibility of the individual: Quetelet was the first to suggest that crime is “caused” not by wickedness but by society. It should, he said, be attributed “not to the will of individuals, but to the customs of that concrete being that we call the people, and that we regard as endowed with its own will and customs, from which it is difficult to make it depart.”47 In other words, “Society made me do it,” or as Quetelet said, crime is a “budget that is paid with frightening regularity.”48 In a mechanistic age, this implied not so much that the conditions of society tended to create a constant proportion of criminals as that there was some “force” that compelled people to break the law until the quota was fulfillled. Within such a philosophy the world is wholly deterministic and free will is nowhere to be found.

Wasn’t this just a convenient excuse for criminals? That argument was neatly dispatched with the satirical response that, by the same token, a deterministic force compelled judges to sentence criminals in order to meet the year’s quota of prisoners. But there were many, in the 1860s and 1870s, who were deeply disturbed by the fatalism that the statistics of Quelelet and Buckle seemed to invite. William Cyples lamented in the Cornhill Magazine that humankind was threatened with “a fate expressive in decimal fractions, falling upon us, not personally, but in averages.”49 In 1860, Prince Albert told the International Statistical Congress in London that some regarded statistics as leading “necessarily to Pantheism and the destruction of true religion, as it deprives, in man’s estimation the Almighty of his power of free self-determination, making His word a mere machine.”50

Fyodor Dostoevsky’s alter ego in Letters from the Underworld rages against the determinism that statistics threatened:



As a matter of fact, if ever there shall be discovered a formula which shall exactly express our wills and whims; if there ever shall he discovered a formula which shall make it absolutely clear what those wills depend upon, and what laws they are governed by, and what means of diffusion they possess, and what tendencies they follow under given circumstances; if ever there shall be discovered a formula which shall be mathematical in its precision, well, gentlemen, whenever such a formula shall be found, man will have ceased to have a will of his own—he will have ceased to exist.51




If this was possible, as Buckle insisted, then the future was bleak indeed:



All human acts will then be mathematically computed according to nature’s laws, and entered in tables of logarithms which extend to about the 108,000th degree, and can be combined into a calendar … In a flash all possible questions will come to an end. for the reason that to all possible questions there will have been compiled a store of all possible answers … Man will become, not a human being at all, but an organ-handle, or something of the kind.52



To avoid such a rationalistic, mathematical fate, says Dostoevsky’s reclusive scribbler, men will always strive to exert their volition, even to the extent of making themselves act irrationally or insanely:



He might act thus for the shallowest of reasons; for a reason which is not worth men-tioning: for the reason that, always, and everywhere, and no matter what his station, man loves to act as he likes, and not necessarily as reason and self-interest would have him do … 53



In his more measured way, Leo Tolstoy struggled in War and Peace with the questions posed by Buckle’s deterministic view of history, with what Tolstoy called the “relation of free will to necessity.” He suspected that this “new conception of history” might answer the fundamental question of international affairs: “What is the force that moves nations?”54 But even conceding the existence of such forces seemed to throw into doubt the notion that we can choose our fate: “A particle of matter cannot tell us that it is unconscious of the laws of attraction and repulsion and that the law is not true; but man, who is the subject of history, says bluntly: I am free, and am therefore not subject to laws.”55 This defiance, Tolstoy concluded, depends on there being a residue of ignorance about the causes of events: “Free will is for history only an expression connoting what we do not know about the laws of human life.”56

The writer and critic Maurice Evan Hare was more whimsical in 1905:



There once was a man who said “Damn!

It is borne in upon me I am

An engine that moves

In predestinate grooves

I’m not even a bus, I’m a tram.“57




Defenders of free will argued (with justification) that because statistical laws are not true laws in the sense of describing cause and effect, as Newton’s law of gravitation does, they cannot be applied to individuals and so say nothing about how any one person might act. Conversely, the nineteenth-century faith in the “naturalness” of rationality allowed others to regard statistical regularities as a demonstration of free will—for had not Kant argued that free will itself tended to guide men toward orderly behavior? In this view, free will was to be equated not with mere caprice but with its opposite.

From a modern perspective, we can adduce several other considerations. Identifying randomness with maximal unpredictability seems intuitively sound but is not necessarily so, as we shall see in Chapter 10 in particular. Looked at from a distance, randomness becomes total uniformity: the randomly moving particles of a gas push equally in all directions and inflate a balloon into a sphere. Those phenomena that often strike us as the most complex are, in contrast, not random. The random, white-flecked “static” of an untuned television screen presents a chaotic image that in the end looks monotonous and unchanging, while in a movie we can never be sure (this is perhaps a generous assessment) what will happen next.

And there are, as we shall see, many examples of social behavior in which a kind of regularity and order comes not from any predestination in the fates of the participants but from the very limited range of their viable choices. When we walk down a corridor, in principle our options include taking a zigzag path from wall to wall or progressing in Ptolemaic epicycles; but no one whose faculties are intact chooses these over a more direct route.

Moreover, many of the phenomena we shall encounter in this book involve not steady behavior but abrupt changes between certain alternative modes of behavior. In the eighteenth and nineteenth centuries there was a strong belief in the equilibrium of society, its maintaining a steady, unchanging state. Here we shall often be more concerned with the making of choices and the sudden shifts this can provoke. ,



THE WILLFUL DEMON

If social statistics challenged free will at the level of the individual, the Second Law of Thermodynamics as formulated by Clausius posed a deeper kind of determinism that was equally troubling. As William Thomson and Hermann von Helmholtz argued in the 1850s, the inexorable rise of entropy—heat passing forever from hot to cold—implied a cosmic “heat death” in which all of creation was reduced to a vague buzz of faint and useless heat, unable to bring about the organization that life requires. Not with a bang but a whimper, indeed. And the Second Law insists that before this dreary end, all change has a preferred direction, in which entropy increases. Does this not suggest that just as a ball released at the top of a hill has to roll down it, so humans composed of so many dancing atoms have to behave in a certain way? Free will implies that we can do one thing or another; the Second Law seemed to be saying that wherever change is possible, there is only one way it can happen.

Maxwell was as deterministic as Laplace when it came to the operation of Newton’s laws of motion; but unlike Laplace, he had a very strong need for the hypothesis of God. He was a devout Christian and could not accept a universe in which God deprived man of free will. How, though, could free will operate without contravening thermodynamics?

Alfred Tennyson sought escape from the fatalism of atoms with the poetic license a scientist could not afford. Maxwell recounted Tennyson’s description of a dream in which the poet



Saw the flaring atom streams 
And running torrents of her myriad universe 
Ruining along the illimitable inane, 
Fly on to clash together again, and make 
Another and another frame of things, 
For ever.58



He noted how Tennyson “attempted to burst the bonds of Fate by making his atoms deviate from their courses at quite uncertain times and places, thus attributing to them a kind of irrational free will.”59

Maxwell’s answer was more sophisticated. He appreciated that the Second Law is a statistical law: a “law of large numbers.” In 1867 he saw a way
to “pick a hole,” as he put it, in this cosmic edict. The statistical inevitability, he said, is just the result of our ignorance: we do not and cannot know the motions of all the atoms even in a tiny scrap of matter. But they were not unknowable in principle. Suppose, said Maxwell, a “very observant and neat-figured being”60 were to exist at a scale that allowed him to watch the atoms in flight, one by one. Such a being could subvert the Second Law by selectively picking out for special treatment atoms moving in a certain direction: by exercising his free will in conjunction with his superhuman knowledge.

Say, for instance, this perspicacious being operated a trapdoor in a wall dividing a gas-filled vessel into two compartments. By opening the trapdoor only to gas particles passing in one direction, he could cause the number of particles, and thus the pressure, in one compartment to increase at the expense of the other. This would contravene the Second Law, as it produces a less probable configuration of particles than the one we started with. If we humans were to make a hole in the dividing wall, we would never bring about anything but an equalization of pressures—that is by far the most “probable” outcome.

William Thomson dubbed Maxwell’s being a “demon,” much to the devout Maxwell’s disapproval. Despite the apparent success of his argument, Maxwell feared that his demon alone might not be enough to rescue free will. Through the 1870s he continued to look for other loopholes in physical law that would permit free will to operate without violating the principle of energy conservation (the First Law of Thermodynamics). But this quest was doomed. Decades after thermodynamics had been connected to the theory of information devised by telecommunications engineer Claude Shannon in the 1940s, scientists uncovered the flaw in Maxwell’s argument: he had neglected to take into account the thermodynamics involved in the processing of information that the demon must conduct. That is, the demon cannot make a choice about whether or not to open his trapdoor without generating at least as much entropy as is “saved” by letting a particle through. So even Maxwell’s demon is not immune to the Second Law.

It is often said that quantum mechanics destroyed the deterministic world of Newtonian mechanics by introducing probability into the very heart of matter. Certainly there is a big difference between uncertainty about the motion of objects in practice, which Maxwell and Boltzmann accepted in developing statistical mechanics, and uncertainty about such motions in
principle, as embodied in Erwin Schrödinger’s wave mechanics and. in particular, Werner Heisenberg’s Uncertainty Principle in 1927. Quantum mechanics says that there are some things that we not only do not know but cannot know.

Yet the path toward the probabilistic physics of quantum mechanics was surely cleared by the introduction of statistics into “classical” physical science in the late nineteenth century. By 1918 the Polish physicist Marian Smoluchowski considered probability to be central to modern physics: “From this trend, only Lorentz’s equations, electron theory, the energy law, and the principle of relativity have remained unaffected, but it is quite possible that in the course of time exact laws may even here be replaced by statistical regularities.”61

The way to statistical science would have been more tortuous if nineteenth-century experience with social statistics had not given scientists the confidence to believe that large-scale order and regularity in nature can arise even when we do not know, or cannot even meaningfully propose, a determining cause for each event. In such situations, we must trust that there are laws within large numbers.
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