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Foreword


Michael J. Aminoff, François Boller, Dick F. Swaab





“My friend had it. My mommy told me to stay away from her because I could get it. I’m glad I don’t have it.”



The response of this fourth-grader to the question “What is epilepsy?” illustrates the paradoxical position of the condition within the field of neurology. On the one hand, epilepsy undoubtedly carries a stigma. This is less profound than in the past, particularly in industrialized countries, but it remains a reality of life for many patients who have experienced seizures. On the other hand, epilepsy is one of the most potentially treatable neurological conditions, especially since the introduction of phenytoin into our armamentarium, thanks to the pioneering work of Merritt and Putman in 1938. Much progress has taken place in the recent past that brings renewed optimism for the future of patients with epilepsy. We are pleased to introduce the present two volumes dedicated to epilepsy, with their emphasis on the most recent developments in the field. There is a new focus on the pathogenesis of the disease and on experimental models, including animal models. New neurophysiological and imaging techniques are presented. Fresh and considerable attention is given to clinical aspects of the various forms of epilepsy. Finally there is extensive coverage of the management of epilepsy and of new therapeutic strategies, including brain stimulation and other innovative techniques.

The two volumes have been edited by Hermann Stefan and William H. Theodore. As series editors, we reviewed all of the chapters in the volumes and made suggestions for improvement, but we are delighted that the volume editors and chapter authors produced such scholarly and comprehensive accounts of the different aspects of epilepsy. Hence we hope that the two volumes will appeal to clinicians and neuroscientists alike. The very significant advances presented in the two volumes lead to new insights that demand critical appraisal. Our goal is to provide basic researchers with the foundations for new approaches to the study of these disorders, and clinicians with a state-of-the-art reference that summarizes the clinical features and management of the many neurological manifestations of epilepsy. In addition to the print form, the Handbook series is now available electronically on Elsevier’s ScienceDirect site. This should make it even more accessible to readers and should facilitate searches for specific information.

We are grateful to the volume editors and to the numerous authors who contributed their time and expertise to summarize developments in their field and helped put together these outstanding volumes. As always, we are grateful also to the team at Elsevier and in particular to Mr. Michael Parkinson, Ms. Susan Jansons, and Mr. Michael Houston, for their unfailing and expert assistance in the development and production of these two volumes.





Preface


Hermann Stefan, William H. Theodore




The Handbook of Clinical Neurology has a long and distinguished history. It was an honour to be asked to edit the new volumes on epilepsy, and a challenge we can never be certain we have met.

Study of the epilepsies has been complicated by the fleeting nature of individual seizures, rarely observed by physicians who, until the advent of video-EEG, had to rely on the descriptions of patients or other observers. Moreover, seizures vary widely in their clinical manifestations and are not always recognized, even by patients themselves. They can be confused with a wide range of nonepileptic events. Epilepsy is not a single pathophysiological entity, but may be due to a bewilderingly complex array of neurological and systemic disorders, demanding differing diagnostic and treatment strategies.

Epilepsy was recognized as a brain disorder very early in recorded medical history. The writer of the Hippocratic treatise “On the Sacred Disease” regarded epilepsy as no more divine or sacred than any other illness, attributing seizures to excess accumulation of phlegm in hepatic vein branches reaching the brain, cutting off air circulation. Unfortunately, later classical and medieval writers tended to ignore Hippocrates and resurrected earlier “pathophysiological” concepts. Attribution of epilepsy to supernatural origin is still common, and patients thought guilty of ritual transgression are sometimes judged to deserve their suffering. Even in the developed world, prejudice still creates barriers to education, employment, and marriage, as well as medical care itself, as patients and their families may be unwilling to reveal the illness. An association with psychiatric illness in the 19th and early 20th centuries may have helped to reinforce prejudice by association with another stigmatized patient group. In the 1927 edition of Cecil’s Textbook of Medicine, the “frank epileptic” is described as a “constitutional psychopath of the most disagreeable sort.” Ironically, while the divergence between neurology and psychiatry later in the 20th century helped to free epilepsy from the taint of mental illness, it may have led to underappreciation of the importance of comorbidities, particularly depression and anxiety, now increasingly recognized but still undertreated.

Epilepsy is attracting increasing attention as a worldwide disease, and the Global Campaign sponsored jointly by the World Health Organization, the International League Against Epilepsy (ILAE), and the International Bureau for Epilepsy, has drawn attention to the “treatment gap” (as many as 90% of patients may receive no treatment in some developing regions), and has sponsored demonstration projects to show the value of coordinated epilepsy ascertainment and treatment programs. International travel and migration have brought major causes of epilepsy such as cysticercosis to the entire world.

Concepts of successful treatment are evolving, with recognition that good quality of life for people with epilepsy depends on freedom from both seizures and treatment side-effects. Earlier screening to diagnose and localize focal epilepsies, and a lower surgical threshold in children, are thought by many investigators to improve the chance of avoiding the psychosocial problems suffered by patients with uncontrolled seizures extending through adolescence and into adult life. The ILAE has recently published a new rubric for drug treatment outcome that incorporates these developments.

Great progress has been made in the diagnosis and treatment of epilepsy over the past 50 years. Techniques of evaluation, including video-EEG monitoring, structural and functional neuroimaging, genetic testing, invasive EEG recording, and magnetoencephalography, have paralleled a burgeoning variety of antiepileptic drugs, improved surgical techniques, and brain stimulation approaches. Nevertheless, a substantial proportion of patients continue to have seizures. Moreover, old concepts of adequate seizure control have given way to the realization that good quality of life depends on complete seizure freedom, as well as minimal antiepileptic drug toxicity. In addition, new data suggest that patients do not recognize up to 60% of their seizures, with implications for a wide range of comorbidities including sudden unexplained death. Despite dramatically improved understanding of pathophysiological mechanisms, based on animal models and clinical studies, and a wide range of “new” antiepileptic drugs, a “cure” for epilepsy seems as far away as ever.

One reason may be that drug development is still based on models that may lead to a plethora of “me too” compounds; agents with presumably novel mechanisms, however, are no more effective for seizure control than phenytoin or phenobarbital, although they may have fewer – or at least different – side-effects. New attention is being given to examining relatively neglected aspects of epilepsy pathophysiology, such as inflammation, and underlying causes, such as viruses. It is possible that future antiepileptogenic, in contrast to antiseizure, treatments may emerge. In addition, several new treatment approaches involving brain stimulation are under investigation.

Epilepsy therapeutics shares obstacles to drug development with other brain disorders. Costs and failure rates for clinical trials are higher, and perceived markets less profitable. Future therapeutic advances may depend on public–private partnerships, involvement of “third-party” payers such as insurance companies, or other innovative funding models. Cost pressures are driving practice in other arenas, including the vexed issue of generic drugs, and potential substitution of suppliers without warning to physicians or patients. The true extent and impact of this issue is uncertain.

A positive trend is the increasing recognition of epilepsy as a distinct subspecialty of neurology, and the development of fellowships for additional postresidency training. Specialized comprehensive epilepsy centers are becoming more common, and the general neurology community is recognizing their importance in the care of patients with refractory seizures.

We hope that these two volumes will provide a manageable overview of current basic and clinical aspects of epilepsy for neurologists in active clinical practice, as well as for academic investigators and students. We would like to thank all the contributors, and the general editors, Drs Michael Aminoff, François Boller, and Dick Swaab, as well as Mr. Michael Parkinson of Elsevier, for their support and encouragement.
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Introduction

Epilepsy is one of the most common neurological diseases, affecting approximately 1% of the population (Porter, 1993). In the majority of cases, the cause of epilepsy is not identified. In about 30% of cases when the etiology of epilepsy is known, the most common causes are stroke (9.3%), trauma (8.8%), alcohol (5.8%), neurodegenerative diseases (4%), and infection (2.2%) (Banerjee and Hauser, 2008). In acquired epilepsies, the initial brain-damaging insult leads to cellular and molecular alterations that eventually culminate in spontaneous recurrent seizures (epilepsy). The latency period between the initial insult and the appearance of spontaneous seizures is called epileptogenesis. During epileptogenesis a number of molecular and cellular changes occur, including neurodegeneration, neurogenesis, axonal sprouting, axonal injury, glial cell activation, invasion of peripheral inflammatory cells, vascular damage and angiogenesis, changes in the extracellular matrix, and alterations in the molecular structure of cellular components, such as ligand and receptor-gated ion channels (for review, see Pitkanen and Lukasiuk, 2009). Epileptogenesis can take months or even years, and epilepsy typically persists for the rest of the person’s life (Pitkanen and Sutula, 2002).

Many previous studies have shown that antiepileptic drugs (AEDs) that have been designed to prevent or alleviate the symptoms of the disease, that is seizures, have no beneficial effects on epileptogenesis (Temkin, 2009). To identify a roadmap for antiepileptogenesis, an understanding of the molecular events occurring during epileptogenesis and epilepsy is critical. For this purpose, the recent developments in molecular biology and bioinformatics have provided us with useful tools to address the challenge. One of the quickly expanding fields in epilepsy research is transcriptomics, which applies large-scale transcriptome profiling methods such as SAGE (serial analysis of gene expression) or microarrays in tissue analysis. Data from these studies have provided information about gene expression and the regulation of gene expression at the level of whole transcriptome (set of whole expressed mRNAs) (Diaz, 2009). These data show changes in the expression of several hundreds of genes during epileptogenesis or epilepsy (for review, see Lukasiuk et al., 2006). The next challenge is to translate these data into meaningful information about the molecular pathways critical for the development of epilepsy, and to translate this knowledge into therapies that favorably modify the epileptogenic process.

For this review we have summarized information available in the literature regarding genes changing expression level during status epilepticus (SE)-induced epileptogenesis and epilepsy, where most of the epileptogenesis related data come from. Separate gene lists were created for: (i) early effect of SE (up to 24 h), (ii) epileptogenesis, and (iii) epilepsy, including human data. Lists contain genes detected with in situ hybridization, polymerase chain reaction (PCR), northern blot, or other traditional methods used for evaluating gene expression, as well as genes detected with microarrays and validated with other methods, or genes detected by at least two independent microarray experiments. Subsequently, gene lists were subjected to bioinformatics analysis to detect the most common functional groups of genes. DAVID® software (http://david.abcc.ncifcrf.gov; Dennis et al., 2003; Huang et al., 2009) was used to detect GO terms (Gene Ontology terms) (http://www.geneontology.org) and KEGG pathways (Kyoto Encyclopedia of Genes and Genomes Pathways Database http://www.kegg.com/kegg/pathway.html) (Kanehisa and Goto, 2000) to detect pathways that were significantly enriched in different published gene lists. Data are summarized in Table 1.1 (KEGG pathways) and Table 1.2 (GO terms). These analyses allow us to make some conclusions and generalizations about the most prevalent phenomena occurring during epileptogenesis and epilepsy, and can be used to create hypotheses regarding molecular mechanisms of the disease process.

Table 1.1 Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways (http://www.kegg.com/kegg/pathway.html) overrepresented in lists of genes regulated during status epilepticus, epileptogenesis, or epilepsy



	Acute (up to 24 h) effect of SE
	Epileptogenesis
	Epilepsy



	Neuroactive ligand–receptor interaction
	Complement and coagulation cascades
	Long-term potentiation



	Complement and coagulation cascades
	Neuroactive ligand–receptor interaction
	Neuroactive ligand–receptor interaction



	Alzheimer’s disease
	Alzheimer’s disease
	Calcium signaling pathway



	Long-term potentiation
	Long-term potentiation
	 




Gene lists were constructed on the basis of extensive literature search including genes present in at least two different microarray data sets. The conditions included are acute effect of status epilepticus (SE), epileptogenesis, or epilepsy. To detect overrepresented metabolic pathways, the genes were mapped to KEGG pathways using DAVID® software (Dennis et al., 2003; Huang et al., 2009). Only KEGG pathways with p < 0.05 with Bonferroni correction are presented. Genes belonging to the pathways are presented in Figures 1.1–1.4.

Table 1.2 Biological process GO terms overrepresented in lists of genes regulated by status epilepticus, during epileptogenesis, or in epilepsy



	Acute (up to 24 h) effect of epileptogenic stimulus
	Epileptogenesis
	Epilepsy



	Synaptic transmission
Ion transport

Inflammatory response

Apoptosis/programmed cell death

Metal ion transport

Cell development

Acute inflammatory response

Cation transport

Complement activation

Glutamate signaling pathway

Adaptive immune response

Cell surface receptor-linked signal transductionx

Humoral immune response

Activation of immune response

Leukocyte-mediated immunity

Blood circulation

B cell-mediated immunity

Cellular ion homeostasis


	Ion transport
Synaptic transmission

Inflammatory response

Acute inflammatory response

Complement activation

Metal ion transport

Humoral immune response mediated by circulating immunoglobulin

Adaptive immune response

Activation of immune response

Cation transport

B cell-mediated immunity

Leukocyte-mediated immunity

Lymphocyte-mediated immunity

Proteolysis

Regulation of cell proliferation

Glutamate signaling pathway

Blood circulation

Cell development

Monovalent inorganic cation transport

Divalent and trivalent inorganic cation transport


	Synaptic transmission
Ion transport

Metal ion transport

Divalent and trivalent inorganic cation transport

Cation transport

Regulation of neurotransmitter levels

Glutamate signaling pathway

Memory

Cell development






Gene lists were constructed on the basis of extensive literature search, including genes that are present in at least two microarray data sets. Then, gene lists with altered expression level after status epilepticus, during epileptogenesis, or epilepsy were analyzed using DAVID® (Dennis et al., 2003; Huang et al., 2009) to detect biological process GO terms overrepresented in comparison to whole genome. Only GO terms with p < 0.05 with Bonferroni correction are presented. In each column, the GO terms are presented in order of increasing p value (the most significant one is first).




Which genes are altered at different phases of epileptic process and what is their function?

A summary of molecular changes is provided in Table 1.1 (KEGG pathways) and Table 1.2 (GO terms). We will focus on the two most prominent groups of genes that were found to be altered in both analyses, and give more details about the results in Figures 1.1–1.4.


[image: image]
Fig. 1.1 Neuroactive ligand–receptor interaction pathway in epileptogenesis and epilepsy, as predefined by KEGG (Kyoto Encyclopedia of Genes and Genomes; http://www.kegg.com/kegg/pathway/hsa/hsa04080.html) (Kanehisa and Goto, 2000). This pathway summarizes all membrane receptors that can influence neuronal excitability. These receptors are represented by rectangles with name of the receptor protein inside. The ligands are listed on the left side and connected by arrows to rectangles symbolizing their receptors. Receptors that are regulated by epileptogenesis or epilepsy on the level of gene expression are shaded in gray. These genes code for the following receptors: C3AR, complement component 3a receptor; C5R, complement component 5 receptor; CHRM1, cholinergic receptor, muscarinic 1; EDNR, endothelin receptor; GABBR, γ-aminobutyric acid (GABA) B receptor; GABR, γ-aminobutyric acid (GABA) receptor; GRI, glutamate receptor, ionotropic; GRIN, glutamate receptor, ionotropic, N-methyl-d-aspartate; GRM, glutamate receptor, metabotropic; HTR1A, 5-hydroxytryptamine (serotonin) receptor 1A; NPYR, neuropeptide Y receptor; NR3C1, glucocorticoid receptor; NTSR2, neurotensin receptor 2; TACR3, tachykinin receptor 3.

(Adapted from Kanehisa M, Goto S (2000). KEGG: Kyoto Encyclopedia of Genes and Genomes. Nucleic Acids Res 28: 27–30.)




[image: image]
Fig. 1.2 Long-term potentiation (LTP) pathway in epileptogenesis and epilepsy, as predefined by KEGG (Kyoto Encyclopedia of Genes and Genomes; http://www.kegg.com/kegg/pathway/hsa/hsa04720.html) (Kanehisa and Goto, 2000). This pathway summarizes proteins involved in the development and modulation of LTP. Proteins are presented as rectangles with protein names inside. Arrows indicate direct (solid arrows) or indirect (dotted arrows) interactions between proteins. Proteins regulated by epileptogenesis or epilepsy on the level of gene expression are shaded in gray and include: AMPAR, glutamate receptor, ionotropic; AMPA(R), CaM, protein phosphatase 3, regulatory subunit (receptor); CaMKII, calcium/calmodulin-dependent protein kinase (CaM kinase) II; CaN, calcium-binding protein P22; EPAC1, Rap guanine nucleotide exchange factor (GEF); IP3R, inositol 1,4,5-triphosphate receptor; mGluR, glutamate receptor, metabotropic; NMDAR, glutamate receptor, ionotropic, N-methyl-d-aspartate; PLC, phospholipase C, beta; PP1, protein phosphatase 1 regulatory subunit. EPSC, excitatory postsynaptic current.

(Adapted from Kanehisa M, Goto S (2000). KEGG: Kyoto Encyclopedia of Genes and Genomes. Nucleic Acids Res 28: 27–30.)




[image: image]
Fig. 1.3 Calcium signaling pathway in epileptogenesis and epilepsy, as predefined by KEGG (Kyoto Encyclopedia of Genes and Genomes; http://www.kegg.com/kegg/pathway/hsa/hsa04020.html) (Kanehisa and Goto, 2000). This pathway contains protein involved in regulation of intracellular calcium levels as well as proteins whose activity is regulated by calcium. Interactions between proteins, ions, cofactors, and other elements of the network are symbolized by arrows (direct interactions, solid arrows; indirect interactions, dotted arrows). Proteins regulated by epileptogenesis or epilepsy on the level of gene expression are shaded in gray and include: CALM, calmodulin; CaMK, calcium/calmodulin-dependent protein kinase; CaN, protein phosphatase 3; CaV1, calcium channel, voltage-dependent, L type; CaV2, calcium channel, voltage-dependent, P/Q type; CaV3, calcium channel, voltage-dependent, T type; FAK2, protein tyrosine kinase 2 beta; GPCR, cholinergic receptor, muscarinic 1; GPCR, cysteinyl leukotriene receptor 1; IP3R, inositol 1,4,5-triphosphate receptor; NCX, solute carrier family 8 (sodium/calcium exchanger); NCX, solute carrier family 8 (sodium/calcium exchanger); NOS, nitric oxide synthase 1; PLCβ, phospholipase C, beta; PMCA, Ca2 + transporting ATPase, plasma membrane; ROC; cholinergic receptor, nicotinic.

(Adapted from Kanehisa M, Goto S (2000). KEGG: Kyoto Encyclopedia of Genes and Genomes. Nucleic Acids Res 28: 27–30.)




[image: image]
Fig. 1.4 Complement and coagulation cascades pathway in epileptogenesis and epilepsy, as predefined by KEGG (Kyoto Encyclopedia of Genes and Genomes; http://www.kegg.com/kegg/pathway/hsa/hsa04020.html) (Kanehisa and Goto, 2000). This pathway summarizes extracellularly located events of complement activation, coagulation cascade, kallikrein–kinin system, and fibrinolytic system. The membrane receptors, i.e., targets of these cascades, are also presented (membrane is symbolized by wide dark gray vertical double-lines). Proteins belonging to this metabolic pathway are symbolized by rectangles with their names inside. Interactions between elements of the network are symbolized by arrows (direct interactions, solid arrows; indirect interactions, dotted arrows). Proteins involved in complement activation and coagulation cascade that are regulated by epileptogenesis or epilepsy on the level of gene expression are shaded in gray and include: A2M, α2-macroglobulin; C1Q, complement C1q subcomponent; C1S, complement component 1, S subcomponent; C2, complement component 2; C3, complement component 3; C3AR1, complement component 3a receptor 1; C4, complement component 4; C5R1, complement component 5 receptor 1; F10, coagulation factor X; F3, coagulation factor III (thromboplastin, tissue factor); HF1, complement factor H; MASP1/2, mannan-binding lectin serine protease 2; PLAT, tissue plasminogen activator; PLAU, urokinase plasminogen activator; SERPING1, serpin peptidase inhibitor, clade G (C1 inhibitor); THBD, thrombomodulin.

(Adapted from Kanehisa M, Goto S (2000). KEGG: Kyoto Encyclopedia of Genes and Genomes. Nucleic Acids Res 28: 27–30.)




Synaptic transmission and ion transport

Three of the metabolic pathways detected in our KEGG pathways analysis are related to synaptic function and plasticity, indicating the particular importance of these pathways in the pathogenesis of epilepsy (see Table 1.1). These pathways are: neuroactive ligand–receptor interaction (Fig. 1.1), long-term potentiation (Fig. 1.2), and calcium signaling (Fig. 1.3). These pathways substantially overlap with one another, and contain genes involved in synaptic transmission such as neurotransmitter receptors, ion channels, receptors for neuromodulators as well as molecules responsible for intracellular signaling involved in information processing of external stimuli. To identify individual genes, see the legends to Figures 1.1–1.3. The data obtained from KEGG pathways has many similarities to that revealed by analysis of GO terms in Gene Ontology database.

Analysis of the GO terms describing the biological functions indicated a clear pattern of gene expression in all three conditions studied, that is, acute SE, epileptogenesis, and epilepsy (see Table 1.2). In line with data from KEGG analysis, the two most overrepresented GO terms were synaptic transmission and ion transport. Gene sets represented by these two GO terms overlap substantially. Several remaining GO terms, such as ion transport, metal ion transport, monovalent, divalent and trivalent inorganic cation transport, and cation transport, are, in fact, fractions of ion transport GO term.

What are the individual genes behind these two GO terms? Genes altered by SE, epileptogenesis, or epilepsy within ion transport GO term contain neurotransmitter receptors, as well as calcium, potassium, and sodium channels, neuromodulators, and ion homeostasis regulators. The synaptic transmission GO term contains similar genes supplemented with others influencing neuromodulators of synaptic plasticity (prodynorphin, tumor necrosis factor, corticotropin-releasing hormone), structural proteins (Homer, synaptotagmin), or enzymes (nitric oxide synthase, glutamate decarboxylase, palmitoyl-protein thioesterase).

Obviously, alterations in the expression of genes coding neurotransmitters, neuromodulators, and their receptors will influence the electrophysiological properties of neurons and/or glia, and will therefore result in changes in network excitability, potentially leading to seizure expression. In fact, many such changes have been described. For example, changes in mRNA expression for selected GABAA receptor subunits have been reported during epileptogenesis induced by kainic acid (Nishimura et al., 2005), pilocarpine, or electrically induced status epilepticus (Nishimura et al., 2005), as well as after kindling (Clark et al., 1994). As γ-aminobutyric acid type A (GABAA) receptor properties depend on subunit composition (von Blankenfeld et al., 1990; Luddens and Wisden, 1991), altered expression of its receptor subunits will result in functional abnormalities. Changes in expression of mRNAs encoding metabotropic GABAB receptors have been observed during epileptogenesis resulting from SE induced with kainic acid (Furtinger et al., 2003) or electrical stimulation (Nishimura et al., 2005).

Glutamate, the major excitatory neurotransmitter in the brain, acts on ionotropic (AMPA (α-amino-3hydroxy-5-methyl-4-isoxazolepropionic acid), kainate, and NMDA (N-methyl-d-aspartate) receptors) and metabotropic receptors (Dingledine et al., 1999). Alterations in expression of several glutamate-gated receptors have been described. Expression of subunits of AMPA receptors can be affected by kindling (Kamphuis et al., 1994) or seizures induced by an electrolytic hilar lesion (Gold et al., 1996). Interestingly, the effect on various splice variants can be differentiated (Lason et al., 1998). Alterations in the expression of subunits of kainate receptors were observed during epileptogenesis induced by kainic acid-induced SE (Ullal et al., 2005), and hippocampal or amygdala kindling (Kamphuis et al., 1995). In addition, expression of NMDA receptor 1 (NMDAR1) can be influenced by different kindling stimuli (Lason et al., 1998). There is much less information about the expression of metabotropic glutamate receptors (mGluR) in epilepsy, but kindling has been shown to induce a transient decrease in mGluR5 and an increase in mGluR1 (Akbar et al., 1996). Increase in the mGluR1 subunit was also observed following SE after intraperitoneal kainate injection (Blumcke et al., 2000).

Finally, expression of genes coding for potassium channels (Su et al., 2008), sodium channels (Aronica et al., 2001; Ellerkmann et al., 2003), calcium channels (Vigues et al., 1999), and hyperpolarization-activated cyclic nucleotide-gated cation channels (Hendriksen et al., 1997) can be regulated during epileptogenesis.

As already mentioned, not only ion channels and receptors but also other molecules, such as peptide neurotransmitters, growth factors, and other neuromodulators, can influence neuronal excitability (Baraban, 2004; Giorgi et al., 2004; Vezzani and Sperk, 2004; Koyama and Ikegaya, 2005; Tchekalarova and Georgiev, 2005). For example, neuropeptide Y (NPY) and its receptor have a significant role in regulating seizure activity (Gariboldi et al., 1998; Vezzani et al., 1999). Marked increases of NPY and NPY receptor mRNA have been observed following kindling (Moneta and Hollt, 1990; Kopp et al., 1999). Expression of other neuroactive peptides such as oxytocin, vasopressin or corticotropin-releasing factor can be affected by kindling as well (Greenwood et al., 1994a, b, 1997). In addition, neurotropins can influence neuronal network excitability and their expression, but little information regarding their expression in epileptogenesis is available. Expression of brain-derived neurotropic factor (BDNF) and fibroblast growth factor (FGF) can, however, be regulated by amygdala kindling (Bregola et al., 2000).

All the above-described alterations will influence synaptic function, having pronounced effects on neuronal excitability and possibly leading to functional abnormalities.




Immune function

Projecting the lists of genes changing expression level during epileptogenesis on KEGG pathways revealed overrepresentation of genes involved in complement activation cascade (see Table 1.1, Fig. 1.4). These include complement components and complement receptors, as well as regulators of complement and the coagulation cascade. Increased expression of complement factors in experimental and human temporal lobe epilepsy has been described (Aronica et al., 2007). It has been hypothesized that complement activation could contribute to a sustained inflammation and, by these means, destabilize neuronal networks involved in seizure activity (Aronica et al., 2007). Plasminogen activators may be involved in the complement activation pathway, but they can be involved also in other biological functions. It has been shown that urokinase-type plasminogen activator (uPA) is overexpressed in epileptogenesis and epilepsy, and can influence disease development by regulation of neurodegeneration and neurogenesis (Lahtinen et al., 2006, 2010; Iyer et al., 2010). Increased expression of another plasminogen activator, tissue plasminogen activator (tPA), has been observed in epileptic brain (Iyer et al., 2010). Interestingly, both tPA and its inhibitor neuroserpin can regulate synaptic and seizure activity (Yepes and Lawrence, 2004; Pawlak et al., 2005).

The analysis of Gene Ontology confirmed overrepresentation of genes involved in the complement cascade among genes regulated by epileptogenesis and extended these data by additional functional groups related to immune function (see Table 1.2). Also in this analysis, the significant presence of GO terms related to immune function was observed in acute response to SE and epileptogenesis, but not in epilepsy. These GO terms include: inflammatory response, acute inflammatory response, adaptive immune response, humoral immune response, complement activation, leukocyte-mediated immunity, B cell-mediated immunity, and lymphocyte-mediated immunity. This indicates the pronounced role of mechanisms related to immune functions in epileptogenesis.

Early studies on the involvement of elements of immune system such as interleukins in epilepsy revealed the role of immune response in regulation of neuronal excitability (Shandra et al., 2002; Vezzani et al., 2002; Dube et al., 2005; Ravizza et al., 2008; Vezzani et al., 2008a; Rodgers et al., 2009). However, only recently has this topic received more attention, owing to technical developments in transcriptome profiling. Numerous studies on gene expression indicate that genes coding for proteins whose function has traditionally been linked to the immune system constitute the most prominent group of genes changing their expression level during epileptogenesis (Gorter et al., 2006; Lukasiuk et al., 2006; Aronica et al., 2008; Cacheaux et al., 2009). Much less is known about the function of protein products of these genes in epilepsy. However, the pathogenetic mechanisms of some of them have already been studied. For example, interleukin (IL)-1, IL-6, and tumor necrosis factor (TNF) and their receptors have been shown to be upregulated in experimental models. More data have been gathered on IL-1β, which has been shown to have proconvulsant activity, possibly by means of functional interactions with neurotransmitters such as glutamate and GABA (Vezzani et al., 2008b). As many cytokines and chemokines are produced by glial cells, the increase in their expression can be recognized in terms of changes in communication between glia and neurons that lead to increased neuronal excitability (Vezzani et al., 2008b). Moreover, activation of peripheral immune response and lymphocyte extravasation may play a role under certain conditions in the generation of increased neuronal excitability, and even provide a therapeutic target for intervention of SE associated with infectious diseases (Fabene et al., 2008).






Conclusion

Analysis of changes in gene expression during epileptogenesis indicates that synaptic plasticity and transmission (represented by receptors, ion channels, and neuromodulators) and the immune response are the most prominent mechanisms affected by epileptogenesis. Importantly, some promising experimental data are already available indicating that modulation of these systems can have beneficial effects on epileptogenesis. For example, a duotherapy with BDNF and FGF-2 alleviated the severity of epilepsy in a rat pilocarpine model (Paradiso et al., 2009; Wong, 2010). In another recent study it was shown that prevention of adhesion of peripheral leukocytes to endothelial cells reduced leukocyte extravasation, and consequently, by suppressing the inflammatory response, reduced epileptogenesis (Fabene et al., 2008; Paradiso et al., 2009; Wong, 2010). Further analysis of the function of epileptogenesis-related genes revealed by bioinformatics can be expected to provide a roadmap to reveal more novel targets for tackling epileptogenesis.
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Abstract

This chapter summarizes many of the cellular alterations that give rise to an imbalance between excitation and inhibition, and to a hypersynchronous neuronal discharge. Contributing intrinsic neuronal properties include aberrant channel function and/or location that may cause excessive discharge and/or inadequate hyperpolarization of excitatory (projection) cells or loss of inhibition resulting from changes (damage to) inhibitory interneurons. Altered/abnormal synaptic function may also be critical, such as activity-dependent changes in receptor properties and/or plasticity of synaptic connectivity; such changes may affect both excitatory (e.g., mediated by glutamatergic synapses) and inhibitory (e.g., local GABA circuits) function. Finally, dysfunction of extracellular influences, such as those mediated by glial activities, changes in extracellular spaces, effects of hormonal modulators, and dependent on an intact vascular system, can result in hyperexcitability and seizures discharge. These cellular changes can result from genetic disorders, from aberrant developmental programs, or from trauma-induced brain injury. The net effect of these changes – often multiple and complex – can lead to a focal epilepsy such as temporal lobe epilepsy (if the abnormalities are restricted to temporal lobe structures) or to a more generalized phenotype (e.g., generalized epilepsy with febrile seizures plus, GEFS +). Insight into underlying cellular and molecular abnormalities of a given epilepsy phenotype will, we hope, lead to better and earlier treatments.




Introduction

Epilepsy – spontaneous recurrent seizure discharge – comes in many different forms. A given type of epilepsy is determined, at least in part, by the seizure type(s) that constitutes the clinical manifestation of that epilepsy in a given individual. Understanding the cellular bases of the epilepsies, therefore, requires that one gain insight into these different seizure manifestations. Seizure activity is characterized, at the cellular level, by two primary features: (1) the imbalance between excitatory and inhibitory influences that causes abnormal (usually hyperexcitable) neuronal discharge; and (2) hypersynchrony of neuronal activity (Fig. 2.1). That is, during a seizure, neurons (at least in some parts of the brain) discharge in an unusually hypersynchronous manner, often at a much higher rate than is normally seen in that population of cells. What cellular features give rise to these pathophysiologies?


[image: image]
Fig. 2.1 Top: Diagram illustrating the delicate balance between excitatory (E) and inhibitory (I) influences that determine the level of neuronal discharge. In most (but not all) epilepsies, there is a disruption of the normal equilibrium such that excitation outweighs inhibition. Bottom: Perhaps more critical, seizures reflect the synchronous discharge of populations of neurons that normally do not discharge together.


To understand the cellular bases of the epilepsies – to identify those cellular features that differentiate normal brain from epileptic brain – one must first have some sense of normal brain function, and identify the processes that maintain “normal” activity. One can then begin to characterize those differences associated with epileptic tissue. Cellular discharge patterns reflect a set of neuronal properties that are generally determined by the genetic makeup of the animal, but that can be modulated by environmental inputs. These properties can be, in a somewhat simplistic way, summarized as follows:

1. Intrinsic cellular mechanisms – as determined by the complement and distribution of channels over the cell’s membrane, as well as molecules that constitute intracellular signaling pathways peculiar to that cell type.

2. Synaptic activities and interactions (both chemical and electrical) – as determined by a host of molecules that contribute to neurotransmission systems.

3. Influences of the extracellular environment – consisting of glia, extracellular space, the vascular system, and various chemicals and hormones that circulate between neurons.



This chapter will review key details of these cellular properties (Fig. 2.2), and explore how abnormalities or alterations in these properties lead to abnormal electrical discharge behaviors that we typically label “seizure” activity. It is important to note at the beginning of this discussion that, although such insights into seizure mechanisms are essential for an understanding of the epilepsies, they are not sufficient – for they often do not explain differences across seizure types or across individuals, nor do they adequately explain the bases for differences in response to treatments. Current insights into such cellular features also rarely help us understand the underlying bases for periodic, paroxysmal, and usually unpredictable discharge that defines epileptic seizures. Indeed, as complex as are the cellular mechanisms now associated with seizure occurrence, we remain woefully ignorant about such issues as how/why an individual with epilepsy may appear neurologically “normal” most of the time (i.e., between seizures). Discussion of these important features of the epileptic brain is beyond the scope of this chapter.


[image: image]
Fig. 2.2 Diagrammatic representation of the various influences that affect neuronal excitability, all of which need to be considered when trying to understand the basic mechanisms underlying seizures and epilepsies.


Finally, an understanding of the underlying bases of seizures, or even of changes that result in the sudden eruption of seizure activity in the epileptic patient, does not necessarily offer a cellular explanation for the development of the seizure state in a given individual. The mechanistic bases of “epileptogenesis” (the processes by which an apparently normal brain becomes an epileptic brain) are only now receiving significant attention in the laboratory – and studies suggest that the cellular mechanisms of epileptogenesis may only partially overlap with those that we have identified as key to seizure discharge.




Intrinsic properties of neurons


Excitatory projection cells

Most epilepsies involve the discharge of cortical – neocortical and/or hippocampal – pyramidal cells; absence epilepsies also involve thalamic neurons (McCormick and Contreras, 2001). In each brain region, excitatory projection cells are primarily responsible for sending signals out of the local brain region in which their cell bodies are located. These cells, then, are critical for the transmission of information (be it normal physiological information, or pathological epileptiform “information”) to other brain regions. All these cell types – pyramidal cells in neocortex and hippocampus, and thalamocortical projection cells – have been well studied with respect to epileptiform discharge. In neocortex and hippocampus, pyramidal cells have been categorized into distinct types; in these regions, at least one pyramidal cell type has an intrinsic propensity for burst discharge (i.e., brief periods of electrical discharge during which action potentials are “fired” at short interspike intervals) that has led investigators to label them “initiator” or “pacemaker” cells for epileptiform activity (Fig. 2.3A). In neocortex, these “intrinsic bursters” are found in the deep layers (layer V); they are distinguished from “regular firing” pyramidal cells of more superficial layers (Prince and Connors, 1984). In the hippocampus, the CA3 pyramidal cells tend to discharge in burst patterns (even in the normal brain), and have been implicated as initiators of hippocampal epileptiform discharge – as distinguished from themore regularly firing CA1 pyramidal cells (Wong et al., 1986). Interestingly, these functionally different pyramidal cells can also be distinguished morphologically. In neocortex, the intrinsic bursters have larger somata and more extensive dendritic arborizations compared with the regular-spiking pyramidal cells. Similarly, in hippocampus, the CA3 pyramidal cells are larger, with thicker and bushier dendrites than the regular-spiking CA1 cells.


[image: image]
Fig. 2.3 (A) Burst discharge from a hippocampal pyramidal cell. Multiple action potentials are generated in response to a relatively short/low-amplitude depolarization. Membrane depolarization, due to current carried through voltage-gated sodium and calcium channels, triggers action potentials (reflecting the influx of sodium and efflux of potassium ions). Membrane repolarization is due primarily to potassium ion movement out of the neuron. (B) Illustration of some of the numerous intrinsic neuronal currents – in the dendrites, somata, initial segment, axon, and terminal – that determine membrane depolarizations and hyperpolarizations. GABA, γ-aminobutyric acid; Glut, glutamate. (C) Illustration of a neuronal discharge pattern typical of thalamic neurons, involving synaptic drives (excitatory and inhibitory postsynaptic potentials; EPSPs and IPSPs) and a voltage-gated calcium current. The latter transient (or “T”) current (IT) is mostly inactivated at cell resting potential, but is “de-inactivated” by synaptic hyperpolarization; subsequent calcium influx through these channels then depolarizes the neuron and triggers “rebound” discharge.


The distinct discharge properties of these pyramidal cells, as seen in normal “baseline” activity and particularly with respect to the cells’ tendency to “burst” (as a possible basis for the initiation of epileptiform discharge), is determined by a set of voltage-gated channels that are differentially expressed in these populations of projections cells. Although all neurons exhibit the well-studied sodium and potassium channels in their axons that support action potential transmission (as described by Hodgkin and Huxley), it is clear that there is a myriad of other voltage-gated channel types that determine the kinetics of soma-dendritic depolarization, the threshold for action potential initiation at the initial segment, and the release of neurotransmitter at the neuron’s axon terminal (Fig. 2.3B) (Traub et al., 1991; Kager et al., 2007). For example, in the mature hippocampal CA1 neuron, dendritic depolarization (as evoked, for example, by excitatory transmitter release at dendritic synapses) is mediated not only by sodium influx but also by voltage-dependent opening of dendritic calcium channels (Beck et al., 1998; Magee et al., 1998). As the membrane depolarizes, various potassium channels open to help repolarize the membrane potential. The types of potassium channel that open (the various currents mediated via potassium channels) determine the speed at which membrane repolarization takes place, as well as the duration of the hyperpolarization. These hyperpolarizing currents prevent repetitive action potential discharge evoked by persistent membrane depolarization and/or determine the rhythm (inter-event intervals) of cell discharge (Johnston et al., 2000; Yuan and Chen, 2006). For example, some cells fire in a “regular” pattern, with an interspike interval (between each action potential) that decreases as the depolarization becomes stronger. Contrast this behavior of the hippocampal CA1 neuron with the neighboring CA3 pyramidal cell, which is endowed with a relatively high density of soma-dendritic voltage-gated calcium channels. When these CA3 cells are depolarized, the calcium channels open – and stay open much longer than the sodium channels that dominate the membrane depolarization of CA1 cells. As a result of this prolonged calcium-mediated depolarization, the CA3 neuron tends to generate multiple action potentials with short interspike intervals (i.e., a burst), even in response to relatively minimal depolarization (Fig. 2.3A) (Traub et al., 1991). That is, the opening of calcium channels acts as an amplification mechanism. Similar depolarizations, which can initiate burst discharge, are also found in some neocortical pyramidal cells. Researchers have found that these calcium-mediated events are triggered not only by the depolarizing effects of excitatory synaptic events, but also by the pressure of a slowly inactivating (“persistent”) sodium current, mediated by sodium channels that stay open longer than the typical quickly inactivating sodium channel (Stafstrom et al., 1985; Stafstrom, 2007).

In many burst-generating cells, the action potential burst is followed by a long and deep hyperpolarization that is the result (at least in part) of activation of a calcium-dependent potassium conductance (Fernandez de Sevilla et al., 2006). Thus, in these cells, there is a “cellular analog” of the interictal burst discharge as expressed in the EEG – the EEG “spike” being a reflection of neuronal depolarization and action potential burst discharge, and the “wave” reflecting the neuronal hyperpolarization. One can view this set of cellular processes as “self-regulating”, i.e., calcium and sodium influx mediating excitation (action potential bursts), but then almost immediately giving rise to a hyperpolarizing current that curtails the discharge. It is easy to imagine that changes in the nature of this coupling could give rise to abnormal discharge patterns. And indeed, experimental manipulations in which a component of the system is blocked (or potentiated) give rise to aberrant discharge patterns, some of which are similar to those seen in the epileptic brain (e.g., Perreault and Avoli, 1991).

In the thalamocortical projection cell, a different voltage-gated current tends to dominate the pattern of the cell’s discharge. In these cells, synaptically mediated cell depolarization is followed by a powerful synaptic hyperpolarization (more of that below). This hyperpolarization “de-inactivates” a low threshold calcium conductance, leading to the so-called “T (transient) current” (Huguenard and Prince, 1992). That is, as the hyperpolarization resolves, an influx of calcium (through the gradually opening calcium channels) leads to membrane depolarization and action potential discharge (“rebound excitation”) (Fig. 2.3C). This interplay of depolarization and hyperpolarization underlies the spike–wave EEG pattern seen during sleep spindles; dysregulation of the underlying mechanisms gives rise to the familiar spike–wave sequences of absence epilepsies (McCormick and Contreras, 2001).

As should be clear from the paragraphs above, the intrinsic properties of each neuron – the voltage-gated ion conductances – interact critically with those influences that depolarize (or hyperpolarize) the membrane potential. The most obvious of these influences are the synaptic inputs, excitatory and inhibitory. The channels giving rise to these voltage-gated intrinsic conductances are localized at specific subcellular sites so as best to take advantage of, or control, the effects of synaptic inputs. Thus, in neurons such as the pyramidal projection cell, where excitatory synaptic inputs terminate primarily on dendritic targets (especially dendritic spines), voltage-gated calcium channels tend to be localized in nearby dendritic membrane (Obermair et al., 2004) and are powerfully affected by synaptically mediated polarization changes that may appear rather small when recorded at the level of the cell body (Fig. 2.4). Similarly, various hyperpolarizing potassium channels have distinct dendro-somatic distributions (Johnston et al., 2000; Vacher et al., 2008), so as to shunt depolarizing currents and reduce the likelihood that a synaptically mediated depolarization will be sufficiently large – at the level of the initial segment – to induce cell discharge. The converse is also true: some types of synapse are localized strategically so as to control the excitability that results from the opening of intrinsic (i.e., voltage-gated) ion channels. For example, in addition to the high density of voltage-gated sodium channels at the initial segment, there are also powerful inhibitory synapses that reduce the likelihood of action potential discharge (Inda et al., 2006). At the nodes of Ranvier and at the terminal boutons, depolarizing and hyperpolarizing conductances interact in an intricately balanced dance to control discharge and depolarization, with sodium channels and potassium channels in partnership at the nodes, and with calcium channels and potassium channels interacting at the terminal (see Fig. 2.3B). Small changes in the nature of any of these conductances, or in their precise subcellular localization, can lead to disruption of the normal balance and result in too little – or too much – excitation. Some mutant mice (and presumably some epileptic patients), with gene disruptions that lead to epileptiform activities, exhibit this loss of balance between excitatory and inhibitory voltage-gated channels (Smart et al., 1998; Burgess and Noebels, 1999).
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Fig. 2.4 Illustration of the various components contributing to synaptic transmission, including both synaptic and extrasynaptic receptors, pumps and transporters (on both presynaptic and postsynaptic elements), voltage-gated channels, and glial uptake of ions and transmitter. gCa, calcium conductance.


The complexity of these systems – the large numbers of different voltage-gated channels, their precise subcellular localization, and their interaction with external synaptic drives – is orchestrated genetically. And the genetically determined expression of mRNAs for the proteins that make up specific channels is developmentally regulated (e.g., Fry, 2006). Because gene expression changes during brain development, the specific ionic properties of a given cell change during the course of maturation. These developmental changes can be seen in something as obvious as the nature of the voltage-dependent sodium channel, the changing composition of which causes changes in the kinetics of sodium flux across the membrane, the inactivation properties of the channel, and thus the ability of the cell to fire repetitively at high rates (Picken Bahrey and Moody, 2003); these developmental changes also affect the way in which these channels interact with various antiepileptic drugs (e.g., with phenytoin or carbamazepine, which target the sodium channel), and thus determine the efficacy of a given drug at different developmental stages. Cell discharge properties are also affected developmentally by the changing capabilities of the Na,K-ATPase, the molecular “pump” that moves sodium out of the cell and potassium into the cell in order to establish the resting membrane potential (and the driving force for ion flux when channels open). Another major developmental shift occurs in the expression of different chloride transporter molecules that establish the internal concentration of chloride, and thus determine the inhibitory efficacy of opening chloride channels (Payne et al., 2003; Dzhala et al., 2005) (see below). Cell properties characteristic of the adult central nervous system (CNS) may be expressed quite differently in the immature brain. Therefore, it should not be surprising that the types of pathological activity that arise from altered neuronal properties in the adult brain can be quite different in the immature CNS. As suggested above, it is important to consider these developmentally changing properties of neurons as one focuses on the unique features of seizure discharge in the immature brain, and the age-specific efficacy of antiepileptic drugs.

Finally, as we consider how these channels determine the nature of a given cell’s discharge pattern in normal and in epileptic brain, it is important to factor in the “plasticity” of these systems. Although these channels have long been considered to be “hard-wired” features of a neuron, it is becoming increasingly clear that the level of channel expression, as well as the localization of various channel subunits, are in fact changeable – i.e., “plastic” (e.g., Jung et al., 2007; Catterall and Few, 2008). Normal shifts in neuronal activity may cause subtle changes in these channels; more dramatic changes in activity, as occur during seizures, may lead to significant alterations in intrinsic properties. These shifts sometimes appear to be “homeostatic” (i.e., the cell’s effort to maintain normal balance). However, the changes also may give rise to a molecular “feedback” cascade that exacerbates tendencies toward hyperexcitability and seizure discharge.




Inhibitory local circuit interneurons

Interneurons are, by definition, cells that influence activity within a limited, localized brain region. That is, their axons ramify within the general area in which the cell body is embedded, influencing the activities of nearby cells. While projection cells provide the excitatory drive underlying brain discharge, interneurons generally provide the “brakes.” And by applying the brakes in a very precise and selective manner, a relatively small number of interneurons sculpt the patterns of projection cell discharge.

Modern research has identified a rich complexity of different interneuron types (Freund and Buzsaki, 1996; Markram et al., 2004; Blatow et al., 2005; Houser, 2007). In the hippocampus and neocortex (those regions so key to epileptic discharge), these interneurons release γ-aminobutyric acid (GABA) as their primary inhibitory neurotransmitter. Compromises in the integrity of GABAergic transmission have been implicated in seizure disorders. Different interneuron types have been characterized on the basis of:

1. Action potential discharge frequency and pattern. For example, some interneurons appear to maintain a resting potential very close to the action potential threshold, and thus may discharge tonically, even with only minimal external input; such cells may fire at high tonic discharge frequencies when excited (typically by projection cells). Other interneurons maintain a much more negative resting potential and are relatively difficult to activate.

2. Targets. Each interneuron population has a characteristic target pattern for their axons/terminals. Some interneurons synapse specifically on, for example, the axon hillock of projection cells (“axo-axonic” interneurons), others provide a dense plexus of synapses surrounding pyramidal cell bodies (“basket cells”), and still others target dendrites of pyramidal cells, often in a pattern overlapping the excitatory inputs of specific afferent pathways. Activation of these interneurons provides precise patterns of projection cell inhibition. Importantly, some interneurons preferentially target other interneurons (i.e., not projection cells), thus giving rise to the phenomenon of “disinhibition.”

3. Inputs. Each interneuron subtype has a characteristic somatic location and dendritic branching pattern that determines, at least in part, which inputs will make contact with (and excite) that cell. Afferent inputs from other brain regions, recurrent excitatory input from projection cells within the local region of the interneuron, and inputs from other interneurons will all be integrated to determine the cell’s discharge level.

4. Colocalized neurotransmitter. In addition to the major inhibitory neurotransmitter, GABA, many interneurons synthesize and release other (usually peptide) neurotransmitters. Corelease (with GABA) of peptides such as neuropeptide Y or somatostatin is thought to occur particularly during high-frequency discharge of the parent interneuron, i.e., under just those conditions that are characteristic of epileptic discharge. These peptides exert specific influences separate from the inhibitory effects of GABA.

5. Vulnerability to damage. Different interneuron cell types appear to have dramatically different sensitivities to excitotoxic damage. This sensitivity is determined, at least in part, by the patterns and densities of excitatory inputs to the cell, characteristics that are likely a key determinant of excitability that develops during, and as a result of, seizure discharge. Different interneuron subpopulations also exhibit variable expression of calcium-binding proteins (e.g., parvalbumin, calbindin); these proteins may protect the cells from the destructive effects of the increases in intracellular calcium concentration that occur with high levels of discharge. Because of these differences across interneuron subtypes, and the fact that different brain regions are populated by different subpopulations of interneurons, different brain structures tend to show different patterns of interneuron depletion associated with various insults (including seizures). For example, in the hippocampus, somatostatin-containing interneurons appear to be selectively lost as a result of ischemia, status epilepticus, and/or chronic seizure activity. In turn, interneuron loss may lead to further hyperexcitability, as there may be a loss of inhibitory control as interneurons die.



As described above for the projection cells, different discharge patterns in interneurons are determined not only by the patterns (and locations) of synaptic inputs, but also by the patterns of voltage-gated channels that are involved in action potential generation, resting potential determination, etc. Such channels underlie currents that determine action potential duration (for example, some interneurons have extremely brief action potentials compared with those of projection cells), spike after-hyperpolarizations (some interneurons are easily recognized electrophysiologically by their profound after-hyperpolarization profile), interspike interval (determining the frequency of action potential firing), tendency to burst, spike-firing adaptation, etc.

Although it is likely that the properties of interneurons, like those of projection cells, are regulated developmentally, much less is known about how interneuron properties change with maturation. We do know, however, that (at least for cortical structures) the developmental migrational patterns of interneurons is quite different from that of pyramidal cells (Anderson et al., 1999), a difference that must be factored into discussions about developmental abnormalities associated with epileptic discharge. Cortical pyramidal cells arise in the subventricular zone and migrate in a generally “vertical” progression into their mature cortical stations, with cell type-specific features appearing as part of this process. Interneurons, in contrast, migrate into immature cortical regions from the median eminence, along a generally horizontal pathway. How their properties change along this rather complex migratory pathway, how the different interneuron subtypes find their appropriate locations within the cortical architecture, and how they establish functional inhibitory contacts with projection cells are all critical questions if we are to understand how these cells establish appropriate circuitry control. Aberrations in these developmental processes may give rise to abnormal discharge activities in cortex (Jones and Baraban, 2007).

As discussed above, the expression and location of the channels and other intrinsic interneuron features are now known to be “plastic,” even in the adult brain. These interneuron features may be influenced by metabolic events, by activity levels, by circulating hormones, and by many other factors. Given the great variety of interneurons in cortical structures, the complexity of their input and output systems, and the potential for such plasticity, it is difficult to determine a priori the effects of activity (or loss of activity) in a given interneuron population. What does seem clear, however, is that loss of interneuron populations and/or loss of the inhibitory effects of GABA can have potent epileptiform consequences. Indeed, perhaps the most enduring hypothesis to explain epileptic activity revolves around loss of GABAergic interneurons.





Synaptic properties of neurons

As discussed above, the epileptic state is often defined in terms of an imbalance between excitatory and inhibitory influences. In a simplistic way, this general concept has been translated into a discussion about enhanced synaptic excitation (E) (e.g., as reflected in the “power” of glutamatergic synapses) and/or reduced synaptic inhibition (I) (as determined by GABAergic synaptic power) (see Fig. 2.1). Although there are certainly other synaptic influences at play, these synapses provide the basic excitatory and inhibitory drives. Changes in glutamatergic and GABAergic synapses, and modulation of their influences by other inputs, largely determine the E–I balance.

In most discussions of synaptic properties of cortical structures, the focus is squarely on the chemical synapses associated with glutamate and GABA neurotransmission. Electrotonic neurotransmission has been somewhat neglected, since electronic transmission (via gap junctions) has been thought to be relatively rare in mammalian brain. Traditionally, electrical synapses have been considered to be nonplastic, and useful primarily for fast synchronization of limited neuronal populations (or for glial synchronization and for cell-to-cell transmission of small intracellular molecules). Such networks are, so the story goes, of questionable value in cortical structures in which synaptic modification is central to adaptive function. Recent research has again reminded us about the potential importance of electrical synapses, both in normal activities and in modulating seizure-like activities (e.g., Carlen et al., 2000; Connors and Long, 2004). Electrotonic synapses, particularly among interneurons, appear to be critical in mediating synchronous activities that in turn determine cortical outputs; high-frequency oscillatory activities (e.g., fast ripples) that appear in epileptic cortex may be generated via such connectivity (Traub et al., 2002). The role of gap junctions in linking cells in the glial syncytium will be addressed briefly below in the discussion of glia in modulating neuronal excitability.


Excitatory circuits

We typically associate excitatory synaptic effects with the transmission of information from one region of the brain to another. Indeed, such “feedforward” excitation of cortical neurons (e.g., afferent input into the neocortex from the thalamus or from other cortical regions, or afferent excitation of hippocampal neurons) constitutes important relay circuits, not only for seizure propagation but also for information transfer in the normal brain. At least as important, and until relatively recently somewhat neglected, are excitatory feedback circuits, whereby excitatory (projection) cells within a given area provide excitatory synaptic input (via axon collaterals) to neighboring neurons (Fig. 2.5A). Such feedback excitation is a critical feature of, for example, the CA3 region of hippocampus, where the CA3 pyramidal cell axon collaterals make numerous synaptic contacts onto other CA3 pyramidal cells (or even onto the parent CA3 neuron, via “autapses”) (Christian and Dudek, 1988). Circuitry models of learning/memory have identified the CA3 excitatory feedback circuit as critical to normal learning-related synaptic plasticity (Hasselmo et al., 1995). And importantly, it is this region of hippocampus that appears to be the “pacemaker” for “interictal” epileptiform discharge, a role also dependent on this feedback excitatory interaction (Miles and Wong, 1987). Interestingly, in the epileptic hippocampus, the excitatory dentate granule cells, which in normal brain do not excite one another, develop excitatory recurrent collaterals of their axon system (“mossy fiber sprouting”); elaboration of this aberrant positive feedback loop appears to be highly correlated with the development of epileptic activity in hippocampus (Sutula and Dudek, 2007).
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Fig. 2.5 (A) Diagrammatic representation of recurrent excitatory circuitry, involving excitatory connections among projection neurons. (B) Representation of feedforward and feedback inhibitory circuits. In the former, afferent input directly excites inhibitory interneurons, which then make synaptic contact onto projection cells. In the latter, afferents first synapse on projection cells, which then excite interneurons, which in turn provide inhibition to abort further discharge of the projection cell. (C) Illustration of the interplay between excitatory and inhibitory synaptic drive (EPSP and IPSP), which summate to produce the typical EPSP–IPSP sequence seen in most synaptically activated projection cells. (D) Normally, the EPSP triggers at most a single action potential, as the depolarization is rapidly offset by synaptic inhibition. However, when inhibition is compromised, the EPSP leads to a more prolonged depolarization that can trigger multiple action potentials, in the form of a burst discharge (or paroxysmal depolarization shift; PDS).





Glutamate as an excitatory agent

At the vast majority of excitatory chemical synapses in the adult mammalian forebrain, the excitatory neurotransmitter is glutamate. Glutamate is released into the synaptic cleft from synaptic vesicles, in a calcium-dependent manner. In most cases, these glutamatergic synapses consist of an axon terminal (presynaptic elements) making contact with a dendritic specialization on the target neuron. In cases where the postsynaptic neuron is an excitatory cell, the synapse most often involves a contact onto a dendritic spine; in some cases, however, when the postsynaptic cell has no spines (as is the case for “aspiny interneurons”), these contacts are directly onto dendritic shafts. Although ubiquitous and consistently excitatory, glutamate may have varied effects on its target, depending on the type of postsynaptic receptor. Ionotropic glutamate receptors (receptors that are directly associated with ion channels) come in two major varieties. The first of these, the N-methyl-d-aspartate (NMDA) receptors, have received considerable attention, as activation of these receptors, and subsequent opening of the channel, allows not only sodium into the cell (causing depolarization), but also calcium (Dingledine, 1983). The calcium serves as an intracellular signaling molecule, and has been implicated in a number of important cell functions, including synaptic plasticity (e.g., long-term potentiation and depression) (Malenka, 1991). The NMDA receptors have also been implicated in many of the pathologies associated with excitotoxicity, where enhanced influx of calcium triggers significant neurodegenerative changes, and can lead to aberrant gene expression. Indeed, specific blockade of NMDA channels has been shown to be neuroprotective as well as antiepileptic (Lipton, 2007). Unfortunately, interfering with this neurotransmission pathway also has – not surprisingly – significant negative cognitive side-effects; for this reason, early interest in NMDA blockade as an antiepileptic therapy has not been pursued.

Non-NMDA glutamatergic ionotropic receptor subtypes come in various forms, and are generally thought to provide the basic fast glutamatergic activation we see at excitatory synapses. Although not involved directly in triggering synaptic plasticity (as are the NMDA receptors), these non-NMDA receptor/channel molecules provide the structural basis for long-term plastic changes (Kullmann et al., 2000), moving into and out of the membrane as instructed by intracellular messenger molecules (such as calcium) (Malinow, 2003). Further, as NMDA channels open only when the membrane is depolarized (to expel the magnesium ion from the channel pore), the non-NMDA glutamatergic receptors provide the necessary membrane depolarization to make NMDA channels functional. NMDA and non-NMDA receptors often are found near each other at postsynaptic sites, where one can easily and quickly influence the function of the other.

Finally, there is a large and complex set of metabotropic glutamate receptors, i.e., receptors that are not directly associated with an ion pore, but the activation of which is mediated by intracellular signaling molecules to produce slow and prolonged changes in cellular excitability. There is growing evidence that such metabotropic glutamate receptors may be importantly involved in epileptogenic changes (Merlin, 2002, 2008; Wong et al., 2004).




Developmental and activity-dependent changes in synaptic excitation

Although the glutamatergic excitatory system is challengingly complex in the normal adult CNS, its function is complicated further by the fact that there are important maturation-dependent changes in its function. There are, for example, different sets of receptors in the immature cortex and hippocampus, including non-NMDA receptors that, because of the unique immature subunit composition of the receptor, admit calcium into the cell. In normal brain, these immature receptors are replaced over a critical period of development. But their function in the immature brain contributes to the excitability (and vulnerability) patterns of immature cortex. Further, there is growing evidence that pathological activity (e.g., seizures) may cause (and/or reflect) a “reversion” of normal mature channels to an immature state (Sanchez et al., 2001), and thus lead to functional changes in the excitatory glutamatergic system.

Other developmentally regulated changes in excitation revolve around the normally inhibitory GABAergic system (below). Indeed, in the immature cortex, GABA action on GABAA receptors can lead to chloride efflux from the neuron, with subsequent membrane depolarization and enhanced excitability (Rheims et al., 2008). This seemingly paradoxical effect is the result of the relatively slow maturational development of KCC2 chloride transporters that move chloride out of the neuron; thus, in the immature neuron, intracellular chloride concentration is relatively high compared with extracellular levels, and GABA-mediated opening of chloride channels leads to chloride efflux (and membrane depolarization). Developmental studies have suggested that this GABA-mediated depolarization plays an important trophic function in immature cortex (Owens and Kriegstein, 2002; Wang and Kriegstein, 2009). It clearly also contributes to the enhanced excitability of immature cortical tissues.




Local inhibitory circuits

The excitatory cortical circuitries are relatively simple compared with the potential complexity of local inhibitory interaction. Because there are so many different types of inhibitory cell (interneurons), and because there is potential for different patterns of synaptic interactions with different target cells, interneurons are ideally suited to provide the fine-tuning that characterizes normal cortical function. This circuitry, by the same token, represents the “weak link” in the control of excitatory–inhibitory balance. Even a relatively small reduction in inhibitory efficacy (e.g., on the order of 10–15%) can result in rather dramatic hyperexcitability (Chagnac-Amitai and Connors, 1989).

As is the case for excitatory circuits, inhibition comes in both feedforward and feedback varieties. Afferent excitation of inhibitory interneurons leads in a relatively direct way to inhibit projection cells within the region; indeed, the same afferents often excite both the projection (pyramidal) cells and the inhibitory interneurons (Fig. 2.5B). Initial afferent excitation of the pyramidal cells is followed almost immediately by interneuron-mediated inhibition, so that depolarization of the pyramidal cells is normally very brief (curtailed by powerful inhibition). This effect is accentuated by recurrent inhibitory pathways, whereby excited projection cells within a given region excite (via recurrent collaterals) local inhibitory interneurons, which in turn curtail the activity of the projection cells (Fig. 2.5C). Under normal conditions, pyramidal cell discharge is under powerful inhibitory control. If, however, there is a change in inhibitory efficacy, excitation is released and epileptiform hyperexcitability may be seen (Fig. 2.5D).




GABA as an inhibitory agent

The primary inhibitory neurotransmitter in the mammalian forebrain is γ-aminobutyric acid (GABA). It is released by inhibitory interneurons, and its effects are mediated by both ionotropic (GABAA) and metabotropic (GABAB) receptors. The basic function of GABAA receptors is to open a chloride-permeable channel; chloride efflux through that channel usually hyperpolarizes (inhibits) the postsynaptic neurons (except as above). The effect of GABA at those postsynaptic GABAA receptors is highly modulated, however, depending on the exact composition of the pentameric GABAA receptor (Olsen and Sieghart, 2008). The receptor/channel function is modulated by such diverse molecules/ions as barbiturates, benzodiazepines, and zinc (Gibbs et al., 2000; Harrison, 2007), which bind to specific sites on receptor subunits. This structure-dependent modulation results in importantly diverse (and plastic) receptor/channel function.

In addition to the fast/phasic GABA-mediated inhibition associated with GABA release and activation of GABAA receptors at synaptic sites, recent research has identified a tonic inhibition – also mediated by GABAA receptors that are located at “peri- or extra-synaptic” sites. These receptors, with unique subunit composition (typically containing a δ subunit rather than a γ subunit), appear to set inhibitory “tone” within a cortical circuit (Scimemi et al., 2005; Glykys and Mody, 2006). As such, modulation of these receptors can be critical in altering the thresholds for neuronal firing, and for determining thresholds for epileptiform activities.

Although the GABAA receptor is typically found on postsynaptic elements at the inhibitory synapse, GABAB receptors are often associated with both postsynaptic and presynaptic elements (e.g., synaptic terminals), and are thought to be important in modulating neurotransmitter release (Misgeld et al., 2007). When such receptors are on GABAergic neurons, their activation can hyperpolarize the neuron (soma or terminal elements), reduce GABA release, and thus somewhat paradoxically result in disinhibition (i.e., inhibition of inhibition). GABAB receptors are also found postsynaptically, where they play a role analogous to the metabotropic glutamate receptors (i.e., slow modulation of postsynaptic cell excitability via internal signaling pathways) (Avoli et al., 2004).




Plasticity mediated by changes in GABAergic function

Although there is little evidence of long-term synaptic potentiation or depression (LTP or LTD) mediated directly at GABA synapses, GABA-mediated inhibition is highly sensitive to a variety of agents and effects. For example, the efficacy of GABA-mediated inhibition appears to decrease dramatically with repetitive activation of the synapse (Kaplan et al., 2003). Thus, under conditions in which synaptic plasticity is associated with increased excitation, changes in the properties of GABAergic synapses (reduced GABA release from presynaptic neurons, altered response of receptors to prolonged presence of GABA) have been shown to reduce inhibition. This property may be of particular importance for seizure-related states in which high levels of activity – perhaps produced by an initial but transient reduction in inhibition – lead to a more prolonged excitatory state due to a chronic loss of inhibitory efficacy. Activity-dependent (or injury-dependent) alterations in GABAA receptor subunit composition may also lead to altered GABA inhibition, either increased or reduced (Raol et al., 2006). Indeed, high levels of activity may even lead to expression of GABA in terminals of nominally glutamatergic neurons, a phenomenon described for the granule cell mossy fiber terminals (Gutierrez, 2003). In this case, activity appears to lead to a homeostatic mechanism that increases inhibition in the overexcited dentate system.

It is important to note, also, that GABA-mediated inhibition is tied closely to glutamate function, as GABA is ordinarily synthesized from glutamate (via glutamic acid decarboxylase; GAD) in the terminals of inhibitory neurons. Glutamate uptake by astrocytes, conversion of glutamate to glutamine, transport of glutamine from glia to neurons, and the resynthesis of glutamate form a critical glutamine–glutamate cycle, the integrity of which has important consequences for GABA synthesis and adequate levels of inhibition (Liang et al., 2006).






Modulation of neuronal excitability

Although the basic level of excitability of neural tissue is set by the intrinsic properties of the participating neurons and by the primary synaptic interaction among them, that excitability is modulated powerfully by a host of variables; influences of these factors may have profound consequences for the epileptogenicity of the tissue (Fig. 2.6). Some (but certainly not all) of the important players involved in these modulatory interactions are discussed briefly below.
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Fig. 2.6 Diagrammatic illustration of the various non-neuronal elements that contribute to excitability and its control. Astrocytes connected via gap junctions form a syncytium; they are critical in maintaining the extracellular environment. The glia are also in contact with the vasculature (their endfeet helping to form the blood–brain barrier), and are endowed with potent uptake mechanisms for regulating extracellular potassium ions and glutamate. Neuronal excitability is also affected by circulating hormones, as well as by neuromodulatory substances (peptides, neurotrophic factors, etc.) released locally by neurons and glia.



Astrocytes

Astrocytes are now recognized as full partners with neurons in determining brain function. Studies have confirmed their critical roles not only in brain metabolic function, but also in controlling ionic and neurotransmitter levels that are central to neuronal function. Among those functions most obviously relevant to excitability and epileptogenicity are regulation of extracellular potassium concentration and glutamate uptake.


Regulation of extracellular potassium concentration

Glia have long been recognized for their ability to take up potassium from the extracellular space. Indeed, the glia act almost like potassium indicators, as their membrane potential depolarizes in direct response to release of potassium from neurons. As neurons release potassium during excitatory activity (e.g., action potential generation), and as increasing extracellular potassium concentration in turn contributes to neuronal excitation, potassium uptake by glia is important for interrupting this potentially positive feedback system. Potassium uptake is a consequence of activation of the Na,K-ATPase (the “pump”) on both neurons and glia, as well as of glial Na/K/Cl cotransport (Leis et al., 2005). In addition, glia (or at least some subpopulation of glia) are endowed with a voltage-dependent channel mechanism (inward rectifiers) for potassium uptake, and constitute a potassium “buffering” system (Sontheimer, 1994). This system appears to be designed for potassium uptake (into astrocytes) in regions of high extracellular concentration, with subsequent redistribution of the ion through the glial syncytium (large populations of glial cells linked via gap junctions), to be released in other brain regions of lower potassium concentration (but see Wallraff et al., 2006).




Glutamate uptake

Astrocytes are also critical in the process of glutamate uptake (i.e., the process of removing synaptically released glutamate from the extracellular space). Endowed with highly efficient glutamate transporter molecules, astrocytic processes typically envelope synaptic junctions so that they can rapidly remove glutamate to prevent continued/renewed excitation of neurons (Volterra and Steinhauser, 2004;Rose et al., 2009). Under some conditions (high levels of activity, such as during seizures), this transport process may run in the reverse direction, resulting in glial release of glutamate into the extracellular space – a process that would then presumably further excite nearby neurons (Haydon and Carmignoto, 2006; Malarkey and Parpura, 2008). Interestingly, astrocytes have also recently been shown to have a subset of glutamate receptors on their membranes; action of extracellular glutamate at these metabotropic receptors has been hypothesized to control, for example, neurotropin release and calcium signaling important in regulating vascular properties (D’Antoni et al., 2008; Jean et al., 2008). Indeed, when these astrocytic metabotropic glutamate receptors are activated, one can see (using calcium imaging techniques) the spread of calcium “waves” through the glial network. This widespread increase in intracellular calcium concentration, mediated via the gap junctions that connect astrocytes into a broad network of cells, provides a mechanism whereby glia may help to generalize and/or spread responses to local perturbations. Given these critical roles of astrocytes in regulating excitability, alterations in astrocyte properties in tissue from epileptic brain are of obvious significance (Bordey et al., 2001; Binder and Steinhauser, 2006).






Ionic changes

Neuronal (and glial) activity depends largely on the movement of ions across their membranes, with the extracellular concentrations of these ions in dynamic flux. Changes in the intracellular/extracellular ionic balance lead to an ongoing modulation of the excitability of neuronal elements. The relative extracellular concentrations of sodium, chloride, and potassium will affect neural excitability because of the influences of this balance on the drive to move ions into or out of the cell, and thus alter the likelihood of action potential discharge. In addition, these ionic fluxes may alter excitability by associated changes in water movement. Imbalance in intracellular versus extracellular osmolarity are associated with movement of water into, or out of, the cell through specialized channels called aquaporins (Manley et al., 2004; Nagelhus et al., 2004; Hsu et al., 2007). Subsequent swelling (or shrinkage) of neuronal volume, and concomitant shrinkage (or expansion) of the extracellular space (ECS), can have direct effects on neuronal excitability (Haglund and Hochman, 2005), mediated by several different mechanisms. For example, “ephaptic” effects of cell swelling and associated shrinkage of the ECS have been demonstrated in a number of experimental studies (e.g., Dudek et al., 1998). Current movement through the higher resistance ECS (narrower spaces = higher resistance) generates larger voltage changes, which in turn may help to depolarize neurons. This ephaptic effect has been shown to “recruit” neurons into an actively discharging population, and thus serves as a mechanism for synchronizing neurons within such a population.

Ion flux also involves the movement of H+ ions, and leads to changes in intracellular and extracellular pH. It is now clear that even subtle changes in pH directly affect neuronal excitability, at least in part because the function of NMDA glutamate channels (and gap junction channels) is pH-sensitive. Acidification of the extracellular space reduces neuronal excitability, and alkalinization enhances neuronal firing (Somjen, 1984; Ransom, 2000; Obara et al., 2008). Interestingly, high levels of activity lead to acidification of the extracellular space, providing an intrinsic feedback mechanism for controlling discharge (i.e., reducing excitability). Small pH changes are a normal component of brain activity, and regulation of extracellular pH is one of the critical functions of astrocytes.




Neuropeptides and other neurotransmitters

Although glutamate and GABA undoubtedly function as the major neurochemical agents in the mammalian forebrain, the synaptic excitation and inhibition evoked by these neurotransmitters are modulated by a host of other chemical agents, including agents that are synaptically released and cause rapid – or slow – postsynaptic changes. Among the “classical” neurotransmitter modulatory agents are acetylcholine and a variety of catecholamines (norepinephrine, serotonin, and dopamine). These transmitter agents are typically released by afferents originating in subcortical nuclei (often in the brainstem) or from cortically localized interneurons. In addition, modern research has identified a set of peptide molecules that are also released from neurons – often only when neurons fire at high frequency – to modulate the excitability of postsynaptic elements. These “neuropeptides” include molecules such as neuropeptide Y (NPY), somatostatin, galanin, and cholecystokinin (CCK) (Mazarati, 2004; Sperk et al., 2007; Tallent, 2007). This category of modulators also includes various opioid chemicals and endocannabinoids (Simonato and Romualdi, 1996; Alger, 2004; Katona and Freund, 2008). These agents are typically released from subpopulations of interneurons; indeed, identification of interneuron subpopulations is often based on their colocalization (along with GABA) of such neuromodulatory substances.

A complete description of the action of these agents is beyond the scope of this chapter. However, a brief summary of the best studied of these modulators is useful. Acetylcholine (ACh) has been widely studied at the neuromuscular junction, where it mediates a fast excitatory effect via nicotinic receptors. However, in the forebrain, ACh is released primarily from afferents from the medial forebrain (septum, diagonal band of Broca, basal forebrain nuclei) and has been generally associated with a slower, muscarinic depolarization of cortical neurons (Gulledge and Kawaguchi, 2007). In normal brain, ACh release is importantly involved in generation of theta rhythm, acting to excite interneurons (which then inhibit excitatory projection cells) (Reich et al., 2005; Bandyopadhyay et al., 2006) and/or modulate a potassium current (the m-current) on pyramidal cells. Cholinergic input to cortex and hippocampus has been implicated in learning/memory processes (Hasselmo, 2006). Disruption of cholinergic tone (i.e., loss of ACh-containing neurons) can lead to pathology (e.g., in Alzheimer’s disease), including changes in brain excitability (Mufson et al., 2003). Cholinergic muscarinic agents such as pilocarpine, injected systemically, can induce intense and prolonged hyperexcitability (status epilepticus).

The role of catecholaminergic drugs has been explored primarily within the context of psychiatric disorders (Howes and Kapur, 2009; Sara, 2009), but there is a significant literature on their effects on brain epileptogenicity (Jobe, 2003; Giorgi et al., 2004; Kanner, 2007). In general, the monoamines – serotonin and dopamine – appear to have inhibitory effects on their postsynaptic targets. Norepinephrine (NE), however, has complex and multiple effects, depending on the nature of the receptor with which it interacts. Although many studies have shown that NE has a net inhibitory effect (i.e., loss of NE leads to increased excitability, as seen in the epileptic phenotype of a knockout mouse in which the NE-synthesizing enzyme, dopamine β-hydroxylase, is deleted; Weinshenker and Szot, 2002), activation of some NE receptor subtypes clearly excites the postsynaptic neuron. Thus, as is the case for ACh, it is impossible to predict change of cortical excitability associated with disruption of the NE system without having detailed knowledge about which cells, and which receptors, are affected by the disruption (Gulyas et al., 1999; Kruglikov and Rudy, 2008).

Like NE, most of the neuropeptide agents have been shown to have primarily inhibitory effects. Because they are released primarily by specific subpopulations of interneurons, their influence can be exquisitely localized. However, recent studies have shown that treatments that increase release of these neuropeptides within specific brain regions (e.g., through transplantation of peptide-releasing neurons, or through neuronal transfection with genetic material leading to overproduction of, for example, NPY or galanin) (Mazarati et al., 2000; Noe et al., 2008; Riban et al., 2009) can cause a general antiepileptic effect. This influence presumably is due to the powerful influence of these agents on key excitatory elements in cortex or hippocampus. Unlike NPY or somatostatin or galanin, opioid peptides often appear to have a net excitatory effect. Yet, they too produce primarily inhibition on their postsynaptic targets. As those targets are predominantly inhibitory interneurons, the opioid effect is thought to be “disinhibitory.” Other modulatory molecules (neurotrophic factors, adenosine, etc.) that are released from neurons (and glia) provide intrinsic antiepileptic protection, and upregulation of these chemicals (e.g., via grafts engineered to release these agents), appear to have real potential as novel antiepileptic therapies (Rao et al., 2007; Boison, 2009).




Circulating agents

In contrast to the modulatory agents described above, which are released from presynaptic cells to influence the excitability of rather specific postsynaptic targets, there is another type of modulatory agent that is released into the circulatory system. Such agents, in the form of hormones, may provide slowly acting modulation of neuronal excitability, often as a part of a feedback loop whereby changes in brain activity (e.g., in the hypothalamus) increase, or decrease, the release of these hormones. For example, the hypothalamic–pituitary–adrenal (HPA) axis not only provides signals for the release of steroid hormones (glucocorticoids and mineralocorticoids, as well as sex hormones), but is also regulated by the effects of these molecules at the CNS level. Of particular significance with respect to seizure discharge are the effects of stress hormones, which have profound effects on neuronal viability, and act on specific neuronal receptors to cause changes in cell discharge (Joels, 2009). Another reflection of hormonal modulation of brain excitability can be seen in the catemenial epilepsies (Penovich and Helmers, 2008), which appear to result from large swings in the release of estrogen- and progesterone-like molecules; these steroid hormones, and their metabolites, have excitatory and inhibitory effects (respectively) on central neurons, and also may trigger neuronal signaling mechanisms that result in various forms of neuronal plasticity (Smith and Woolley, 2004; Foy et al., 2008). The sex steroid molecules have also been implicated in neuroprotection (Suzuki et al., 2006; Veliskova, 2006). Although these hormones are, by definition, produced and released into the circulatory system at some distance from the brain, some steroid-like molecules appear to be manufactured within the brain itself. Such “neurosteroids” act on specific receptors (both membrane and nuclear) and regulate neuronal function; there is considerable interest in the application of these molecules in antiepileptic treatment (Reddy and Rogawski, 2009).

Similarly, another category of modulatory molecules that are made and released within the brain can have important (and still poorly explored) effects on neuronal integrity and excitability. These molecules include neurotrophic agents such as brain-derived neurotrophic factor (BDNF), which has been shown to have direct excitatory effects on subpopulations of neurons (e.g., in the CA3 region of hippocampus), can induce long-term synaptic potentiation-like effects, and appears to be critical for kindling-like plasticity as well as for neuronal repair and growth (Binder and Scharfman, 2004; He et al., 2004). In the hippocampus, these tropic agents are localized to mossy fiber terminals (Danzer and McNamara, 2004), and are released to act at specific receptors, triggering complex intracellular signaling pathways (Paradiso et al., 2009).

Finally, immune system-related molecules – often associated with inflammatory reactions to infection or injury – are now known to have various effects on neuronal excitability as well as on cell viability. Cytokine release from astrocytes (as well as from microglia) represent the brain’s immediate protective response to foreign substances (or to the products of cell damage), and may also increase tissue excitability and thus contribute to seizure activity. There is now considerable interest in, and analysis of, immune-related molecules as they relate to changes in the epileptic brain (Vezzani et al., 2008).






Pathological processes


Developmental abnormalities

Many (perhaps most) epilepsies can be thought of as pediatric disorders, in the sense that the initiating factor(s) appears early in brain development. In some cases, genetic mutations lead to epilepsies that are seen early in the life of the child, but have little or no gross cellular manifestations. Understanding of these disorders begins, therefore, at the genetic/molecular level; insights into the abnormal production or localization of specific proteins (e.g., channels or receptors) can then be pursued within the context of altered brain excitability. Another set of genetic disorders gives rise to aberrations in molecular signaling, which in turn alters the physical processes of brain development, resulting in morphologically and/or histologically identifiable abnormalities in brain structure that are highly associated with seizure activity. These structural abnormalities may be rather subtle, for example focal cortical dysplasia consisting of relatively small numbers of heterotopic and/or morphologically aberrant neurons (Eriksson et al., 2005; Blumcke, 2009), or they may be quite dramatic, e.g., shrunken cortex as in the various lissencephalies (Schwartzkroin and Walsh, 2000). Although there is often an intuitively attractive “explanation” for the underlying basis of epilepsies with genetic/molecular abnormalities of channels or receptors, it is rarely obvious how the more overt structural changes lead to epileptiform discharges. In general, the epileptogenic bases of these developmental “lesions” can be viewed as arising from one or more of the following pathologies:

• Formation of aberrant neurons or glia – i.e., cells that have hyperexcitable intrinsic properties, which then act as “pacemaker” cells that drive surrounding tissue into seizure activity. Although some developmental abnormalities do present with such aberrant neurons (e.g., the “balloon cells” of focal cortical dysplasia and tuberous sclerosis), there is currently little evidence that such cells are major epileptogenic factors. In contrast, relatively normal-appearing pyramidal cells have been shown to have abnormal complements of channels or receptors that might be viewed as “epileptic” (Cepeda et al., 2003). Not to be ignored, aberrant (“reactive”) astrocytes may also contribute to hyperexcitability, as a result of abnormal function resulting from alterations in their channels, receptors, coupling mechanisms, or transporter molecules (Bordey et al., 2001; Wong et al., 2003; Binder and Steinhauser, 2006).

• Loss of interneurons resulting in reduced inhibition. Interneuron generation and migration into cortical structures follows a program quite different from that of the resident pyramidal cells. Several of the disorders of cortical development are associated with specific aberrations that affect interneuron migration and/or differentiation and/or survival, with the functional consequence of too little inhibitory control of the excitatory cortical circuitry (Friocourt et al., 2007; Gant et al., 2009).

• Reduced or enhanced production of cortical pyramidal neurons (and/or glia). This type of process leads to abnormal circuits, often with excitatory cells synapsing directly on other excitatory cells to form aberrant networks (Haas et al., 2002).

• Heterotopic localization of young neurons – results not only in abnormal cortical structure, but also in epileptogenic circuits due to aberrant synaptic patterns with incoming afferents or other local neurons (Scharfman et al., 2003).



Some developmental brain abnormalities consist of more than one of the above conditions, or a given primary cellular condition may give rise, over the course of development, to other types of abnormality that affect cortical function. As indicated above, the precise epileptogenic mechanism is rarely obvious. Particularly in order to understand appropriate points of therapeutic intervention, it is necessary to explore each condition to assess the developmental epileptogenic processes. Such studies are now being carried out using a variety of animal models in which appropriate genetic alterations are induced, and/or parallel structural lesions are experimentally generated.




Trauma-induced changes

Although we now recognize that many epilepsies have aberrant genetic bases, that recognition is relatively recent. Indeed, for years, it was thought that most epilepsies – the “acquired” epilepsies – reflected some form of traumatic brain injury (TBI). Developmental epilepsies, including those with structural phenotypes, were thought to result from early, sometimes in utero, insults. Clearly, trauma-induced changes, in the absence of any “epilepsy genes,” can lead to epileptic conditions. The underlying mechanisms of such epilepsies depend heavily on the type of insult, the timing of the insult, the location of the insult (if focal), and any underlying genetic predispositions. Thus, identification of mechanisms of trauma-induced epilepsies is difficult and complex. Again, however, the contributing factors are likely to include one of more of the following:

1. Specific loss of inhibitory interneuron (selective vulnerability of subclasses of interneurons)

2. General excitotoxicity, with loss of sensitive neuronal populations (including both inhibitory and excitatory neurons)

3. Cell damage (but not death), resulting in cell populations with aberrant discharge features (e.g., altered expression of channels or receptors)

4. Reorganization of circuits

5. Alteration of channel/receptor patterns on neurons and glia.



These types of change have been implicated as epileptogenic factors that can influence brain function following various types of insult and injury, from TBI (automobile accidents, wartime injuries) to brain infections to stroke (Lowenstein, 2009). Several of the above features can be – indeed, are likely to be – present concomitantly, making it difficult to determine the initial (initiating?) or salient (with respect to epilepsy) brain change associated with the trauma. For example, in animal models of TBI, status epilepticus, and ischemia (stroke), investigators have found: massive release of glutamate that leads to excitotoxic damage and cell death in focal brain regions; early loss of sensitive neuronal populations, which most often include subpopulations of inhibitory interneurons; progressive large-scale loss of principal neurons; and synaptic reorganization involving the formation of new (and usually aberrant) synaptic relationships (Dudek and Shao, 2002; Prince et al., 2009). Altered properties of surviving neurons have also been reported in many of these models. In most cases, it is unclear which changes are “primary” and which changes (e.g., circuitry reorganization) are subsequent to earlier primary events (e.g., altered patterns of synaptic input or different levels of neuronal activity). The fact that all of these features have been observed in human tissue samples seems to confirm the clinical significance of such findings in animal models.

Despite the consistency of these pathologies, the determination of which change constitutes the epileptogenic factor remains controversial. Perhaps the most influential current hypothesis views neuronal injury – and particularly cell death – as the precipitating event, and the reorganizational consequence as the key to epileptogenesis. However, epileptogenicity has been demonstrated under conditions of little obvious synaptic reorganization, making it unclear what abnormalities should be targeted in attempts at therapy. Further, the possibility that initial (and ongoing) abnormal activities help to maintain and expand the epileptic zone remains of significant concern, with many investigators still studying the potential of “seizures begetting seizures” (Ben-Ari, 2006).

In the following paragraphs, I have tried to provide a couple of clinically relevant examples of epilepsies in which some of the pathological changes mentioned above have been identified. I have chosen one example of focal epilepsy – temporal lobe epilepsy (TLE) – and one example of generalized epilepsy – generalized epilepsy with febrile seizures plus (GEFS +). These are epilepsy syndromes about which considerable information, clinical and laboratory, has been generated, leading to a perception that we understand the mechanisms fairly well. Although it is clear that we have identified many potential epilepsy-related features of these syndromes, it is important to recognize that the causal relationships (with respect to the epilepsy) remain complex and often puzzling.



Example of focal epilepsy – temporal lobe epilepsy

TLE is the most common of the drug-resistant epilepsies among the adult population. It has not only been the focus of extensive pharmacological and clinical investigation, but also the target of surgical intervention, which is often successful. Because TLE is generally considered to be focal (i.e., associated with a discrete regional abnormality that constitutes the initiation zone for seizure genesis), it lends itself well to experimental model investigation. Indeed, the vast majority of our animal models have focused on the hippocampus and related temporal lobe structures. These studies have revealed a number of interesting features that help to explain both the focal nature of this disorder and its relatively high frequency. In particular, hippocampal pyramidal cells (or at least some subpopulations, such as the CA3 cells) have been shown to have “pacemaker”-like potential – the tendency to discharge in bursts of action potentials that provide potent input to their targets, especially when that discharge is synchronized across a significant cell population. Further, these cells are synaptically connected (i.e., they excite one another), giving rise to a positive feedback loop. The potential for high levels of excitation is normally kept in check by powerful interneuronal inhibitory mechanisms. However, some subpopulations of interneurons are particularly vulnerable to excitotoxic injury (as are some hippocampal principal cells, the CA1 pyramidal cells, and the mossy cells). Under conditions of excitotoxic insult (e.g., status epilepticus or TBI), sensitive cell populations die, leading to dramatic circuitry reorganization (e.g., mossy fiber sprouting) that exacerbates the excitatory feedback characteristics of the hippocampus (Fig. 2.7). The cell injury/death process may be intensified by inflammatory reactions to the initial injury (reactive astrocytes, microglial proliferation), with release of cytokines which themselves appear to have excitatory actions on neurons. In addition, some conditions that lead to brain injury also tend to enhance neurogenesis, presumably to replace lost/damaged elements in the brain. Neurogenesis is relatively restricted within the brain, but one of the major sites of neurogenesis is the hippocampal dentate region. Newborn cells migrate within the dentate gyrus, and those that survive must establish new connections with the already-resident neurons. Aberrant migration and/or abnormal connectivity has been suggested to be a key element in some forms of TLE.


[image: image]
Fig. 2.7 Illustration of processes that are thought to occur in the genesis of temporal lobe epilepsy with hippocampal sclerosis. Excitotoxic influences cause degeneration of sensitive neuronal populations (e.g., excitatory mossy cells and subpopulations of inhibitory interneurons). Subsequent reorganization of hippocampal circuitry includes the formation of aberrant recurrent excitatory connections among granule cells (mossy fiber sprouting).


There is much compelling evidence for the epileptogenic nature of these sclerosis-associated and/or neurogenic pathologies in TLE. However, there is a significant population of clinical TLE cases in which no such processes are evident (e.g., no significant neuronal death, no obvious sprouting/circuitry reorganization, no aberrantly localized neurons). How might one explain these cases? Animal studies, particularly using the kindling model, have shed light on potential underlying mechanisms that appear to depend on relatively normal “plasticity” processes. Among these mechanisms is long-term potentiation of synaptic efficacy. Indeed, increased excitatory effects at already established synapses have been shown to be activity-dependent, reinforcing the concept that “seizures beget seizures”, i.e., brief and/or acute increases in neuronal discharge can “kindle” seizure activity in otherwise normal brain regions. Kindling-like plasticity has been shown to involve changes in gene expression, altered channel/receptor number and/or subtype, subtle changes in axon/terminal connectivity (i.e., sprouting), and loss of inhibitory interneurons – sufficiently subtle changes to go undetected with current methods of analysis. Further, TLE tissue is increasingly associated with subtle forms of dysplasia (e.g., altered lamination patterns, heterotopic neurons, etc.) (Smart et al., 1998), suggesting an underlying disturbance in brain development or some early pathological process that affected small populations of neurons. Finally, a number of studies have suggested that the glia in TLE tissue may be aberrant in function (e.g., abnormal glutamate transport), with consequent effects on neuronal output.

Although clinical and basic laboratory studies have generally assumed that TLE is a result of focal abnormalities, it is important to recognize that even focal seizure initiation is likely to reflect potential abnormalities in broad neuronal networks. For example, it is increasingly clear that some gene mutations can promote, contribute to, or even cause a TLE-like syndrome. Recent clinical studies have identified a TLE associated with mutation of the LGI1 gene, and laboratory research has characterized TLE-like epilepsies in gene knockout mice (Ottman et al., 2004). Although such gene abnormalities presumably are found in every cell (throughout the brain), the cell-type and region-specific expression of some genes may give rise to an apparently focal/partial brain excitability. Further, while focal temporal lobe abnormality can lead to local discharge, it is primarily when that discharge spreads, and involves other brain regions, that it becomes a significant clinical problem. Widespread brain circuitry is inevitably involved in the restriction and/or propagation of temporal lobe seizures; when efficient inhibitory control mechanisms break down in brain regions outside the temporal lobe (e.g., in the thalamus), focal hyperexcitability becomes widespread seizure activity.




Example of generalized epilepsy – generalized epilepsy with febrile seizures plus (GEFS +)

In contrast to partial/focal epilepsies such as TLE, there is a large set of so-called “idiopathic” epilepsies that represent a large proportion of the epilepsies in early development and childhood. These epilepsies are characterized by the apparently simultaneous onset of electrical abnormality (seizures) across broad regions of the brain, and so have been labeled “generalized.” As obvious cell death or other tissue pathology is often absent (thus the term “idiopathic”), these epilepsies are typically associated with genetic abnormalities. Increasingly, investigators have identified gene mutations as a cause of these epilepsies, and in some cases mutations in a single gene have been shown to be responsible for the seizure condition (Burgess, 2005). One such case is the GEFS + syndrome, a seizure condition that appears in childhood and is characterized by febrile generalized seizures in combination with afebrile seizure types (e.g., atonic or myoclonic seizures) (Scheffer et al., 2005). Early characterization of this syndrome identified mutations in the β subunit of the voltage-gated sodium channel; subsequently, other mutations (α subunit of the sodium channel, γ2 subunit of the GABAA receptor) were identified that gave rise to a similar clinical phenotype. Severe myoclonic epilepsy of infancy (SMEI), Dravet syndrome, has been shown to arise due to sodium channel α-subunit mutations (Scheffer et al., 2009). That loss of function mutations of a sodium channel subunit could lead to a seizure phenotype has been somewhat of a puzzle, because such a mutation would, intuitively, be expected to lead to decreased neuronal excitability. Recently, this apparent paradox has been “solved” by the demonstration that the channel subunit in question in SMEI is preferentially expressed in interneurons, and thus results in reduced activity in the inhibitory system (Yu et al., 2006; Yamakawa, 2009).

This “discovery” is important not only in understanding GEFS + and Dravet syndrome, but also in the more general interpretation of gene-based epilepsies. The loss of a functional gene, or even the malfunction (or loss) of a specific cell population, does not necessarily provide insight into the underlying basis of a widespread seizure phenomenon. It is not sufficient simply to identify the gene mutation, or even to demonstrate the effect of the mutation on the function of the associated protein. One must also understand the pattern of gene expression, and the role of the expressing cells within large brain networks.

For example, past studies have elucidated the circuitry thought to be involved in generalized seizure generation, particularly the 3/sec spike–wave discharge (e.g., characteristic of absence seizures) (McCormick and Contreras, 2001). A network involving cortical pyramidal cell excitatory output to the thalamus and associated reticular nucleus (nRT), the powerful inhibitory effects of nRT neurons on thalamic relay cells, and the positive feedback of thalamic relay neurons to the cortex, have all been shown to be involved in generating a regular pattern of inhibition and excitation that is synchronized across large areas of the brain. A key feature of this circuit seems to be the enhancement of nRT-mediated inhibition onto the thalamic neurons, as reflected in powerful bursts of action potentials in the nRT neurons. What is clear from the animal models in which such circuits have been functionally dissected is that mutations in several different genes, including those that code for calcium channel subunits and GABAB receptor subunits, can give rise to this abnormal generalized electrical pattern.

Remarkably, in GEFS+, the phenotype may include many different seizure types. One characteristic of GEFS + is the involvement of febrile seizures, a condition that extends beyond the occasional episode of febrile seizure seen commonly in young children. In animal models of febrile seizures, investigators have identified alterations in the genes encoding hyperpolarizing activated cyclic nucleotide-gated channels (HCN channels) (Dube et al., 2009). It remains unclear whether these alterations should be interpreted as cause or effect of seizure activity. Certainly, this gene plasticity is only part of the febrile seizures story, as hyperthermia is also associated with inflammatory reactivity (expression, for example, of the cytokine interleukin-1β) as well as endocannabinoid signaling (Bartfai et al., 2007). Interestingly, HCN plasticity – not only changes in the subunit interactions, but also the subcellular localization of these channels – has been also demonstrated in other forms of epilepsy, suggesting that channel plasticity (not just channel pathology) may be an important contributor to seizure activity (Chen et al., 2003).





Concluding comment

The underlying cellular bases of seizures, both partial and generalized, are complex. Even in those cases where a single gene mutation “causes” the epilepsy, the cascade of mechanisms that lead to seizure activity inevitably involves many different processes. For the most part, the cellular mechanisms associated with seizure activity are variations on a “normal” theme. Thus, an understanding of seizure mechanisms must start with a detailed view of normal brain function.
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Abstract

Epilepsy is a dynamic disease of neuronal networks. To understand how epileptic seizures occur, it is necessary to take into account that the brain of epileptic subjects is able to function in two very distinct modes: a normal state and a state characterized by abnormal oscillations, i.e., epileptic seizures. A main question is how the transition (i.e., a bifurcation) from the normal to the epileptic state can take place. Such transitions do not occur easily in the normal brain due to the set of parameters that maintains the stability of the neuronal networks. In the brain of epileptic subjects, however, these parameters are disturbed so that the threshold for these transitions is much lower and may occur spontaneously. This is the essential difference between the dynamics of a normal and an epileptic brain. Here we consider, first, the main aspects of how the stability of neuronal networks may be maintained and disturbed in epilepsy. Thereafter we discuss how transitions between normal and epileptic behavior may occur in two important systems with respect to epilepsy: networks of the thalamocortical and the hippocampal systems. Finally, the question of how neuronal networks involved in epileptic behavior may be identified in the clinic is analyzed.
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Introduction

The brain consists of a multitude of neuronal networks interconnected by short- and long-range connections. From some descriptions of the brain, particularly those studies based on imaging techniques, one may get the impression that what counts is the existence of brain areas to which functions are ascribed, that are often described in rather specific terms. This perspective has yielded insight into how the brain works but has submerged the complementary approach, according to which brain functions are the result of the activity of interconnected neuronal networks that may engage several cortical and subcortical systems. These general considerations are relevant in the context of this chapter because epilepsy is a dynamic disease of such neuronal networks. This means that epilepsy is characterized by qualitative changes in the dynamic state of neuronal networks.

These networks can function in a normal state in which information processing takes place normally, but can also jump to another state where these same networks display abnormal oscillations, disturbing the normal functioning of the brain. The latter constitute what is generally called epileptiform paroxysmal activity or ictal activity, as reflected on the electroencephalogram (EEG).

Indeed, epileptic subjects display (long) periods of normal behavior and EEG activity, sometimes presenting short-lived epileptiform events (spikes, sharp waves, fast ripples) that are not associated with overt behavioral manifestations, although these periods are occasionally interrupted by episodes characterized by paroxysmal EEG activity and abnormal behavior, i.e., by seizures (ictal activity). This can be illustrated most typically with respect to absence (nonconvulsive) seizures, which are characterized by brief episodes of loss of consciousness without much abnormal movement and relatively long periods of normal EEG and behavior.

This implies that, in order to understand how epileptic seizures occur, it is necessary to take into account that the brain of epileptic subjects can function in two very distinct modes. A main question is how transitions occur in the dynamics of the neuronal networks of the brain of these subjects whereby a jump from the normal to the epileptic state takes place, and is followed by a return to the normal state. This kind of behavior, however, does not occur only in brain systems; it is found in many other physical systems – generally termed nonlinear complex systems – and has been the object of intense mathematical analysis.

According to the terminology of the theory of complex systems, this kind of behavior represents a bifurcation in a bistable system. We hypothesized that some types of epileptic transition represent bifurcations occurring in a bistable system. Bistable systems feature two stable operational states that exist simultaneously for the same set of system parameters. One of these states is the normal, interictal state, and the other is the epileptic or ictal state of the network. We can assume that transitions between states are relatively fast with respect to the time spent by the system in these states; thus, the current state is always well defined. Transitions between the two states may occur due to an external stimulus, for example in cases of reflex epilepsy, or from the influence of random fluctuations of inputs and/or of changes of certain network parameters.

It should be noted that the parameters that control the dynamic behavior of neuronal networks extend from membrane phenomena, such as ion channel kinetics, to processes of neurotransmission (chemical and electrical, presynaptic and postsynaptic), and may encompass several timescales, including long-term plastic properties involving the collective behavior of neuronal populations.

Epileptic phenomena can emerge in many different systems in the brain. There are, however, two systems that appear particularly prone to display epileptic behaviors, albeit of different kinds:

• the thalamocortical system, which plays an important role in absence epilepsy

• the mesial temporal system, in which the hippocampal formation occupies a central position and is responsible for the mesial temporal lobe epileptic syndrome.



Interestingly these two systems show a remarkable degree of plasticity and are associated with the transition between wakefulness and sleep in the case of the thalamocortical system, and with the formation, consolidation, and retrieval of memories in the case of the hippocampus and associated structures. This means that these systems are very changeable, and may undergo frequent transitions of dynamic state. Nonetheless, in the normal brain such dynamic changes are kept under well-controlled limits owing to the parameters that maintain the stability of the neuronal networks. In the brain of epileptic subjects, however, these parameters are disturbed so that the threshold for transitions that go beyond the controlled limits is much lower. This is the essential difference between the dynamics of a normal and an epileptic brain.

In the following sections we consider the main aspects of how the stability of neuronal networks may be maintained and disturbed in epilepsy; how transitions between normal and epileptic behavior may occur in thalamocortical networks; how transitions between normal and epileptic behavior may occur in neuronal networks of the hippocampal system; and how neuronal networks involved in epileptic behavior may be identified and analyzed in the clinic. We end with a short conclusion, in which some conceptual models are presented.




How may the stability of neuronal networks be maintained and disturbed in epilepsy?

Neuronal networks display many forms of plasticity, the most obvious ones occurring during development and aging, where substantial changes can take place in a network. The more subtle forms of plasticity constitute the basis of the formation of memory traces and are best exemplified by the phenomena of long-term potentiation (LTP) and depression (LTD), two mechanisms that specifically enhance and decrease synaptic strength, respectively.

If LTP were to accumulate progressively, however, the stability of a neuronal network would be put at risk, with the possible consequence that epileptic activity would develop. This is indeed what may happen in the case of electrical kindling (Maru et al., 1982; Kamphuis et al., 1988), where daily use of an electrical tetanic stimulation capable of inducing LTP over a period of weeks leads to an epileptic focus. Conversely, a depression of synaptic activity can affect brain functioning, and has to be counteracted to redress efficient synaptic transmission such that brain functions may be recovered.

Thus neuronal networks possess mechanisms that promote their stabilization, i.e., homeostatic mechanisms of regulation of neuronal excitability. Epileptic behavior may result from a disruption of such homeostatic mechanisms and it is appropriate to discuss those homeostatic processes briefly here.


What kind of mechanism can mediate homeostatic regulation of neuronal excitability?

Homeostatic regulation of neuronal excitability can be attained in two fundamentally different ways: (1) by regulation of synaptic strength, or (2) by regulation of ion channels that translate changes of membrane potential into a pattern of action potential firing. There is ample evidence that both mechanisms exist and that they are not mutually exclusive.

According to Turrigiano et al. (1998) homeostatic synaptic scaling is a form of synaptic plasticity that adjusts the strength of the complete set of a neuron’s excitatory synapses up or down to stabilize firing under conditions of changing input. One can envisage that a neuronal network possesses a set of homeostatic mechanisms that operate over different temporal and spatial scales (Turrigiano, 2008). Their existence has been demonstrated both in vitro and in vivo, in neocortical as well as in hippocampal pyramidal neurons (Lissin et al., 1998; O’Brien et al., 1998; Turrigiano et al., 1998; Thiagarajan et al., 2005).

The second important mechanism is the regulation of membrane excitability by changes in ion conductances. This was shown by van Welie et al. (2006) in hippocampal CA1 pyramidal neurons, who found an increase in the amplitude of the hyperpolarization-activated cation current Ih after a strong bombardment of glutamatergic synaptic activity. This modulation of Ih is specific for AMPA (2-amino-3-(5-methyl-3-oxo-1,2- oxazol-4-yl)propanoic acid) receptor activity, depends on a rise of intracellular calcium ([Ca2 +]i), and most likely involves signalling pathways downstream to [Ca2 +]i. Along the same line, the investigations of Fan et al. (2005) showed that hippocampal LTP is accompanied by a decrease in cellular excitability mediated by an increase in HCN1 (hyperpolarization-activated cyclic nucleotide-gated) channels that carry Ih, which results in a decrease in overall excitability and an increase of resting membrane conductance. Indeed, these authors demonstrated that increased Ih can speed the decay rate of excitatory postsynaptic potentials (EPSPs) and reduce EPSP efficacy to initiate action potential firing (Fan et al., 2005). The opposite change in synaptic strength, LTD, induced by 3-Hz synaptic stimulation, downregulates Ih via activation of group 1 metabotropic glutamate receptors (mGluRs) and subsequent stimulation of protein kinase C (Brager and Johnston, 2007). These findings, taken together, justify the proposal that modulation of Ih behaves as a homeostatic and bidirectional mechanism that assures the stability of the neuronal network, under conditions where synaptic plastic changes (LTP or LTD) take place.

The modulation of Ih , however, is not the only process at the membrane level contributing to the homeostatic control of neuronal excitability. Van Welie et al. (2006) showed in hippocampal slices that the reduction of background activity results within a short timeframe (a few minutes) in an upregulation of the excitability of CA1 pyramidal neurons. The responsible mechanism is a reduction in K+ current, mediated by Kv2.1, that is the soma-dendritic sustained or delayed rectifier voltage-gated potassium conductance. This results in a shift in the input–output gain relationship in the direction of lowering the threshold for the generation of action potentials. Interestingly, an opposite phenomenon has also been reported, namely that glutamate stimulation causing an increase in synaptic activity results in increased K+ conductance in cultured rat hippocampal neurons, and thus in a hyperpolarizing shift (Misonou et al., 2004) and decreased excitability. The latter authors in a series of experiments showed that the glutamate-induced hyperpolarizing shifts in K-channel gating are mediated by a pathway involving the activation of ionotropic glutamate receptors, increased [Ca2 +]i, and the activation of calcineurin. It should be noted that still other types of ion channel, including Ca2 +-dependent K+ channels (Carr et al., 2003), and voltage-dependent Na+ channels (Brager and Johnston, 2007), have also been proposed as possibly mediating changes in excitability associated with homeostatic plasticity.

We should emphasize that the findings of van Welie et al. (2006) are complementary to those of Misonou et al. (2004), revealing that the modulation of this K+ conductance can increase or decrease neuronal threshold within a relatively short timescale, depending on whether the neuronal activity state is enhanced respectively depressed.

Besides these mechanisms at the level of ion conductance, modifications of synaptic transmission, either presynaptic or postsynaptic, can also contribute significantly to the processes underlying neuronal homeostasis. The nature of these mechanisms is a matter of debate. A possible mechanism of synaptic upscaling is the postsynaptic accumulation of glutamate AMPA and/or N-methyl-d-aspartate (NMDA) receptors (O’Brien et al., 1998; Watt et al., 2000; Wierenga et al., 2006; Gainey et al., 2009). We cannot enter here into a discussion of the experimental evidence for different mechanisms, but it should be noted that several studies have suggested that synaptic homeostatic scaling involves changes in synaptic delivery, turnover, or tethering of AMPA receptors in the synaptic membrane, especially the glutamate receptor GluR2 subunit. Gainey et al., (2009) showed that the molecular process by which the expression of AMPA receptors can be enhanced in LTP is different from the process underlying synaptic upscaling; the former involves a pathway that depends on the subunit GluR1, whereas the latter depends on the GluR2 subunit. This suggests that synaptic scaling may take place while LTP may be left unimpaired.

Further, the mechanisms responsible for “scaling down” and “scaling up” synaptic strength may be different (for a detailed discussion, see the review of Turrigiano, 2008). Several molecular mechanisms have been proposed to account for the process by which a neuron “senses” deviations in synaptic strength, taking it away from the desired setpoint, and subsequently triggers the signaling pathway that restores the homeostatic equilibrium.

Three main processes have been put forward as candidate signaling pathways for synaptic scaling: (1) brain-derived nerve growth factor (BDNF) (Rutherford et al., 1998); (2) tumor necrosis factor α (TNFα) (Stellwagen and Malenka, 2006); and (3) intracellular Ca2 +. The fact that the administration of BDNF can prevent the upscaling of synaptic strength in vitro suggests a role of BDNF as a possible signaling molecule, but it is not yet clear how it may act in vivo. The cytokine TNFα, once released from glial cells, can upscale synaptic strength in neurons where it was previously decreased by tetrodotoxin (TTX). TNFα can increase AMPA receptor surface expression in hippocampal neurons, thus strengthening excitatory synapse, while it can elicit endocytosis of γ-aminobutyric acid type A (GABAA) receptors (Stellwagen and Malenka, 2006). However, there are some reservations regarding the role of TNFα in this process, as its action is rather slow, and it is not clear whether it can also reduce the strength of synapses that were previously enhanced. Nonetheless, the results obtained by the computational study of Savin et al. (2009) suggest that this factor may be relevant in epileptogenesis, where the speed of the process is not a critical factor. Regarding the role of Ca2 +, there is ample experimental evidence that the intracellular Ca2 + concentration modulates synaptic strength (Thiagarajan et al., 2005; Ibata et al., 2008; de Jong and Verhage, 2009). Turrigiano (2008) put forward the interesting concept that “synaptic scaling does not act to stabilize mean firing rate, but instead acts to stabilize somatic calcium”.

It should be emphasized that synaptic scaling may involve both presynaptic and postsynaptic processes. Wierenga et al. (2006) showed in neuronal cultures that there is a shift in the scaling mechanism after TTX application from a predominantly postsynaptic response at early stages (< 14 DIV, days in vitro), to a combined presynaptic and postsynaptic response at later stages (> 18 DIV).




What is the role of disturbance of cellular homeostatic processes (ionic or synaptic) in promoting changes to the stability of neuronal networks, leading to epileptogenesis?

A review of the literature does not allow a clear answer to this question, although it may be hypothesized that disturbances in these processes can contribute to the emergence of abnormal dynamics manifest as epileptic seizures. Nonetheless, it is interesting briefly to review here three experimental observations, supported by computational modeling, that are relevant in this context.

The first is the experiment carried out by Houweling et al. (2005), who used as an experimental model of posttraumatic epilepsy the chronically isolated neocortex, where deafferentation results in a chronic blockade of activity. Indeed a few days of pharmacologically induced blockade of activity in cortical cell cultures leads to increases in the amplitude of miniature excitatory postsynaptic currents (mEPSCs) and evoked EPSCs in pyramidal cells (Turrigiano et al., 1998; Watt et al., 2000). Houweling et al. (2005) constructed a computer model of this process in order to investigate the effect of homeostatic upregulation of excitatory synapses on network stability. They found that burst discharges emerged in their computer simulations resembling the epileptiform discharges recorded in chronically isolated neocortex. This suggests that the molecular mechanisms responsible for homeostatic upregulation, described above (Watt et al., 2000; Wierenga et al., 2006; Gainey et al., 2009) may underlie postdeafferentation epileptogenesis. The most critical parameter that emerged from this study was the upregulation of excitatory synapses between pyramidal cells mediated by AMPA receptors, either with or without a concurrent downregulation of inhibitory synapses and/or upregulation of intrinsic excitability. These observations led to the speculation that this homeostatic upregulation may be a target to counteract posttraumatic epileptogenesis.

The second observation relates to the role of neuron–glia interaction in homeostatic ion regulation, particularly under conditions where extensive neuronal activity induces ion accumulation, osmotic changes, and cell swelling (for reviews see Somjen, 2002, 2004). The computational studies of Kager et al. (2007) and Somjen et al. (2008) demonstrated that even relative simple cellular models of neuron–glia interaction can reproduce quite realistic epileptic seizures. However, they also show that the mere complexity of the neuron–glia system makes it difficult to attribute the instabilities to specific parameters. However, even mild deregulations of excitatory input suffice to initiate the process of seizure generation.

The third observation concerns the role of TNFα in mediating homeostatic synaptic scaling in response to a state of depression of neuronal activity. Savin et al. (2009) showed in a computational model of neuron–glia interaction that under normal conditions TNFα can redress neuronal excitability, but following overexpression of TNFα by glia the network develops seizure-like activity patterns. This may account for the fact that brain inflammation increases the risk of seizure. In line with this finding in the microarray study of gene expression in the rat after status epilepticus (SE) (Gorter et al., 2006), TNFα showed upregulation both at 1 day and 1 week after SE in CA3 and entorhinal cortex, and even in the chronic stage (3 months after SE) in CA3, although less pronounced. In this way the balance between excitation and inhibition in the neuronal network of CA3 would be heavily disturbed, resulting in epileptic seizure activity.






How may transitions between normal and epileptic behavior occur in thalamocortical networks?

The typical form of epilepsy that is associated with disturbances of the dynamics of thalamocortical networks is characterized by absence seizures. Absence seizures are paroxysmal losses of consciousness that start and end abruptly, and are accompanied by bilaterally synchronous spike and wave discharges (SWDs) that can be recorded on the EEG.

The functional integrity of both cortex and thalamus is required for generation of SWDs, as suggested by lesion studies (Vergnes and Marescaux, 1992; Meeren et al., 2009).

This pathological condition is determined by an abnormal set of parameters of the neuronal elements involved that likely have a genetic origin but may also depend on developmental factors. The genetic abnormalities responsible for this epileptic phenotype in humans are not yet clear (Crunelli and Leresche, 2002). The development of animal models of absence seizures – the Wag/Rij rat (van Luijtelaar and Coenen, 1986; Coenen and van Luijtelaar, 2003) and the generalized absence epilepsy rat from Strasbourg (GAERS; Marescaux et al., 1992; Danober et al., 1998) – and, more recently, the construction of computational models have contributed to a better understanding of basic neuronal mechanisms of this type of epilepsy. It is likely that the mechanisms underlying SWDs are related to those responsible for the oscillations occurring in superficial sleep, the so-called sleep spindles (Steriade et al., 1993; Avoli et al., 2001; McCormick and Contreras, 2001). The latter, however, are phenomena that occur under normal conditions, whereas SWDs appear only in patients with epilepsy.

Therefore, three main questions have to be put forward:

1. How can the same basic neuronal network cause sleep spindles and, in certain cases, also SWDs?

2. What makes the neuronal network switch its behavior from a state characterized by normal oscillations and normal behavior to another state characterized by SWD and absences?

3. What are the roles of the thalamus and the cortex in the generation of SWDs?



Experimental studies in animal models have yielded interesting findings (reviewed in McCormick, 2002; Destexhe and Sejnowski, 2003), but these are still fragmentary and answers to these questions remain limited. In order to integrate, in a comprehensive way, diverse experimental findings, computational models constitute useful tools.

A number of such models of thalamic and thalamocortical networks have been developed (e.g., Wang et al., 1995; Lytton et al., 1996; Destexhe et al., 1998, 1999). Some of the model studies, however, show only how a given set of parameters of these neuronal networks may account for the generation of SWDs, and do not address specifically the most essential issue of this type of epileptic activity: namely, that a given thalamocortical network can display both normal and epileptic activity, without making adjustments of parameters. In order to overcome this limitation, we explored a new type of computational model. In these models, populations of interacting neurons integrating neuronal and network properties are simulated. This model approach is based on theoretical (Wilson and Cowan, 1972) and experimental (Freeman, 1975, 1979) principles, and provides the possibility of investigating network dynamics at the macroscopic level, i.e., at the level where electrical brain signals such as local field potentials or EEG signals are recorded.


How can the same basic neuronal network cause spindle oscillations and, occasionally, also SWDs?

The models developed by our group (Suffczynski et al., 2004, 2005, 2006, 2008; Kalitzin et al., 2011; Koppert et al., 2011) give answers to this question, as they show that the same neuronal network can exhibit two qualitatively different types of behavior, as seen in experimental animals (WAG/Rij and GAERS) and in patients with absence epilepsy. Namely, the output signal may display a waxing and waning oscillation of relatively low amplitude typical of sleep spindles, having a spectrum with a peak at approximately 11 Hz in the “normal state” or a high-amplitude “seizure-like” oscillation (SWD) at a frequency of around 9 Hz in the “abnormal state.” We refer to the former behavior as “normal ongoing” activity and to the latter as “paroxysmal” activity. This means that the thalamocortical network displays bistable dynamics, as represented symbolically in Figure 3.1.

Spindle activity in the model is generated by the cyclical interaction between the thalamocortical relay (TC) and reticular neuronal (RE) populations. Inhibitory postsynaptic potentials (IPSPs) of RE origin facilitate the generation of rebound low-threshold calcium spikes (IT calcium current) in the TC population, which in turn activates GABAergic RE neurons. The dominant frequency (approximately 11 Hz) of this rhythmic activity is determined largely by the time course of both AMPA and GABAA postsynaptic currents and membrane time constants, and by other factors such as the kinetics of low-threshold calcium spikes (IT), synaptic coupling constants, and sensory (noise) input level. The thalamic-generated spindle activity induces activity at the same frequency in the cortical populations.

GABAB receptor-mediated IPSPs may contribute to the sudden transition of the model’s behavior from “normal ongoing” activity to “seizure-like” 9-Hz large-amplitude oscillations (SWDs). The frequency and amplitude of paroxysmal oscillations depend on the relative contribution of GABAA and GABAB components.

Thus, in reply to question (1), it is necessary to determine which are the most critical parameters with respect to the regulation of the threshold level above which SWDs occur.


Critical parameters of the thalamocortical network

In order to make estimates of these critical parameters, we investigated the sensitivity of the network dynamics to the variation of a number of parameters using the model (Suffczynski et al., 2006); as the model has a large number of parameters, we choose those most likely to be relevant, taking into consideration the following pathophysiological experimental data: GABAA in the cortex (Spreafico et al., 1993; Luhmann et al., 1995), IT current in RE cells (Tsakiridou et al., 1995), burst firing in TC cells (Coulter et al., 1989; Leresche et al., 1998), and GABAA inhibition between RE cells (Huguenard and Prince, 1994). Furthermore, the influence of neuromodulatory inputs originating from brainstem mesencephalic cholinergic neurons was also investigated, as these inputs play an important role in the control of the level of vigilance and sleep. Indeed, acetylcholine released by cholinergic pathways affects the main cellular elements of the thalamocortical network, by decreasing the potassium conductance in the TC cells that brings about depolarization of the TC population, while increasing potassium conductance in the RE neurons and thereby inducing hyperpolarization of the RE population (McCormick and Prince, 1986).

The parameter sensitivity study in the model allowed a number of conclusions to be drawn regarding the parameters most likely to be critical in enhancing the probability of transition to the SWD state. The following appeared to be the most relevant in this respect: (i) a reduction of cortical GABAA inhibition and of intra-RE GABAA inhibition; (ii) an increase in GABAB conductance; (iii) increased burst firing in RE or TC populations; (iv) an increase in the slope of the function relating membrane potential and firing rate in the population of cortical interneurons; and (v) the level of the cholinergic input. Clearly there are several parameters that may be critical, either alone or in various combinations. Below, we review the experimental evidence with respect to the parameters that emerged as being most critical from the model sensitivity study.

Sensitivity to the cortical GABAA inhibition (i) is consistent with experimental data showing that one of the primary abnormalities underlying absence seizures in GAERS rats is an impairment of GABAA-mediated transmission in the neocortex (Spreafico et al., 1993). Similarly, the cortical hyperexcitability in WAG/Rij rats was demonstrated to be due to decreased GABA-mediated inhibition (Luhmann et al., 1995). Injection of GABAA antagonists such as penicillin or bicuculline to the cortex produced SWDs in the cat (Gloor et al., 1979; Steriade and Contreras, 1998). Powerful control of cortical excitability by intracortical GABAA inhibition was also demonstrated in vivo and in another modeling study by Contreras et al. (1997).

The activation of GABAB inhibition in thalamic relay nuclei (ii) is essential for paroxysmal discharges in animal models of absence epilepsy (Hosford et al., 1992; Liu et al., 1992; Snead, 1992; Puigcerver et al., 1996; Smith and Fisher, 1996; Vergnes et al., 1997; Bowery et al., 1999), although it was not confirmed in all studies (Staak and Pape, 2001). In the model, the beginning of a paroxysmal epoch was detected when GABAB conductance in the TC cells was relatively large, and the end of a paroxysmal epoch was detected when GABAB conductance decreased again.

An increase of burst firing in RE or TC populations (iii) is compatible with the experimental findings in epileptic GAERS rats (Tsakiridou et al., 1995), which showed that the underlying low-threshold (IT) calcium conductance in RE nucleus neurons is increased in comparison with that in nonepileptic controls. An increase of IT current is detectable prior to the time of first SWD appearance (Tsakiridou et al., 1995). In the same strain of epileptic rats, a pharmacological reduction of burst firing in the RE nucleus, attributed to a decrease in the IT calcium current and consequent decrease in the calcium-dependent potassium current, resulted in a decrement of paroxysmal discharge duration (Avanzini et al., 1992). Thomas and Grisar (2000) put forward an interesting hypothesis that the increased synchrony of the thalamic network, due to an increase of IT current conductance in the RE neurons, may be related to a phase-shift in the activity of TC and RE neurons rather than to an increase in the amplitude of IT in RE cells, as the latter was unaffected by IT conductance changes. We also found in our model that an increase of IT current in the RE population changes the phase relation between TC and RE neurons, increasing the network synchrony as indicated by the enhancement of the peak in the power spectrum of the thalamic signals.

The critical dependence of paroxysmal activity on the slope of the function relating membrane potential and firing rate in the population of cortical interneurons (iv) may indicate that the distribution of firing thresholds in this neuronal population is narrower than under normal conditions; in this way, this population can be more easily synchronized. It may be conceived that the slope parameter is related to the strength of gap–junctional connections within a population of interneurons. In this context it may be of interest to note that Velazquez and Carlen (2000) proposed that hyperventilation, which reduces blood carbon dioxide levels and causes alkalosis, may enhance gap–junctional communication and neural synchrony. Histological data indicate that gap junctions in the neocortex are specifically formed among inhibitory cells; in addition, they play a role in the communication between glial cells. It is known that during SWD glial cells swell (Amzica and Nekelmann, 1999), facilitating intercellular ephaptic transmission, which can facilitate the spreading of the discharge activity through gap junctions throughout the glial syncytium. In the light of these observations, the modeling results showing that an increase in the slope parameter has a powerful effect on paroxysmal activity may be related to an increase of electrotonic coupling.

The model results are also in agreement with the experimental observations in the WAG/Rij rats (v), that the SW seizures predominantly occur during drowsiness and light non-rapid eye movement (non-REM) sleep (Coenen and van Luijtelaar, 2003), where sleep spindles are prevalent. In the model, we found that a decrease in cholinergic activation from the brainstem, which underlies mainly the transition from the waking state to sleep (McCormick and Bal, 1997), facilitates the generation of paroxysmal activity. The latter result is also in line with the behavioral observation that paroxysmal discharges in GAERS occur primarily when attention and activity are reduced (Snead et al., 1999), and with the antiburst action of cholinergic thalamic input as proposed by Buzsáki et al. (1990).

The relevance of the network parameters that critically make the network prone to a transition to the epileptic state may be validated by investigating the effects of pharmacological agents in the model.

The most selective antiabsence drug, ethosuximide, is believed to exert its antiepileptic effect by antagonizing the burst firing in TC neurons, either by decreasing the IT current (Coulter et al., 1989) or by acting on the noninactivating Na+ current and on a Ca2 +-activated K+ current in thalamic cells (Leresche et al., 1998).

The effect of benzodiazepines, such as clonazepam, is related to specific cellular targets mainly within the thalamic networks. RE and TC neurons do not have the same kind of GABAA receptor; those of the former have molecular subunits with binding sites for benzodiazepines, in contrast to the latter (Browne et al., 2001). Thus, these antiabsence drugs are likely to enhance GABAA-mediated inhibition within the RE nucleus (Huguenard and Prince, 1994) but not in TC cells, and in this way they may attenuate GABA-mediated inhibition of the RE to TC neurons and thus prevent absence seizures. This hypothesis is confirmed by our model, as an increase in inhibitory strength between RE cells leads to a decrease of RE output and antagonizes paroxysmal activity. These modeling results are also in agreement with an experimental study showing that suppression of GABAA inhibition in the RE nucleus of GAERS led to an increased duration of SW activity (Aker et al., 2002). Additionally, antiabsence action of clonazepam may include also augmentation of GABAA currents in rat cortical neurons (Oh et al., 1995), which, as discussed above, is also consistent with the results of the model.






What makes the neuronal network switch its behavior from a state characterized by normal oscillations and normal behavior to another state characterized by SWD and absence seizures?

With respect to the second question, as formulated above, the model provided useful insight and led to predictions that could be tested in practice. The model revealed that transitions occur when random fluctuations in cortical and sensory (noise) inputs occur and peaks of these fluctuations take place above a certain level. Thus, the transition to SWDs in the model depends on a random process, i.e., the onset of paroxysms occurs randomly over time with particular probabilities.

Accordingly, the distribution of the duration of paroxysmal and normal epochs can be predicted to be exponential. In the model the histograms of durations of paroxysmal epochs and of the intervals between the occurrence of bursts of SWDs detected during 24 h of simulated time could be optimally fitted with exponential functions. The same applies to experimental results obtained in rat and human (Suffczynski et al., 2005) but only under certain circumstances. We noted that the distribution of durations of bursts of SWDs could differ from an exponential distribution suggesting that the probability of paroxysmal processes ending can change in the course of a paroxysmal epoch, due to the action of some use-dependent processes; the model study of Koppert et al. (2011) showed that such a process may be activation of the Ih current which, as discussed above, may act as a homeostatic mechanism resulting in a decrease in overall excitability, and thus in the reduction of seizure duration.




What are the roles of the thalamus and cortex in the generation of SWDs?

This third question, concerning the roles of the thalamus and the cortex in the initiation of SWDs, has a long history in neurophysiology since Jasper and Kershman (1941) analyzed the EEGs of patients with “petit mal” absence seizures, and proposed that the SWDs had a subcortical origin, because they could not find evidence for a cortical origin with the techniques available at that time. They concluded that this putative subcortical pacemaker should project to both hemispheres simultaneously, as SWDs appeared to be generalized over the whole head. This interpretation was reinforced by the discovery by Morison and Dempsey in 1941 of a thalamocortical projection system originating in the intralaminar nuclei of the thalamus. Later, Penfield and Jasper (1954) introduced the term “centrencephalic integrating system” for the putative diffuse neural system projecting to both hemispheres, which was assumed to be responsible for the control of the level of consciousness. This constitutes the “centrencephalic theory of absence seizures.” In contrast, Bancaud (1969), Niedermeyer (1972), and Lüders et al. (1984) argued, based particularly on intracerebal recordings, that the cortex probably had also a role in the onset of SWDs. The search for mechanisms initiating SWDs in animal models of epilepsy was further elaborated by Gloor et al. (1990), who proposed that a “corticoreticular mechanism” was involved in the generation of SWDs, or, in other words, Gloor formulated the “corticoreticular theory of absence seizures.” Gloor interpreted experimental data obtained using the “feline generalized penicillin model” (FGPE) as indicating that both the cortex and the reticular system of thalamus, and also the brainstem, play an essential role in the genesis of SWDs. This experimental model consisted of the intramuscular injection of penicillin in the cat, which was able to induce generalized, bilaterally synchronous, SWDs in the cortex. This FGPE model was considered a model for human primary absence epilepsy. The question as to whether the epileptic discharges were the result of abnormal responses of the cortex or abnormal volleys from the thalamus was answered partially by an experiment in which diffuse application of penicillin on the cortex was also able to produce SWDs, whereas an injection of penicillin in the thalamus failed to do so. Avoli and Gloor (1982) investigated in bilaterally and unilaterally decorticated cats whether or not the thalamus plays a primary role in the production of SWDs in the FGPE model. These authors found that an intramuscular dose of penicillin sufficient to induce FGPE in intact cats failed to elicit thalamic SWDs in the decorticated thalamus. They concluded that the development of generalized SWDs in FGPE depends primarily on a change in cortical excitability, and that thalamic SWDs in intact animals following penicillin appear to be imposed upon the thalamus by the cortex. Subsequently, Gloor et al. (1990) proposed that the crucial factor responsible for the SWDs was a diffuse increase in the excitability of the cortex. In this hyperexcitable state of the cortex, local neurons would respond to afferent thalamocortical volleys by producing SWDs instead of spindles, and thus the presence of both thalamus and cortex would be important for the typical cortical SWDs to develop, whereas the bilateral synchrony of the SWDs would depend on commissural connections. More recently our group carried out an extensive electrophysiological study of WAG/Rij rats with the objective of clarifying how SWDs occur and how these spread throughout the brain (Meeren et al., 2002).

Field potentials were simultaneously recorded from multiple cortical and thalamic sites. The corticocortical, intrathalamic, and corticothalamic interrelationships between local field potentials were quantified by means of the method of nonlinear association analysis developed by Pijn et al. (1989). This method yields a direct measure of the strength of association between signals recorded from different electrodes, regardless of whether the relationship is linear (estimated by the r2 coefficient) or nonlinear (estimated by the h2 coefficient), and also an estimate of the corresponding time delay. This analysis revealed that SWDs had an onset in a defined site of the somatosensory cortex, namely in a network that receives sensory inputs from the perioral region (nose, upper lip and vibrissae) of the body (Fig. 3.2). SWDs recorded at other cortical sites consistently lagged behind those recorded from this onset site with an average “propagation velocity” over the cortex of about 1.4 m/s. The analysis of corticothalamic relationships yielded very interesting results. First, the leading cortical sites started to display SWDs earlier than other cortical sites; similarly, sites of the ventroposteromedial thalamic nucleus (VPM), which are functionally related to the same region of the somatosensory cortex, also displayed SWDs earlier than other thalamic sites. Second, cortical SWDs could sometimes occur without concomitant thalamic SWDs, whereas the reverse was not observed. Third, we compared the results obtained using r2 and h2, which gives the possibility of estimating the degree of nonlinearity of the relationship between two signals. For the corticocortical and intrathalamic relationships, h2 was similar or only marginally larger than r2, indicating that these relationships can be described as approximately linear. For the corticothalamic relations, however, large differences were found most often between r2 and h2, with the latter being larger. This indicates that the corticothalamic relationships have strong nonlinear characteristics.
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Fig. 3.1 Symbolic representation of the evolution in time of two models of transition between interictal and seizure states in a two-dimensional view of state space. The axes represent time and two state variables: neuronal network excitatory and inhibitory activity (numerical scales are arbitrary values). Top: Case 1 or bifurcation model: the dynamics of the neuronal network display a bifurcation from the interictal (“normal”) state attractor to the ictal attractor that corresponds to large-amplitude spike-and-wave oscillations, as the result of a randomly occurring perturbation. Bottom: Case 2 or deformation model: the dynamics of the neuronal network evolve through a series of states (here only one intermediary state is indicated for simplicity) corresponding to a sequence of attractors due to a progressive deformation of network parameters, from an interictal state (“normal”) attractor until an ictal attractor is reached. Seizures may not be anticipated in Case 1, but forecasting of seizure occurrence may be possible in Case 2 if appropriate tools can be applied to detect the intermediary dynamic states.

(Adapted from Lopes da Silva, 2008. © Wiley.)
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Fig. 3.2 (A) Distribution over the cortex of spike and wave discharges recorded from the rat genetic absence model WAG/Rij. The associations between the electrocorticographic (ECoG) signals recorded from different sites were estimated using the nonlinear association index h2. (B) Intrahemispheric associations. (C) Intrahemispheric time delays. (D) Histogram showing the intra- versus inter-hemispheric associations (average of 6 rats). Note the decrease in association strength with distance from the reference site in the perioral area of the somatosensory cortex (B), the increase in time delay (C) reflecting a propagation velocity of about 1.4 m/s; the histograms in (D) show that interhemispheric associations between symmetrical sites are systematically larger than intrahemispheric associations, regardless of distance.

(Adapted from Meeren et al., 2002. © Society for Neuroscience.)



Fourth, the most important result in the light of this discussion, however, was the finding that during the early part of a SWD burst, namely during the initial period of about 500 ms of a SWD burst, the variability in corticothalamic time delays was very low, and the cortical sites consistently led the thalamus by about 8 ms (Fig. 3.3). This means that, at the onset of a burst of SWD, the cortical sites are leading and the thalamus follows this lead. In the course of the evolution of a SWD burst, however, these time relations may become variable and the direction of the time delay may even be inverted. This indicates that during sustainment of a SWD burst, cortex and thalamus form a unified network with strong re-entrant components, and that the SWD oscillation may be considered an emergent property of the whole complex network.
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Fig. 3.3 Thalamocortical neuronal network. Dynamics of the interactions between thalamus and cortex during spike-and-wave discharges (SWDs). (A) During the first 500 ms the driver of SWDs is in the perioral area of the somatosensory cortex; the activity spreads from there to the rest of the cortex and to the thalamus. (B) Analysis of the whole seizure shows much more complex relationships and it is not possible to detect a clear driver. The value of the associations (as %) is indicated by the width of the arrows; the corresponding time delays (in milliseconds) are indicated in the boxes on the sides of the arrows. VPL, ventroposterolateral nucleus; VPM, ventroposteromedial thalamic nucleus.

(Adapted from Meeren et al., 2002. © Society for Neuroscience.)



Therefore, to detect the onset of SWDs it is necessary to analyze the very early beginning of a burst.


The cortical driver of SWDs

The finding of a cortical network that is responsible for the onset of SWDs in rats with absence epilepsy led to a number of further studies:

• cortical electrophysiological studies at the intracellular level (Pinault, 2003; Polack et al., 2007)

• pharmacological studies to test the “cortical onset site” interpretation (Manning et al., 2004; Gurbanova et al., 2006)

• molecular studies at the level of ion channels and receptor subunits to test whether the SWD onset site presents specific abnormalities at the molecular level (Klein et al., 2004; Blumenfeld et al., 2008).



All of the above studies yielded results supporting the notion that there is indeed a cortical driver of SWDs in the somatosensory cortex in the rat genetic models.

• human and imaging studies to test whether the rat findings can be generalized to patients with absence epilepsy and to complement the findings obtained electrophysiologically with functional magnetic resonance imaging (fMRI) methods.


We refer to the last in more detail, as these studies are specifically relevant to the human case.

Holmes et al. (2004) recorded absence seizures in five patients by means of 256-channel dense-array scalp EEG recordings. They analyzed SWDs using source analysis methods and found that the onset of seizures was localized to discrete areas of the dorsofrontal or orbital frontal lobe. In particular, the spike component was highly localized over the frontopolar regions of orbital frontal cortex. In addition to frontopolar sources, other sources were also localized in the anterior cingulate gyrus, which has an important role in the maintenance of arousal. These findings demonstrate that, as in the rat, absence seizures are not “generalized” from the onset but have a cortical onset site. Tucker et al. (2007) made similar recordings in patients with absences and noted that neither the onset nor the spread of these seizures was generalized. Based on the finding of specific involvement of the frontal cortex, they proposed the hypothesis that absence seizures are associated with pathology in a circuit comprising the ventromedial frontal cortex, rostral thalamic reticular nucleus, and limbic nuclei of the thalamus. This network would be disrupted in absences. Using magnetoencephalography (MEG) recordings, Westmijse et al. (2009) found the onset of SWDs in human absence epilepsy at frontal and parietal sites.

The issue of the sequence of brain areas of the thalamocortical network involved in SWD was also analyzed in seven patients with idiopathic generalized epilepsy (IGE) using fMRI (Vaudano et al., 2009) and dynamic causal modeling (DCM). These authors tested three possible dynamic models that differed in the region where SWDs would have the onset: thalamus (model A), ventromedial prefrontal cortex (model B), and precuneus (model C). Model C (SWDs as autonomous input to precuneus) appeared to fit the data the best in five patients, and model A prevailed in two. The authors concluded that activity in the precuneus gates SWDs in the thalamo-(fronto) cortical network. The involvement of precuneus is interesting, considering its role in the control of awareness. These results, however, pose a problem: if the dynamics of the onset and propagation of SWDs in humans follow the same pattern as in the rat genetic models, the possibility of finding the onset area is limited to the very first 500 ms. This time resolution cannot be achieved with the hemodynamic signals. Therefore, studies based on the latter can indicate grossly which brain regions are involved in the propagation of SWDs and are recruited into this abnormal pattern of activity, but not the area of onset.

This limitation of fMRI with respect to the question of determining the onset of SWDs is also illustrated by the interesting study of David et al. (2008) in GAERS. They used both electrophysiological (using intracerebral electrodes) and fMRI methods to investigate the onset and development of SWDs in these animals and asked precisely the question whether fMRI allows the identification of SWD neural drivers. Furthermore, they analyzed fMRI time series directly using DCM, which relates synaptic activity in a lumped model of the cortical population to hemodynamic signals (David and Friston, 2003), and Granger causality in order to estimate where in the brain the driver of SWD might be localized. The estimates based on fMRI signals indicated that the somatosensory (barrel field S1BF) cortex was most likely the driver of SWDs, but did not allow the determination of time delays. Electrophysiologically, however, this study showed that the averaged SWD in the cortical barrel field S1BF preceded by 5.5 and 10 ms those measured in the thalamus and striatum, respectively. This average sequence of activation confirms previous findings in both GAERS and WAG/Rij rats. Mishra et al. (2011) also recorded electrophysiological and fMRI (9.4 Tesla) signals during SWDs in rats displaying absence seizures (WAG/Rij rats). They found that during these discharges the somatosensory cortex and the thalamus showed increased BOLD (blood oxygen dependent) signal and cerebral blood volume (CBV) as well as cerebral blood flow (CBF), associated with an increase in local field potential and multiunit activity, but no time relations between cortex and thalamus were analyzed.






How may transitions between normal and epileptic behavior occur in neuronal networks of the hippocampal system?

Temporal lobe epilepsy, in general, is characterized by the occurrence of complex partial seizures, and is the most common form of medically refractory epilepsy. This makes these patients very often candidates for the surgical removal of the epileptogenic zone. A system that shows a remarkable tendency to exhibit epileptic seizures is the mesial temporal lobe, where the hippocampal formation occupies a prominent position. The fact that the brain of these patients is usually investigated in great detail before surgery, in order to determine whether, or not, an estimate of the epileptogenic zone might be obtained, has yielded an appreciable amount of data regarding the pathophysiology of these syndromes. Many electrophysiological, imaging, and even biochemical and molecular studies have been carried out which have enriched our knowledge about the neuronal networks involved in mesial temporal lobe epilepsy (MTLE). In addition, a long series of experimental studies in animal models of MTLE has led to new insights into the cellular and network processes that may account for epileptic seizures, providing good models of the human pathological condition. Furthermore, computational models have been developed with the aim of making comprehensive integration of experimental data and formulating hypotheses that may be tested in experimental or clinical situations.

These studies led to the concept that the epileptogenic zone in MTLE is “multistructural” (Bragin et al., 2000; Bartolomei et al., 2004). Indeed, in many cases several structures of the mesial temporal lobe are involved at the initiation of seizures, mainly the hippocampus, subiculum, entorhinal cortex, and amygdala. In this way, the notion of a well-circumscribed focus within a specific structure is not applicable. On the contrary, one should formulate the hypothesis that the abnormality responsible for the epileptic seizures is a property of a complex network involving different structures.

Contrary to absence seizures, where the cortical driver does not show conspicuous macroscopic abnormalities, the MTLE syndrome displays characteristic neuropathological changes that are clearly seen on histological examination of brain tissue of patients, and that in many cases are also evident on MRI.

A hallmark of MTLE is the extensive loss of neurons of the hippocampal hilar region, without comparable cell loss of granule cells in the dentate gyrus (Margerison and Corsellis, 1966; de Lanerolle et al., 1989; Sloviter, 1991a, b), and considerable gliosis, which is termed endfolium sclerosis. In addition there is remarkable sprouting of mossy fibers into the granule cell layer of the dentate gyrus associated with synaptic reorganization. The sprouted mossy fibers may form recurrent excitatory collaterals on the granule cell dendrites in the inner molecular layer (Golarai and Sutula, 1996; Wuarin and Dudek, 1996; Lynch and Sutula, 2000).

These pathological changes can be reproduced in animal models, namely in post-SE in the rat (Gorter et al., 2001). SE may be induced in a variety of ways: by repeated high-frequency electrical stimulation according to the method devised by Lothman et al. (1989); by injection of several drugs such as kainate (Ben-Ari and Cossart, 2000), either locally (Cavalheiro et al., 1982) or systemically (Hellier et al., 1998); or by pilocarpine (Turski et al., 1983).

A general feature of the post-SE evolution of epileptic seizures is that spontaneous seizures do not start immediately in the rat but take a week or more to appear, depending on the paradigm used to induce SE. Thus there exists a latent period between the initial precipitating event and the occurrence of spontaneous seizures. This indicates that the epileptogenic process involves the development of structural and functional changes in and around the damaged area before seizures may emerge. It is assumed that a similar process occurs also in humans, although the “latent period” is much longer than in the rat and may last for years. Indeed, studies of MTLE in humans support the hypothesis that hippocampal sclerosis is an acquired pathology in which most of the neuronal loss occurs with the initial precipitating insult, which is most commonly a complex febrile seizure. After a latent period, spontaneous seizures occur that commonly show a progressive evolution. We may state that during this latent period a deformation of parameters that are critical with respect to the stability of these neuronal networks takes place.

A basic question is how these structural changes create the conditions that change the dynamic state of the underlying neuronal networks such that spontaneous seizures may occur. As in the case of absence seizures discussed above, we have to emphasize here that the same hippocampal network can generate both normal activity and occasionally partial complex seizures; the latter can propagate throughout the brain and produce dramatic transient behavioral abnormalities.


How can neuronal networks of the mesial temporal lobe cause normal behavior and occasionally also epileptic seizures?

In the case of limbic seizures, characteristic of MTLE, there is a set of cellular/molecular changes that render certain parameters controlling the stability of the networks extremely vulnerable to the influence of endogenous and/or exogenous factors. We should note, however, that most of the time these networks display normal oscillations – such as theta or gamma rhythmic activities – typical of the interictal state, but occasionally can display epileptic seizure activity – the ictal state. If we represent these two states in a theoretical space as two attractors, we may state that the distance between the two attractors (normal interictal activity and ictal seizure) becomes relatively small during the process of epileptogenesis, owing to the changes that occur in the network, as represented symbolically in Figure 3.1. Under perfect normal conditions this distance would be so large that the probability of the dynamic state changing from one to the other attractor would be extremely small (Lopes da Silva et al., 2003). Only the application of a strong electric shock to the head might trigger such a transition in a normal brain. However, because of modifications of the control parameters of the neuronal networks in MTLE, this distance becomes gradually smaller due to changes in some critical unstable parameters in such a way that a transition to a seizure eventually takes place. Thus we may state that these parameters suffer a deformation in the course of time. This means that, in principle, it should be possible to detect the dynamic changes that precede the transition to a seizure, and thus that seizures might be anticipated. We discuss whether this may be possible to realize in practice briefly below.


What are the critical parameters responsible for the change in network dynamics leading to MTLE seizures?

The MTLE syndrome does not result from abnormal neuronal activity in a highly circumscribed focal area; rather, it involves a tightly connected neuronal network that includes several structures of the limbic brain (Bertram et al., 1998; Bartolomei et al., 2001). There exists a relationship between the number of brain structures with epileptogenic characteristics and the duration of the epileptic condition in patients with MTLE (Bartolomei et al., 2008). The core of this network is created by the hippocampal formation and directly associated structures such as the entorhinal cortex (EC).

In the process of epileptogenicity of MTLE, the hippocampus plays a central role. Thus, we will start by focusing on the processes that take place at the level of the hippocampus and then consider its interconnections with the EC. Recently developed computational models (Wendling et al., 2002, 2005) give us some clues regarding critical parameters that control the dynamics of these neuronal networks.

These models are based on a simplified cellular organization of the hippocampus, and include:

• recurrent excitatory connections from pyramidal cells to pyramidal cells (Thomson and Radpour, 1991; Whittington et al., 1997)

• two types of GABAA synaptic response in CA1 pyramidal neurons: a fast one that is perisomatic, and a slow one that is located at the dendrites; the first one, GABAA,fast, is a rapidly activated and decaying IPSC mediated by somatic synapses, and the second, GABAA,slow, is a slowly rising and decaying IPSC mediated by dendritic synapses (Miles et al., 1996)

• stimulation of two main classes of interneuron: basket cells (B) and interneurons of the stratum lacunosum-moleculare (LM), respectively called, for simplicity, GABAA,fast interneurons and GABAA,slow interneurons, responsible for the two types of IPSC (Banks et al., 1998), as indicated above

• both classes of interneuron interact: GABAA,slow interneurons inhibit not only pyramidal cells but also GABAA,fast interneurons (Banks et al., 2000).



These elements of the neuronal network are presented schematically in Figure 3.4.
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Fig. 3.4 Neuronal network of the hippocampus involved in mesial temporal lobe epilepsy (MTLE). Neural mass model based on the cellular organization of the hippocampus. (A) A population of principal cells (pyramidal cells) project to and receive feedback from other local interneurons. Input to interneurons is excitatory (AMPA receptor-mediated). Feedback to pyramidal cells is either excitatory (recurrent excitation) or inhibitory: dendritic synapses with slow kinetics, GABAA, slow (slow dendritic, SD); somatic synapses, grey rectangle; with faster kinetics, GABAA,fast (fast somatic, FS). In addition, “slow interneurons” project to “fast ones”. (C) Time courses of the corresponding excitatory postsynaptic potentials (EPSPs) and inhibitory postsynaptic potentials (fast and slow IPSPs). (B) Corresponding block diagram representation. In each subset, the average pulse density of afferent action potentials is changed into an average inhibitory or excitatory postsynaptic membrane potential using a linear dynamic transfer function of impulse response hEXC(t), hSDI(t), and hFSI(t), while this potential is converted into an average pulse density of potentials fired by the neurons by way of a static nonlinear function (asymmetrical sigmoid curve, S(v)). The subset of somatic-projecting interneurons (grey rectangle) receives input from both subsets of pyramidal and dendritic interneurons. One of the model outputs represents the summated average of postsynaptic potentials on pyramidal cells; this reflects an EEG signal.

(Adapted from Wendling et al., 2005.)



In the modeled network, three parameters emerge as the most significant ones in this respect: the levels of excitation (EXC), of slow dendritic inhibition (SDI), and of fast somatic inhibition (FSI). Parameter EXC represents the average amplitude of EPSPs at the synapses between pyramidal neurons and interneurons, as well as among pyramidal cells themselves; parameter SDI represents the average amplitude of IPSPs with slow kinetics at the synapses formed by LM interneurons (somatostatin-immunoreactive) on the dendrites of pyramidal cells and other interneurons (B, basket cells); parameter FSI represents the average amplitude of postsynaptic potentials with fast kinetics at the synapses formed by B interneurons (parvalbumin-immunoreactive) on pyramidal cells.




What makes the neuronal network switch its behavior from a state characterized by normal oscillations and normal behavior to a state characterized by epileptiform activity and seizures?

Using the model described above in forward mode, Wendling et al. (2002) were able to reproduce EEG signals, and the corresponding power spectra, very similar to those observed during successive periods: the interictal period, the period just before the onset of a seizure (pre-onset), the period at seizure onset, and the period during the seizure (ictal period). The major change in power spectra occurs at seizure onset, which is characterized by the appearance of EEG signals with low amplitude mainly in the frequency band from 15 to about 40 Hz; this is followed during the ictal phase by a transition to narrow-band large-amplitude signals ranging from 3 to 10 Hz. Most interesting, Wendling et al. (2005) later tested the model, in inverse mode, based on real EEG signals recorded intracerebrally from five patients with typical MTLE seizures. Applying an evolutionary algorithm, these authors were able to estimate values of the three critical parameters (EXC, SDI, FSI) corresponding to the real EEG signals and their evolution along the different periods leading to the ictal phase. These analyses revealed the parameter changes that make the neuronal network switch from the interictal phase characterized by normal oscillations to an abnormal state where epileptiform oscillations occur.

In the model this switch is realized by the following evolution of the three critical parameters, as follows: (i) parameter EXC increases during the transition between the interictal and the preonset and onset phases, and stays large during the transition to the ictal phase; (ii) parameter SDI increases from the interictal period to the period just before the onset (following the increase in EXC), but decreases markedly at the onset (the phase characterized by fast oscillations in the EEG) and increases again at the transition between onset and ictal periods; (iii) parameter FSI is stable or increases in the preonset period, but decreases markedly during the transition from onset to ictal.

The evolution of these critical parameters can be translated into the following (patho)physiological processes: at the onset of a seizure there is a breakdown of SDI (i.e., of slow GABA inhibition), which provokes disinhibition of fast GABAergic interneurons (basket cell, B interneurons), with the appearance of EEG fast oscillations; the subsequent EEG slowing could be due to a process of exhaustion of this fast inhibition according to Wendling’s model (2005).

It should be noted that these conclusions are based on a computational model, and are not necessarily unique. Nonetheless, the fact that these results have already been tested in a number of real cases, namely using EEG recordings obtained by way of intracerebral electrodes in patients with MTLE, provides the assurance that these conclusions are plausible, even though they may not be unique. Therefore, it is important to examine next how these changes in the network parameters may be accounted for by physiological/molecular changes in real neuronal elements.

Starting with the increase of EXC: this may reflect the enhancement of EPSPs in CA1 subarea as has been seen in experimental models of MTLE. In an experimental investigation in the kainate post-SE rat, Wu and Leung (2003) reported that 2–4 months after SE when usually the animals have spontaneous seizures, the basal and distal apical EPSPs were enhanced in CA1 following stimulation of CA3 or of the input from the Entorhinal Cortex (EC). In addition, in experimental models of focal epilepsy enhanced and/or prolonged EPSPs were found (Bernard et al., 2001; Gorter et al., 2002), as well as in slices from human hippocampus (Schwartzkroin, 1994), showing that epileptic seizures susceptibility is associated with this increase in excitability. Huberfeld et al. (2011) examined this process in tissue slices from human subjects with MTLE, where seizure-like discharges were induced in the subiculum by alkalinization or low Mg2 +. These authors concluded that in these patients the subiculum is involved in the generation of seizures and that the latter are an “emergent glutamatergic population activity.”

Regarding the inhibitory parameters (SDI and FSI), it should be noted that just before the onset of a seizure the SDI increases; this may simply be a reaction to the increase of EXC, as was described by Khalilov et al. (2003) in the intact hippocampus preparation kept in vitro. From a dynamic point of view this would act as a compensatory homeostatic mechanism to avoid the excessive excitation leading to an unstable network. An important aspect of the transition to a seizure, however, is that this increase of SDI is not sustained, and is promptly followed by a decrease at seizure onset as the fast oscillations appear in the EEG. How can this be accounted for? A possibility is that in the abnormal hippocampus the SDI is too “labile” to be able to compensate for the excessive excitatory activity. An important feature of the inhibitory circuits of the hippocampus is that the slow GABAergic interneurons, responsible for SDI, inhibit the fast GABAergic interneurons responsible for FSI (Banks et al., 2000). If the former break down, the latter are disinhibited; this would be reflected in the occurrence of fast oscillations at the onset of a seizure. As this process evolves, the FSI gradually decreases in these epileptic animals and the fast oscillations and the dynamics become dominated by large-amplitude, slower oscillations characteristic of the full-blown seizure.

In this context it is interesting to note that Cossart et al. (2001) showed a decrease in dendritic inhibition (corresponding to parameter SDI) but not in somatic inhibition (FSI) in experimental epilepsy. The loss of dendritic inhibition may enhance the tendency for dendritic spiking, as found experimentally (Wu and Leung, 2003). Other local cellular changes may also contribute to the enhancement of dendritic excitability in CA1, such as changes in calcium channel density (Bernstein et al., 1999), enhancement of Na+ and Ca2 + currents (Vreugdenhil and Wadman, 1994; Faas et al., 1996), and a decrease in A-current (Castro et al., 2001). These processes can increase seizure susceptibility in the CA1 subarea, as the entorhinal inputs bypass the dentate gyrus, where inhibitory processes may even be enhanced (Buckmaster and Dudek, 1997). Interestingly, Wu and Leung (2003) point out that enhancement of the activity in the pathways from the EC to CA1 will reinforce the re-entrant multisynaptic circuit: CA1 – subiculum – EC – medial perforant path – CA1 (Kloosterman et al., 2004). In addition, we may speculate that enhanced activity in this re-entrant circuit may constitute the anatomical and physiological substrate for reverberation to occur, i.e., persistent activity in these loops in the absence of external input. Indeed, it has been suggested that in the subcortically denervated hippocampus of the freely moving rat, removal of tonic inhibitory influences allows reverberation of information in the entorhinal–hippocampal–entorhinal cortex circuitry (Buzsáki et al., 1989). It has not yet been established experimentally, however, whether this kind of reverberation is an important mechanism making these rats more susceptible to the occurrence of epileptic seizures.

In short, two main mechanisms appear to be responsible for the transition from the interictal to the ictal state: (a) enhancement of parameter EXC, and (b) the lability or instability of GABAergic processes.

We consider first the former (a). Taking into consideration that the main excitatory input of the hippocampus arises from the EC, it is appropriate to examine what happens in the EC in this rat post-SE experimental model and also in patients with MTLE. In patients with MTLE, the superficial part of the rostral EC presents marked cell loss, which is particularly noticeable in layer III (Du et al., 1993) and can be detected with MRI (Bernasconi et al., 1999; Jutila et al., 2001). This characteristic cell loss in layer III of the EC has been reproduced in several rat post-SE models of MTLE (Du et al., 1995; Gorter et al., 2001; van Vliet et al., 2004) and is confined mostly to the medial portion of the entorhinal cortex (medial entorhinal area, MEA). It has been suggested that within the MEA, the deep cortical layers are responsible primarily for the onset of epileptiform activity (Iijima et al., 1996; Dickson and Alonso, 1997; Lopantsev and Avoli, 1998), although this was based on investigations carried in slice preparations in vitro. In an in vivo study of post-SE rats elicited by kainate with spontaneous seizures (Tolner et al., 2005), however, we found no evidence for this role of deep layers of the EC. On the contrary, we found diminished control of the activity of the interneurons in superficial layers (II and III), due to the absence of excitatory input from MEA-III principal neurons on inhibitory interneurons, as the number of the former is diminished substantially. This would lead to a decrease of the inhibitory drive on pyramidal cells of the superficial layers. It is likely, although not directly proven, that this may cause the threshold for excitation of layer II neurons to be lowered, which could facilitate the occurrence of oscillations and lead to enhancement of the excitatory input from these superficial EC layers to the hippocampal formation. In this way, enhancement of the critical parameter EXC, the excitatory drive, of the model described above would be accounted for. As in the case of the hippocampus, computer models of the EC may also shed new light on the processes underlying seizure susceptibility in this structure.

Regarding the second mechanism (b), there is experimental evidence that the GABAA receptors behave deficiently in epileptic tissue. It was shown by Palma et al. (2007) in surgically removed brain tissue from patients with MTLE that the ionic current elicited by stimulation of GABAA receptors presents a strong rundown (an effect enhanced by zinc) in comparison with that of control tissue. This was also found in cortical neurons of rats with spontaneous epileptic seizures after the administration of pilocarpine. The authors concluded that the rundown of GABAA receptors is a hallmark of MTLE and may favor the development of seizures.

Later the same group (Mazzuferi et al., 2010) carried out an investigation at the molecular level to determine the cause of this “rundown” phenomenon; they reported a relative increase in the α4 subunit, relative to α1-containing GABAA receptors, occurring at the same time as the increased rundown appears in pilocarpine-treated epileptic rats. According to these authors, this could represent the switch leading to the occurrence of spontaneous seizures. Other studies at the molecular level in the post-SE rat model of MTLE (Gorter et al., 2006) also revealed changes of the expression of genes involved in GABAergic transmission that could contribute to instability of the neuronal networks. A particularly consistent finding was that the genes encoding the subunits α5 (CA3) and delta (EC) were downregulated. Both subunits are present in extrasynaptic receptors that control tonic inhibition (Houser and Esclapez, 2003; Dibbens et al., 2004; Peng et al., 2004; Glykys and Mody, 2006). Further, it has been shown in clinical studies that the GABA-α5 subunit is also downregulated in humans (de Lanerolle and Lee, 2005; Arion et al., 2006; Ozbas-Gerceker et al., 2006). In addition, the expression of chloride (Cl−) transporters (NKCC1 and KCC2), which regulate the intracellular chloride concentration and thus the nature of the Cl− ionic flux associated with GABA synapses, has been shown to be altered in a number of developmental lesions, including focal cortical dysplasia, hemimegalencephaly, and ganglioglioma in patients with medically intractable epilepsy, where NKCC1 was highly expressed while KCC2 was reduced. This pattern is suggestive of what is found in immature cortex, and may cause depolarizing GABAergic synaptic responses that will destabilize the neuronal networks. The existence of GABAergic depolarizing responses was reported in the subiculum of slices from patients with temporal lobe epilepsy in neurons downstream of the sclerotic CA1 region (Cohen et al., 2002). Ionic mechanisms causing depolarizing GABAergic events were also investigated by Lamsa and Kaila (1997). In the search for proepileptic changes in slices from mice that had received a focal kainate injection into one hippocampus, Le Duigou et al. (2008) also found a depolarized reversal potential for GABAergic events and a depolarized resting potential in CA1 pyramidal neurons. This study led to another interesting conclusion in the light of the present discussion, namely that both depolarizing GABAergic responses and an independent increase in cellular excitability are needed for the initiation of epileptic seizures.

Labyt et al. (2007) constructed a model of the EC neuronal networks including the following elements: (i) subpopulations of neurons (pyramidal cells, stellate cells) and interneurons that are encountered in deep and superficial layers of the EC; and (ii) a set of intralayer and interlayer interaction links between these subpopulations (see Fig. 3.4) by means of glutamatergic excitatory synapses and GABAergic synapses of three kinds: GABAA with slow and fast kinetics, and GABAB; in addition, glycinergic synapses (Keck and White, 2009) were also included. The transfer function between membrane potential and firing rate is represented by a nonlinear sigmoid function with a given steepness, which incorporates a threshold and saturation level (maximal firing rate). The model receives a random input that represents the synaptic afferents coming from surrounding and distant neuronal populations; the output is constituted by the sum of postsynaptic potentials of the pyramidal cell subpopulations. The data included in the model were inferred from experimental data obtained from recording of electrical activities in guinea-pig brains maintained in vitro by perfusion (de Curtis et al., 1991). Epileptiform discharges were induced by arterial applications of the GABAA receptor antagonist, bicuculline, diluted in the perfusion solution. The model can display different types of EEG-like signal, including fast discharges corresponding to the pattern seen during seizure onset in real conditions. Epileptic activities start to appear when the value of GABAB inhibition decreases below a given threshold. Different kinds of spike burst (spikes mixed to fast activity, polyspikes) may appear depending on the value of GABAA fast inhibition. Without entering here into details of the model study (but see Labyt et al., 2007), the critical parameters leading to model instability (i.e., to the onset of epileptiform discharges) were mainly a decrease in GABAA slow and GABAB receptor-mediated inhibition.

Considering that the condition leading to MTLE syndrome is characterized by changes in the parameters controlling the stability of limbic neuronal networks distributed over different brain structures, where the EC and the hippocampal formation form the central core, it is important to know how seizure activity propagates within and beyond this network. This issue was considered in an investigation by Bartolomei et al. (2004) of patients with MTLE, where intracerebral electrodes were placed in different areas of the hippocampus, EC, and amygdala, as well as some other areas such as the frontal, parietal, and other temporal lobe areas (temporobasal, insular cortex). Interactions between the EEG signals recorded from these areas were estimated using a nonlinear association index (h2; Lopes da Silva et al., 1989; Pijn et al., 1989) combined with a “direction index” that indicates the direction of signal flow (Wendling et al., 2001; Bartolomei et al., 2004). Three 10-s periods were analyzed using analysis windows of 4 s – periods before (BRD), during (DRD), and after (ARD) the EEG rapid discharge that occurs at seizure onset – as well as a control period far away from the seizure (Fig. 3.5). The onset of all seizures was found at electrode sites within the mesial temporal lobe. EEG changes at the transition to the characteristic seizure rapid tonic discharge could be preceded by a period of large-amplitude, low-frequency spiking (Spencer et al., 1992; Velasco et al., 2000), or not. The hippocampus, but not the amygdala, was involved in most of the couplings, and the EC was the leading structure in some situations, as specified below. Above, we indicated that two types of evolution of seizure activity can be distinguished in patients with MTLE. We may raise the question of whether these two types may correspond to different processes, concerning onset and propagation routes. Bartolomei et al. (2004) concluded that this may be very well the case. Indeed, in cases where the rapid tonic discharge was preceded by large-amplitude, low-frequency spiking, the latter appeared to originate in the hippocampus and not in the EC; the involvement of the latter during the subsequent seizure phase indicates that the seizure propagates from the hippocampus to the EC, from where it may be distributed to many cortical areas. In contrast, those cases where no spiking was observed in the period before rapid discharge (BRD), a marked synchrony between EC, hippocampus, and amygdala was found, with the first leading, suggesting that the rapid discharge started in the EC. We have to make a critical remark regarding these conclusions, as the analysis window used in this study was relatively long (4 s); if these flows are as quick as those encountered in the case of the propagation of SWDs in the rat with absence seizures (Meeren et al., 2002), it is possible that this window may have been too long to catch very quick propagation flows of seizure activity.
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Fig. 3.5 Analysis of the dynamics of a seizure in a patient with mesial temporal lobe epilepsy (MTLE) recorded from the entorhinal cortex (EC) and amygdala (AMY). On each pair of signals, nonlinear regression analysis is used to calculate: (A) the nonlinear correlation coefficient h2 and (B) the time delay τ from upper signal to lower (solid line, AMY to EC) and vice versa (dotted line, EC to AMY). (C) Asymmetry information (difference between h2 coefficients) and time delays are used jointly to calculate the direction index D, which characterizes the direction of coupling. When greater than 0.5 (respectively lower than − 0.5), D indicates a coupling from upper to lower signal (respectively lower to upper signal). (D) Values of h2 are averaged over given periods (BRD, before rapid discharge; DRD, during rapid discharge; ARD, after rapid discharge), and information is represented as a graph in which line thickness is proportional to the average h2 value and in which the arrow indicates coupling direction, when significant. Standard deviation of coefficient h2 is also provided. Note the increase in the association index before the occurrence of the “rapid discharge” (BRD), followed by a decrease during the “rapid discharge” (DRD), with the EC leading during part of the time, and large increase during the large-amplitude seizure oscillations where the latter appear to be synchronous (time delay is approximately zero).

(Adapted from Bartolomei et al., 2004. © Elsevier.)








Are there EEG markers of hyperexcitability of limbic neuronal networks in epileptic conditions?

In the last decade, specific bursts of oscillations, the so-called fast ripples (FRs), were described in hippocampal recordings from rats with post-SE spontaneous seizures, and also in the hippocampus of patients with MTLE (Bragin et al., 1999a, b, c; Jacobs et al., 2008). Previously, ripples at a lower frequency, consisting of bursts of oscillations at 100–200 Hz were described in normal brain (Buzsáki et al., 1992).The FRs consist of oscillations at frequencies above 200 Hz, primarily near the seizure onset region. This discovery led to the hypothesis that FRs reflect a state of high excitability of the underlying networks and are generated by synchronous discharges of pyramidal neurons. The interpretation is that these FRs result from the activity of clusters of interconnected neurons capable of sustaining synchrony of discharges, surrounded by a strong inhibitory ring; if feedback inhibition is surpassed, the formation of similar clusters in target areas may occur, and these clusters may become synchronized, ultimately leading to seizures (Bragin et al., 2002).

It is therefore important to know what is the relationship between the occurrence of FRs and the propensity for the occurrence of spontaneous seizures. Initially, FRs were recorded using microelectrodes and it was even doubted whether these oscillations could be detected using macroelectrodes, as they appeared to be localized within small volumes of brain tissue. Nonetheless, Jirsch et al. (2006) showed that FRs can be recorded from human focal epileptic brain using depth macroelectrodes, and concluded that these “macro FRs” reflect the partial synchronization of local oscillations, an interpretation comparable to that made for FRs recorded with microelectrodes. Jacobs et al. (2009) evaluated whether the occurrence of FRs (250–500 Hz) showed any association with the preictal period, in seven patients with MTLE. Total rates of FRs were significantly higher in the seizure onset zone than outside, but the rates did not change in a systematic way in the preictal period. Thus, it appears that the occurrence and rate of FRs are not clearly associated with the evolution of preictal to ictal EEG periods; FRs, however, are likely relevant markers of the epileptogenic onset zone. Another line of research focused on studying the dynamics of a large number of single neurons recorded simultaneously using multichannel microelectrode arrays in epileptic patients (Truccolo et al., 2011). Although to date only a few patients have been studied using this technique, the authors found that many neurons changed their firing pattern activity significantly as the seizure approached. These patterns differed from those observed in periods remote from the seizure, but were somewhat heterogeneous among cortical patches. These authors suggested that using this kind of multichannel unit recording “it may be possible to obtain predictive information from individual neuronal activity without necessarily localizing what has been traditionally considered the seizure focus” (Truccolo et al., 2011, p. 640). Clearly this suggestion has to be tested in much larger data sets.

An alternative way to determine the excitability state of hippocampal networks is to apply in the interictal period a stimulation protocol by means of which the state of the neuronal networks is perturbed, and to record their subsequent reactions. This may reveal relevant features of the network’s excitability state (Suffczynski et al., 2008). In our group, we used intermittent electrical pulse stimulation (frequency range 10–20 Hz) applied through the same indwelling electrodes that are used for presurgical evaluation in patients with MTLE, and calculated a quantitative measure of spectral phase demodulation, the relative phase clustering index (rPCI), of the EEG signals evoked by the stimuli. In the interictal periods, high values of rPCI were found at the sites close to the seizure onset zone; furthermore, the values of rPCI increased as the time to the next seizure decreased. A first proof-of-principle clinical study indicated that, applying this methodology, the probabilistic forecasting of impeding seizures may be possible (Kalitzin et al., 2002, 2005, 2010).





How may neuronal networks involved in epileptic behavior be identified and analyzed in a clinical setting?

The identification of a neuronal network responsible for the onset of an epileptic seizure implies an appropriate sampling in brain space. In many cases this is difficult to realize in practice. Be as it may, the brain areas likely to be involved have to be estimated based on high-density EEG or MEG recordings, ideally complemented by magnetic resonance images of associated brain lesions (hippocampal sclerosis) or malformations (dysplasias). Assuming that an appropriate set of recordings is available, it is necessary to analyze the data using quantitative methods to estimate the degree of association between the recordings. The question is to determine which EEG signals recorded during a seizure are significantly associated with one another, and which are the time relations between the different signals, i.e., which are leading and which are lagging, and what are the corresponding time delays. Ultimately one wishes to estimate causal relations within the set of EEG signals that belong to the epileptogenic network. One important aspect of seizure activity is that during the course of a seizure the EEG signals may change considerably, i.e. the signals show strong nonstationarity. This implies that an analysis method has to take this essential feature into account and that any analysis must be carried out in successive epochs, which should be short enough to avoid nonstationary segments but long enough to obtain the desired level of accuracy. These epochs should partially overlap in order to obtain smooth estimates of the association indices. Two experimental examples provide clear evidence for the presence of nonstationarity in EEG signals recorded during seizures. One is the study of Meeren et al. (2002), which showed, using the nonlinear association index h2 computed within successive epochs of 0.5-s duration with 50% overlap, that during absence seizures in the WAG/Rij genetic rat model the time delays between cortical and thalamic signals are consistent only in the first 500-ms epoch at seizure onset, but may change considerably in the course of the seizure. Another example is the study of Boucetta et al. (2008) in a cortically generated Lennox–Gastaut-type seizure in cat, which showed, using cross-correlation analysis on successive 1-s long epochs with 0.5-s overlap, that several patterns of synchronization could be observed between signals recorded from different sites: synchronous, either in phase or with phase shift, or showing phase shift transitions, and even showing nonsynchronous periods. This implies that analysis of seizures that use epochs longer than about 1 s may yield ambiguous results, because there may be mixing signals with different degrees of association and a variety of time relations. Such data should be considered with great caution. Indeed, the degree of synchrony at the onset and during a seizure may change appreciably; Netoff and Schiff (2002), in an experimental model of seizures using microelectrode recordings, observed a decrease in neuronal synchronization at fast timescales, whereas synchronization was increased with respect to brief burst-firing events at slow timescales, and as seizures stopped; Wendling et al. (2003), in EEG signals recorded with intracerebral electrodes in patients suffering from partial epilepsy, found evidence for “decorrelation” at seizure onset as very fast (mainly within the 60–90-Hz band) oscillations of low amplitude are present in the EEG, followed by an abnormally high degree of synchronization as the seizure develops.

A classical method for determining time delays between EEG signals during epileptic seizures consists of calculating coherence and the corresponding phase functions as proposed by Brazier (1972). The interpretation of phase shifts in terms of time delays can be concluded with certainty only when the coherence is sufficiently large (Gotman and Levtova, 1996), and when there is a linear relationship between phase and frequency within a certain frequency band (for a discussion of methodological aspects, see Lopes da Silva, 2006).

A fundamental problem with these methods of analysis, however, is that very often the relations between EEG signals cannot be considered linear, so that the use of coherence is not justified, as referred to above in relation to thalamocortical SWDs. Alternative methods have been developed over recent decades. One is computation of the average amount of mutual information (AAMI), in the sense of Gelfand and Yaglom (1959), between pairs of EEG signals as a function of the delay time introduced between both signals. AAMI was used for localization of epileptic networks in animals having a kindled epileptogenic focus (Mars and Lopes da Silva, 1983), allowing the spread pattern of these seizures to be estimated. The same method was also applied to human seizures (Mars et al., 1985). The algorithms based on AAMI, however, proved to be rather cumbersome to apply in practice. This led to the creation of a new method of nonlinear regression analysis, the h2method, by Pijn et al. (1989) (Lopes da Silva et al., 1989; Kalitzin et al., 2007). This consists of calculating a general coefficient of nonlinear fit between pairs of signals. Application of this nonlinear regression coefficient to EEG signals recorded during seizures in animals (Fernandes de Lima et al., 1990) revealed that a large number of EEG signals recorded from different brain sites belonging to an epileptogenic network present clear nonlinear relations. The same applies to EEG signals recorded from intracranial electrodes in patients (Pijn and Lopes da Silva, 1993; Bartolomei et al., 2004), in rats with absence-like seizures (Meeren et al., 2002), and in the study of the propagation dynamics of seizure activity in the hippocampal–parahippocampal region of the isolated guinea-pig brain (Uva and de Curtis, 2005). Thus, this method offers perspectives for the characterization of an epileptogenic network, based on a set of simultaneously recorded EEG signals. In addition to the estimation of h2, a derived quantity was proposed by Guye et al. (2006) that gives information about the causality of the association, called the direction index, D. This quantity takes into account both the estimated time delay (Δt) between signals x and y, and the asymmetrical nature of the nonlinear correlation coefficient, h2. A further refinement of the nonlinear association analysis is the so-called “partialization” of the association measure between two signals. Indeed, in cases where a nonlinear association index, h2, between two signals may be caused by a third one, acting as a common source, the influence of the third one can be removed and the association of the residual signals may be calculated to determine whether the association between them is caused by the common influence of the third signal or not. More recently, Kalitzin et al. (2007) presented a general definition of the nonlinear association index, h2, demonstrating rigorously that this index measures the best dynamic range of any nonlinear map between signals.

Another method that is currently used, particularly in the field of fMRI, is the estimation of Granger causality (Roebroeck et al., 2005; David et al., 2008). This approach is based on the assumption that an observed time series x(n) causes another time series y(n), if knowledge of the past of x(n) significantly improves the prediction of y(n). This relationship is not reciprocal, i.e., x(n) may cause y(n) without y(n) necessarily causing x(n). It is beyond the scope of this chapter to discuss this and a variety of other methods to estimate synchronization between EEG signals that have been proposed to study functional connectivity in the brain, because most applications have not, as yet, addressed directly the analysis of signals recorded during seizures. A recent development, however, consists of applying the “small world” graphical approach to estimate measures of clustering within a set of EEG signals. Ponten et al. (2007) analyzed intracerebral recordings of patients with MTLE during interictal, before, during, and after rapid discharges (in which the last two periods were ictal) and postictal. They calculated the synchronization matrix of this set of signals and constructed abstract network representations (graphs), which were characterized by a clustering coefficient C (measure of local connectedness) and a shortest path length L (measure of overall network integration). They found that, during seizures, the neuronal network moved in the direction of a more ordered configuration (higher C combined with a slightly, but significantly, higher L) compared with the more randomly organized interictal network. Similar analyses (Kramer et al., 2010) revealed an interesting feature of seizures, namely that at the macroscopic spatial scale epileptic seizures should not be considered as reflecting simply hypersynchrony but rather as a product of neuronal network reorganization.

It should be noted that these analyses were based on relatively long EEG epochs, of the order of many seconds (Ponten et al., 2007; van Dellen et al., 2010), which does not take into account the nonstationary nature of these signals; consequently these analyses may not be sensitive enough to reveal phenomena occurring at the timescale that is essential to catch the speed at which seizure activity develops and propagates, particularly in the initial second or fraction of a second.

Confronted with so many methods of analysis, the choice of a specific method to apply in patients may be difficult for clinical neurophysiologists and neurologists. Therefore, it is important to have critical comparative studies of the performance of different methods applied under similar circumstances. In a recent study, Wendling et al. (2009a, b) dealt with this question and assessed functional brain connectivity based on signals recorded from different brain areas during partial complex epileptic seizures, namely linear and nonlinear regression, phase synchronization, and generalized synchronization, using a model-based methodology. This comparison revealed that there was no “ideal” method, i.e., none of the methods performed better than the others in all situations studied. Nevertheless, it should be emphasized that regression methods (linear or nonlinear) showed sensitivity to the coupling parameter in all tested models with average or good performances.

Finally, an interesting concept that was proposed with the aim of identifying brain areas that may belong to an epileptogenic neuronal network is the notion of “epileptogenicity,” put forward by Bartolomei et al. (2008). These authors introduced a measure, the “epileptogenicity index” (EI), that is based on the relative power of EEG rapid (beta + gamma) oscillations with respect to low-frequency components (theta + alpha) and on the time delay between the moment defined as “seizure onset” and the appearance of the rapid discharges, recorded by means of intracerebral recordings from multiple electrodes. In 17 patients with MTLE, large EI values were found for signals recorded from mesial structures. Interestingly, a significant correlation was found between the duration of the epileptic clinical condition and the number of structures disclosing large EIs. This suggests that MTLE is a slowly evolving process, involving gradually more areas of the temporal lobe as a patient becomes older.

In summary, it is advisable first to apply linear and nonlinear regression methods in order to characterize functional brain connectivity at seizure onset and during seizure development, before using more sophisticated methods that require specific assumptions about the underlying model of relationship. In addition, it is recommended to use time–frequency methods employing different frequency sub-bands and relatively short, sliding time windows, in order to determine functional coupling in (“frequency locking”) between EEG/MEG signals recorded from different sites, within a fine timescale. In this context it should be noted that the choice of frequency bands may be critical.




Conclusion: general concepts and models

In conclusion, we have presented some general concepts with respect to the dynamic properties of neuronal networks that are relevant to understand how transitions between brain normal state and seizure states take place. In the introduction, we put forward the concept that epilepsy is a dynamic disease of neuronal networks, and emphasized that a main question in epileptology is how such transitions (i.e., bifurcations) occur. In addition to the intrinsic theoretical interest of this issue, which can be evidenced by means of computer models of neuronal networks in epilepsy (Lytton, 2008), it has also practical implications in the clinic, because an insight into this process may help to develop procedures with the aim of anticipating and, eventually, controlling the occurrence of seizures. While discussing basic neurobiological mechanisms above, we stressed that neuronal networks possess mechanisms that promote their stabilization, i.e., homeostatic processes of regulation of neuronal excitability, and that epileptic conditions may result from a disruption of such homeostatic processes. Indeed, a critical parameter in this context is the upregulation of excitatory synapses, either with, or without, a concurrent downregulation of inhibitory synapses and/or upregulation of intrinsic excitability at the level of ionic membrane mechanisms. A deficit or deregulation of such processes can lead to abnormal dynamics of the involved neuronal networks, which may become manifest as epileptic seizures.

Accordingly, seizures may be preceded by a state of enhanced excitability, at least in some forms of epilepsy. This is the case in mesial temporal lobe epilepsy (MTLE). This conclusion is supported by the computational model studies of Wendling et al. (2002, 2005), as described above. Nonetheless, in some other forms of epilepsy, namely in absence epilepsy, transition to seizure can result from random fluctuations in cortical and sensory (noise) inputs, and thus may not be preceded by a specific enhanced excitability state that may be detectable; in such cases, these seizures are not predictable. This conclusion has also been evidenced by the model studies of Suffczynski et al. (2004, 2005, 2008).

Thus, we may state that there are two major processes by means of which transitions to seizures can occur, as shown in Fig. 3.1:

• as a consequence of random fluctuations in inputs to specific neuronal networks that have steady-state abnormal parameters, such that the threshold for these transitions is much lower than in normal brains

• as a consequence of progressive deformation of parameters responsible for maintaining homeostatic control of the excitability state of neuronal networks, which results in an abnormal dynamic state of enhanced excitability preceding a seizure.



Finally, an important practical question is whether it may be possible to detect these changes in excitability before a seizure becomes manifest, i.e., whether it may be possible to anticipate this kind of seizure. In a nutshell, we propose three possible ways by which such changes might be detected: (i) by analyzing spontaneous EEG signals, which has been attempted extensively but with little success until now, as reviewed by Mormann et al. (2007) and Andrzejak et al. (2009); (ii) by means of recording fast ripples, although the rate of these does not appear to be associated with the evolution of preictal to ictal EEG periods, even though these FRs are likely relevant markers of the epileptogenic onset zone, as discussed above; and (iii) by recording the neural activity evoked by electrical stimuli applied via intracerebral electrodes to probe the excitability state of the neuronal networks involved in seizure generation (Kalitzin et al., 2005, 2010).

Assuming that, in a neuronal network with multiattractor dynamic states, transition from a normal dynamic state to a seizure state is caused by a deformation of critical parameters, responsible for maintaining the dynamic state of the neuronal networks within the normal working range (homeostatic condition), the probabilistic forecasting of impeding seizures may be possible, particularly using an active stimulation paradigm (Kalitzin et al., 2005, 2010). In this way, characteristic features of the excitability state of the neuronal networks may be detected as, for example, by means of the phase-clustering index. Furthermore, if these features are detected early, transitions into seizures might be blocked by an adequate counterstimulation (Kalitzin et al., 2010; Osorio and Frei, 2010).
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Li et al, 085 China I 35 Wide confidence intervals
Placencia et al., 1992 Ecuador 137 122-190 Wide geographical variation
Lavados et al., 1992 Chile 102 13
Rwiza et al., 1992 Tanzania 122 55 Crude incidence 73.3 per 100 000
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Wang et al.,, 2002 China 16 288 Door-to-door survey in 5 rural provinces
Tuan et al,, 2010 Vietnam 1921 48 Door-to-door surveys (x 2) in rural area
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Preoperative impairment*

Postoperative change at 12 months

Domain n Left TLE Right TLE n Left TLE Right TLE
L T L T

Verbal memory n2 69% 6% 732 40% 1% 2% 29%
Figural memory 2 4% 9% 707 31% 2% 2% 23%
Attention 7 21% 29% 709 % 36% 1% 0%
Language 653 39% 2% 618 21% 2% 1% 2%
Motor function L 30% 0% 449 16% % 16% 37%
Visuoconstruction 602 19% 21% 554 10% 3% 1% 31%
Vocabulary - 1Q 91 8% 1% NA

Wada atypical domain 320 4% 2% NA

*Impairment = < Meapomaive asa — 1.550; |, significant decline; 1, significant improvement,

NA. detik i svaliable: SD. standend dovistion: ‘TLE. eeporal kibs epilepey:
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Attention Memory Language Psychotropic
Adults  Children  Adults  Children  Adults  Children  Adults  Children

Lamotrigine 0 1 0 1

Levetiracetam 0 1 0 0 vt

Tiagabine 0 0 0 0

Vigabatrin 0 0 0

Felbamate [0}

Zonisamide 0]

Oxcarbazepine vt 0

Gabapentin | 1 0 0 M

Clobazam ! 1 0 1

Valproic acid 1 1 0 1 1

Carbamazepine 1 l [O)

Phenytoin ! 1 )

Phenobarbital 1 1 [O)

Topiramate ! ! ! ! ! [0}

R S S i G T il v s i o M
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Seizure  Adult rats: amygdala kindling (Racine Developing rats: kindling KApilocarpine-induced

stage etal, 973; Pinel and Rovner, 1978) (Haas et al., 1990) scizures

0 - Behavioral arrest -

1 Mouth and facial movement Mouth clonus Staring with mouth clonus

2 Head nodding Head bobbing Automatisms (WDS,

scratching)

3 Contralateral forelimb clonus Unilateral forelimb clonus Unilateral forelimb clonus

35 - Alternating forelimb clonus -

4 Symmetrical forelimb clonus with rearing  Bilateral forelimb clonus Bilateral forelimb clonus

5 Rearing and falling Bilateral forelimb clonus (with rearing  Bilateral forelimb clonus
and falling after 10 days of age) with rearing and falling

6 Wild running, jumping, rolling, and Wild running, jumping, rolling, and Tonic—clonic seizures

vocalization. Loss of righting reflex vocalization
7 Tonic posturing Tonus

KA, kainic acid: WDS, wet dog shakes.
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Classification scheme

Based on Bruton et al. (1988)*

Wyler grading scheme for
HS (1992)f

Blumcke et al. 007)f

Histological
method
o HS.

Atypical HS
pattems

Classical HS
patterns

Qualitative
No HS

End folium HS (4%)
CAI predominant HS*

Classical HS (57%): neuronal loss
in CAland CA4

Total HS (39%): neuronal loss in
all subfields including CA2
and dentate gyrus

Qualitative

Grade 0-1 (33%): no HS or
neuronal loss

Grade 2 (7%): moderate neuronal
loss in CA4 and/or CAL3

Grade 3 (48%): severe neuronal
loss in CAL CA3, and CA2 but
sparing of CA2

Grade 4 (12%): marked neuronal
oss in all sectors including
dentate gyrus

Quantitative with THC

No HS (19%): no significant neuronal
Toss in any subfield (19%)

MTS type 3 (4%): significant neuronal
loss restricted to CA4.

MTS type 2 (6%): significant neuronal
Toss in CAl

MTS type la (19%): severe neuronal
Toss in CAL moderate loss in other
subfields except CA2

MTS type Ib (53%): severe neuronal
Toss in all subfields

“This pattern was not in Bruton’s original series but was described by Sagar and Oxbury (1987) and De Laneralle et al. (2003).
'Wyler score as uilized in the series reparted by Davies et al. (1996).
Categorization of MTS type in Blumeke’s series s based on quantitative analysis of NeuN-siained sections.
The percentages of cases in each group are shown.

HS Movocameal sclsrosts: IHC. husnuohistockenitin: MTS: disslal teawparal sclroats.
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Reference Details of study No. of patients  Incidence Sex  Age (years)
Sigurdardottir and  Homogeneous population, single center, 3 L4per 100000 F7M% Range 1524
Olafsson, 1998 Tceland — 5% of all new-onset
seizures
Szaflarski et al., Hamilton county, Ohio, USA — 6.8% 7 3.03per 100000 F73% Range 25-44
2000 of all seizures
O'Sullivan etal,  Homogeneous population, 50 091per 00000 F61%  Average 324

2007

Cork, Ireland
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Type o epilepsy Manifestation Precipitating Course of cognitive development
condition
Idiopathic epilepsics
Early childhood epilepsy  Age 515 years Normal Unfavorable/mental decline
with GTCS and hemi
grand mal
Benign myoclonic epilepsy ~ Until age 3 years Normal Positive/retardation possible
Severe myoclonic epilepsy ~ Age | year Normal Unfavorable/mental decline

(mitochondrial defects)

Myoclonic-astatic
epilepsy

Absence epilepsy
Early onset
Pyknolepsia
Juvenile

Juvenile myoclonic
epilepsy

Juvenile epilepsy with
GTCS

Focal epilepsies

Frontal lobe
Temporal lobe

Parieto-occipital
Epilepsia partialis

continua
Rasmussen encephalitis

Until age 5 years

Age L years
Age 5-8 years
Age 9-12 years
Age 2-18 years

Age D18 years

Symptomatic or eryptogenic epilepsies

All ages

Allages

All ages; often
early

Allages; often
carly

All ages

Mostly normal

Normal
Normal
Normal
Normal

Normal

Normal or impaired

Normal or impaired
Normal or impaired

Normal or impaired

Mostly impaired

Ranges from partial deficits to dementia

Partial deficits possible
Partial deficits possible
Partial deficits possible
Frontal lobe partial deficits

Partial deficits (frontal?)

Dependent on onset and localization; partial
deficits and low 1Q

Predominant impairment of executive functions

Predominant episodic memory impairment
(material-specific)

Frontal or temporal rather than classical parictal
dysfunctions

Often one hemisphere affected

The course and outcome is unfavorable and
‘mental decline is common
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Asymmetrical ending
of the clonic phase
of SGTCS

Asymmetrical tonic
seizure

Hypermotor seizures

Early unforced head-
turning
Postictal nose wiping

Unilateral eye blinking
Unilateral dystonic
posturing

1530

138

1131

33

or none

Ipsilateral to the side
of the last clonic jerk
(80%)

None

None

None
None (in contrast to TLE)

None
Contralateral (75-100%)

Bonelli et al., 2007

Jeha et al., 2007; Lee et al, 2008

Janszky et al,, 2000a; Jobst et al., 2000; Fogarasi et al.,
2001; Bonelli and Baumgartner, 2002; Jeha et al.,
2007; Lee et al, 2008

Janszky et al,, 2001; Bonelli and Baumgartner, 2002;
Rheims et al,, 2005; Bonelli et al., 2007

Geyer et al., 1999; Janszky et al., 2001; Bonelli et al.,
2007

Bonelli et al., 2007

Bleasel et al,, 1997; Janszky ct al, 2001; Bonelli and
Baumgartner, 2002; Bonelli et al., 2007

“The “sign of figure 4” is an asymmetry of limb posturing in the beginning tonic phase of secondarily generalized tonic-clonic seizures wherel
ign of fige ymmetry posturing ginning y ger

one elbow is extended while the other is flexed.

SOITCS. secomdarily senorulioed tonic-clomic selaise: 'TLE. taiporil 1bs sallooes:
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Antidepressant Depression Panic Generalized Starting dose Maximum

drug disorder anxiety (mg/day) dose (mgiday)
Paroxetine” + + + 10 60
Sertraline” + + + 25 200
Fluoxetine” + + + 0 80
Citalopram” + + + 0 60
Escitalopram” + + + 5 30
Venlafaxine” + + + 315 300
Duloxetine’ + - + 20 120

*Seleciive serotonin reuptake inhibitor (SSRI).

'Serotonin-norepinephrine reuptake inhibitor (SNR).

It should be noted, however, tat there are no data on the use of duloxetine in patients with epilepsy, although the author has used it in more than
S0 saflanis with pocely coniralisd salloney wilthout dnv ossning of selcerse (estnblished ).
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Awake REM REM

Awake seizure IED NREM seizure  NREM IED seizure IED
IGE/absence ++ ++ o+ Glage 4t - -
1-2)
IGE/awakening -+ (around + - + - -
GTC awakening
IGE/IME ++ (morning) £+ - ++4+ (around - -
awakening
MTLE ++ (GTC < CP) + 4 ot + +
(GTC > CP)
+ e + = =
Partial epilepsy  + + + 4 4 +
IFCE. + ++ ot - +
LKS/ESES + - o - +
LGS + ++ s R - -
West syndrome -+ (around ++ ++ T+ g e

awakening)

CP, complex partal seizure; ESES, electrical status epilepticus in sleep; GTC, generalized tonic-clonic seizures; IED, interictal epileptiform dis-
charges; IFCE, idiopathic focal childhood epilepsies; IGE, idiopathic generalized epilepsy: ME, juvernile generalized myocloric epilepsy; LGS,
Lennox-Gastaut syndrome; LKS, Landau-Kleffner syndrome; MTLE, medial temporal lobe epilepsy: NFLE, frontal lobe epilepsy, prefrontal,
basomedial origin.
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Awake NREM REM  TRANS

TLE spike ++ o+
ETLE spike + + +
GSWD. R 4
Absence-like SW  + Ly
GPFA + e+
Suppression burst -+ e+
discharges
ESES 4+

ESES, clectical status epilepticus in sleep; ETLE, extratemporal lobe
epilepsy: GPFA, generalized paroxysmal fast activity: GSWD, gener-
lized spike-wave discharge; SW. spike-wave; TLE, temporal lobe
epilepsy: TRANS, transitional states betwieen awake, nonrapid cye
o Sl DNTELD i i ove s skl (REMD: bt
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Prevalence per 1000

Reference Country population No. of cases
Placencia et al., 1992 Ecuador 67-80 575
Aziz et al, 1997 Pakistan (P)Turkey (T) 9.98 (P) 24130 ()
7.0 (T) 11497 (T)
coletti et al., 1999 Bolivia 123 124
IL1 active epilepsy
Sridharan and Murthy, India 535 3207
1999
Wang et al., 2003 China 70 37
4.6 active epilepsy
Burneo et al., 2005 Latin America (1974-2002) 178 (6-43.2)* Pooled analysis of 32
prevalence studies
Medina et al., 2005 Rural Honduras 233 151

Preux and Druet-Cabanac,
2005

Woye et al., 2005

Dent et al, 2005

Almu et al., 2006

Velez and Eslava-Cobos,
2006

Mac et al,, 2007

Edwards et al,, 2008
Tuan et al, 2008

Sub-Saharan Africa
(1986-2004)

Senegal
Tanzania
Ethiopia
Columbia

Asia (1985-2006)

Kenya
Viemam

154 active epilepsy
150 (52-70.0)

142
7.4 active epilepsy
25

113 (92-138)
10.1(81-124)

60 (L5-140)

4.5 active epilepsy
4.4 active epilepsy

Pooled analysis of 26 door-
to-door surveys in IS
countries, all but 3 rural
populations

sBHR

Pooled analysis of 20
studies from 12
countries

466

206

*Viduis ki aitaiRascs IuDiceuit the T GF LTSGRt bisvalenos 1kaes GF eollooay I 32 stidies e Latha Amecicii
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South-West France ~ Rochester, USA Teeland
Type of epilepsy (Loiseau et al, 1990)  (Zarrelliet al, 1999)  (Olafssson et al., 2005)

Localization-related epilepsies

Total 153 349 186
Idiopathic partial epilepsies 17 02 16
Symptomatic partial epilepsies B.6 172 84
Cryptogenic partial epilepsics - 175 86
Generalized epilepsies
Total 72 77 39
Idiopathic 6.1 37 31
Cryptogenic or symptomatic L1 17 07
Symptomatic - 23 01
Epilepsies with both generalized and focal features - 17 08
Epilepsies without unequivocal focal or 19 80 85

generalized features
Isolated unprovoked seizures 183 - 28
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Reference Country  SMR Agegroup  Comments

Zielinski, 1974b Poland 18 All Retrospective prevalent cohort

Hauser et al, 1980 UsA 23(19,26) All Historical incident cohort (Rochester)

Amegersetal, 984 USA 21(19,25) All Heart disease mortality in Rochester cohort

Olaf'sson et al., 1998 Ieeland 6(12,22) All Historical incident cohort

Loiseau et al., 1999 France 41@25,62) All Prospective, incident cohort; I-year mortality

Lindsten et al,, 2000 Sweden 5(12,32) >17 years Prospective incident cohort with first seizure

Camfield etal, 2002 Canada 53(23,83) <17years Historical incident cohort

Ding et al, 2006 China 39.(38,3.9) >2 years Prospective incident and prevalent cohort

Neligan et al., 2011 UK 262,29 Al Prospective incident cohort (NGPSE); 1984-2009
220,29"

SMR, standardized mortality rates (with 95% confidence intervals); NGPSE, National General Practice Study of Epilepsy.
*Definite epilepsy: 'definite and possible epilepsy.
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Mesial temporal sclerosis.
‘and mossy fiber sprouting

MF = Mossy fibers.

MC = Mossy cell
BC = Basket cell

IN = Interneuron

@ = Excitatory synapse

4 =Inhibitory synapse.
~ ~ =New connections
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Frequency in
patients with

Lateralizing value

Symptom FLE (%) (positive predictive value) ~ References
Postictal headache 41-53 None (in contrast to TLE) Ito et al., 2004; Yankovsky et al., 2005
Vocalization 377 Probably none Janszky et al., 2000a; Bonelli and Baumgartner, 2002;
(contradictory data) Bonell et al, 2007
Unilateral tonic 3248 Contralateral (67-100%) ~ Bleasel et al, 1997; Werhahn et al., 2000; Janszky et al,
posturing 2001; Bonelli and Baumgartner, 2002
Unilateral grimacing 32 Contralateral (100%) Bonel et al, 2007
Sign of figure 4* 32 None (in contrast to TLE)  Bonelli et al., 2007
Postictal paresis 27-37 Contralateral (100%) Jobst et al., 2000; Bonelli and Baumgartner, 2002
Unilateral clonic 2352 Contralateral (81-100%) ~ Quesney et al., 1990; Jobst et al., 2000; Janszky et al.,
seizure 2001; Bonelli and Baumgartner, 2002; Jobst and
Williamson, 2005; Bonelii et al., 2007
Head version 21-60 Contralateral (66-100%) ~ Quesney et al., 1990; Jobst et al., 2000; Janszky et al.,
2001; Bonelli and Baumgartner, 2002; Rheims et al,
2005; Boneli et al,, 2007; Lee et al, 2008
Complete loss of 9 Nondominant Inoue and Mihara, 1998
consciousness
Focal somatosensory 16-31 Contralateral (100%) Janszky et al., 2001; Bonelli and Baumgartner, 2002
auras
Unilateral 16-19 Contradictory data: Bonelli and Baumgartner, 2002; Bonelli et al., 2007

automatisms

ipsilateral (67%)
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