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Foreword
Prith Banerjee
Senior Vice President of Research and Director of HP Labs, Hewlett-Packard Company

Information is the most valuable resource in the 21st century. Whether for a consumer looking for a restaurant in San Francisco, a small business woman checking textile prices in Bangalore, or a financial services executive in London studying stock market trends, information 
at the moment of decision is key in providing the insights that afford the best outcome.
We now are sitting at a critical juncture of two of the most significant trends in the information technology industry – the convergence of cloud computing and mobile personal information devices into the Mobility/Cloud Ecosystem that delivers next-generation personalized experiences using a scalable and secure information infrastructure. This ecosystem will be able to store, process, and analyze massive amounts of information around structured, unstructured and semi-structured data. All this data will be accessed and analyzed at the speed of business.
In the past few years, the information technology industry began describing a future where everything is delivered as a service via the cloud, from computing resources to personal interactions. The future mobile internet will be 10 times the size of the desktop internet, connecting more than 10 billion “devices” from smartphones to wireless home appliances. Information access will then be as ubiquitous as electricity. Research advancements that the IT industry is making today will allow us to drive economies of scale into this next phase of computing to create a world where increasing numbers of people will be able to participate in and benefit from the information economy.
This book provides an excellent overview of all the transformations that are taking place in the IT industry around Cloud computing, and that, in turn, are transforming society. The book provides an overview of the key concepts of cloud computing, analyzes how cloud computing is different from traditional computing and how it enables new applications while providing highly scalable versions of traditional applications. It also describes the forces driving cloud computing, describes a well-known taxonomy of cloud architectures, and discusses at a high level the technological challenges inherent in cloud computing.
The book covers key areas of the different models of cloud computing: infrastructure as a service, platform as a service and software as a service. It then talks about paradigms for developing cloud applications. It finally talks about cloud-related technologies such as security, cloud management and virtualization.
HP Labs as the central research organization for Hewlett Packard has carried out research in many aspects of cloud computing in the past decade. The authors of the book are researchers in HP Labs India, and have contributed to many years of research on these topics. They have been able to provide their own personal research insight into the contents of the book and their vision of where this technology is headed.
I wish the readers of the book the best of luck in their journey to cloud computing!


Preface
First of all, thanks very much for choosing this book. We hope that you will like reading it and learn something new during the process. We believe the depth and breadth of the topics covered in the book will cater to a vast technical audience. Technologists who have a very strong technical background in distributed computing will probably like the real-life case studies of cloud platforms that enable them to get a quick overview of current platforms without actually registering for trials and experimenting with the examples. Developers who are very good in programming traditional systems will probably like the simple and complex examples of multiple cloud platforms that enable them to get started on programming to the cloud. It will also give them a good overview of the fundamental concepts needed to program a distributed system such as the cloud and learn new techniques to enable them to write efficient, scalable cloud services. We believe even research students will find the book useful to identify some open problems that are yet to be solved and help the evolution of cloud technologies to address all the current gaps.
Having worked on different aspects of systems technology particularly related to distributed computing for a number of years, we both were often discussing the benefits of cloud computing and what realignment in technology and mindset that the cloud required. In one such discussion, it dawned on us that a book based on real case studies of cloud platforms can be very valuable to technologists and developers, especially if we can cover the underlying technologies and concepts. We felt that many of the books available on cloud computing seemed to have a one-dimensional view of cloud computing. Some books equate cloud computing to just a specific cloud platform, say Amazon or Azure. Other books discuss cloud computing as if it is simply a new way of managing traditional data centers in a more cost-effective manner. There is also no dearth of books that hype the benefits of cloud computing in the ideal world.
In fact, the different perspectives about cloud computing that exist today remind us of the well-known story of the six blind men and the elephant. The blind man who caught hold of the elephant's tail insisted that the elephant is like a rope, while another who touched the elephant's tusks said that the elephant is like a spear, and so on. It definitely seemed to us that there is a need for a book that ties together the different aspects of cloud computing, both at the depth as well as breadth. However, we knew that covering all topics related to cloud in a single book, or even covering all popular cloud platforms as case studies, was not really feasible. We decided to cover at least three to four diverse case studies in each aspect of cloud computing and get into the technical depth in each of those case studies.
The second motivation for writing this book is to provide sufficiently deep knowledge to programmers and developers who will create the next generation of cloud applications. Many existing books focus entirely upon writing programs, without analyzing the key concepts or alternative implementations. It is our belief that in order to efficiently design programs it is necessary to have a good understanding of the technology involved, so that intelligent trade-offs can be made. It is also important to design appropriate algorithms and choose the right cloud platform so that the solution to the given problem is scalable and efficient to execute on the cloud. For example, many cloud platforms today offer automatic scaling. However, in order to use this feature effectively, a high-level understanding of how the platform handles scaling is required. It is also important to select the right algorithm for special cloud platforms so that the solution to the given problem can be solved in the most efficient way for the use case and cloud platform (such as Hadoop MapReduce).
The challenge for us has been how to cover all the facets of cloud computing (provide a holistic view of the elephant) without writing a book that itself is as large as an elephant. To achieve this, we have adopted the following strategy. First, for each cloud platform, we provide a broad overview of the platform. This is followed by detailed discussion of some specific aspect of the platform. This high-level overview, together with a detailed study of a particular aspect of the platform, will give readers a deep insight into the basic concepts and features underlying the platform. For example, in the section on Salesforce.com, we start with a high-level overview of the features, followed by detailed discussion of using the call center features, programming under Salesforce.com, and important performance trade-offs for writing programs. Further sections cover the platform architecture that enables Salesforce.com, and some of the important underlying implementation details. The technology topics are also discussed in depth. For example, MapReduce is first introduced in Chapter 3 with an overview of the concept and usage from a programming perspective. In later sections, a detailed look at the new programming paradigm that MapReduce enables along with fundamentals of functional programming, data parallelism and even theoretical formulation of the MapReduce problem are introduced. Many examples of how one can redesign an algorithm to suit the MapReduce platform are given. Finally, the internal architecture of the MapReduce platform, with details of how the performance, security and other challenges of cloud computing are handled in the platform, is described.
In summary, this book provides an in-depth introduction to the various cloud platforms and technologies today. In addition to describing the developer tools, platforms and APIs for cloud applications, it emphasizes and compares the concepts and technologies behind the platforms, and provides complex examples of their usage as invited content from experts in cloud platforms. This book prepares developers and IT professionals to become experts in cloud technologies, move their computing solutions to the cloud and also explore potential future research topics. It may be kindly noted that the APIs and functionality described in this book are as per the versions available at the time of the writing of this book. Readers are requested to refer to the latest product documentation for accurate information. Finally, since this area is evolving rapidly, we plan to continuously review the latest cloud computing technologies and platforms on our companion website http://www.movingtocloudbook.com.
Structure of the Book
Chapter 1 of the book is the introduction and provides a high-level overview of cloud computing. We start with the evolution of cloud computing from Web 1.0 to Web 2.0, and discuss its evolution in the future. Next, we discuss various cloud computing models (IaaS, PaaS, and SaaS) and the cloud deployment models (public, private, community and hybrid) together with the pros and cons of each model. Finally, the economics of cloud computing and possible cost savings are described.
Chapter 2, Chapter 3 and Chapter 4 describe the three cloud service models (Iaas, PaaS, and SaaS) in detail – from a developer and technologist stand point. The platform models are explained using popular cloud platforms as case studies (for example, Amazon for IaaS and Windows Azure for PaaS) through sample programs, as well as an overview of the underlying technology. While describing program development, the book tries to follow a standard pattern. First, a simple 
Hello World program that allows users to get started is described. This is followed by a more complex example that illustrates commonly used features of the major APIs of the platform. The complex example also introduces the concepts underlying the platform (for example, MapReduce in Hadoop). These chapters will provide programmers interested in developing cloud applications a good understanding of the features and differences between the various existing cloud platforms. In addition, professionals who are interested in the technology behind cloud computing will understand key platform features that are needed to motivate a discussion of the technology and evaluate the suitability of a platform for their specific use case.
Chapter 2 describes three important IaaS platforms – Amazon, HP CloudSystem Matrix, and a research prototype called Cells-as-a-Service. The first section of the chapter describes the Amazon storage services – S3, SimpleDB, and Relational Database Service with GUI and programming examples. The chapter also describes how to upload large files and multi-part uploads. The next section describes Amazon's EC2 cloud service. This contains descriptions of how to administer and use these services through the Web GUI, and also a code example of how to set up a document portal in EC2 using a running example called Pustak Portal (details of which are described towards the end of this Preface). Methods are presented for automatically scaling up and down the service using both Amazon Beanstalk as well as custom code (when Beanstalk is not suitable). The next sections of the chapter describe HP CloudSystem Matrix, and Cells-as-a-Service, a research prototype developed by HP Labs. Here again, after describing the basic features of the offering, the section describes how to set up the document portal in our running example (Pustak Portal). Methods for autoscaling up or autoscaling down the portal are described.
Chapter 3 describes some important PaaS cloud platforms – Windows Azure, Google AppEngine, Apache Hadoop, IBM PureXML, and mashups. The Windows Azure section first describes a simple “Hello World” program that illustrates the basic concepts of Web and Worker roles, and shows how to test and deploy programs under Azure. Subsequently, the architecture of the Azure platform, together with its programming model, storage services such as SQL Azure, as well as other services such as security are described. These are illustrated with the running example of implementing Pustak Portal. In the Google App Engine section, the process of developing and deploying programs is described, together with use of the Google App Engine storage services and memory caching. Next IBM PureXML, which is a cloud service that exposes both a relational as well as XML database interface, is discussed. Examples of how to store data for a portal such as Pustak Portal are described. The next section describes Apache Hadoop, including examples of MapReduce programs, and how Hadoop Distributed File System can be used to provide scalable storage. The final section describes mashups, a technology which allows easy development of applications that merge information from multiple web sites. Yahoo! Pipes in particular is described with an example that includes the use of Yahoo! Query Language, an SQL-like language for mashups.
Chapter 4 describes Salesforce.com, social computing, and Google Docs. These are example services under the Software-as-a-Service (SaaS) model. As can be seen, SaaS embraces a very wide diversity of applications, and the three popular applications selected above are intended to be representative. Salesforce.com is an example of an enterprise SaaS application. As described previously, the Salesforce.com section contains a detailed description of functionality for support representatives. Subsequently the section presents a high-level architecture and functionality of Force.com, the platform upon which Salesforce.com is built. The architecture is illustrated by describing how to write programs to extend the Salesforce.com functionality for the requirements of sales and marketing employees of a publisher like Pustak Portal. The next section describes Social Computing, a development that we argue is central to cloud computing. After defining social computing, and social networks, the section describes the features of Facebook. The description includes how enterprises are using Facebook for marketing. It also describes the various social computing APIs that Facebook provides, such as the Open Graph API, that allow developers to develop enterprise applications that leverage the social networking information in Facebook. Equivalent functions in Picasa, Twitter, and the Open Social Platform, are also described, together with privacy and security issues. The last section is on Google Docs, a typical consumer application that also has programming APIs. Subsequently, an example of how to develop a portal like Pustak Portal that uses Google Docs as a backend for storage of books is described.
Chapter 5 is meant to specifically aid application developers. It describes the novel design and programming paradigms that an application developer should be aware of in order to create new cloud components/applications. The first section on scaling storage describes database sharding and other partitioning techniques, as well as NoSQL stores such as HBase, Cassandra, and MongoDB. The second section takes a deeper look at the novel MapReduce paradigm, including some theoretical background and solutions to most common sub-problems. The final section discusses client-side aspects of the cloud applications, which are complementary to server-side techniques, and which also allow creation of compelling rich client applications.
Chapter 6, Chapter 7, Chapter 8 and Chapter 9 provide an in-depth description of the technology behind cloud computing and ways to address the key technical challenges. Chapter 6 describes the overall technology behind cloud computing platforms, detailing multiple alternative approaches to provide compute and storage scalability, availability and multi-tenancy. It aims at enabling developers and professionals to understand the technology behind the different platform features and enable effective use of the APIs. The compute scalability section describes how this is achieved in platforms such as OpenNebula and Eucalyptus. In the storage scalability section, the CAP theorem and weak consistency in distributed systems, together with how these are overcome in HBase, Cassandra and MongoDB, are discussed. The section on multi-tenancy describes the general technology and describes the implementation of Salesforce.com. Chapter 7 of the book focuses on security, which, as has been noted earlier, is one of the key concerns for the deployment of cloud computing. This is an abridged version of 
Securing the Cloud published by Syngress. Chapter 8 describes manageability issues unique to the cloud because of the scale and degree of automation found in clouds. Chapter 9 focuses on data center technologies important in cloud computing, such as virtualization.
Cloud computing is an evolution of several related technologies aiming at large scale computing. Chapter 9 of the book is aimed at providing a good understanding of such technologies, e.g., virtualization, MapReduce architecture, etc. The chapter gives an overview of those technologies, particularly relating cloud computing to distributed computing and grid computing. It also describes some common techniques used for data center optimization in general.
Finally, Chapter 10 describes the future outlook of cloud computing, detailing important standardization efforts and available benchmarks. First, emerging cloud standards from DMTF, NIST, IEEE, OGF and other standards bodies are discussed, followed by a look at some popular cloud benchmarks such as CloudStone, YCSB, CloudCMP and so on. The second part of this chapter lays out some future trends and opportunities. Being a developer centric book, the future outlook cloud applications being developed by end users without any programming is narrated with a research project from HP Labs around the concept of Tasklets. Another research project from HP Labs, OpenCirrus, which addresses the energy and sustainability aspects of Cloud Computing and also provides a research testbed for any future research to be done, is elaborated. Finally, the chapter lists some of the open research issues that are yet to be addressed in cloud computing, hoping to motivate researchers to further move the state of the art of cloud technologies.
A Running Example: Pustak Portal
Pustak Portal is actually a 
common running example that is used by many sections of the book. We believe use of such a running example will enable the reader to compare and contrast the functionality provided by different platforms and assess their suitability. The functionality of Pustak Portal has been chosen so that it can be used to highlight different APIs, and simple as well as advanced features of a cloud platform. 
Pustak Portal is somewhat like a combination of Google Docs, Flickr and Snapfish labs. Consumers can use the document services hosted by this portal to store and restore their selected documents, perform various image-processing functions provided by the portal (like document cleanup, image conversion, template extraction, and so on). The portal provider (owner of Pustak), on the other hand, uses the IaaS and PaaS features of the cloud platforms to scale to the huge number of users manipulating their documents on the cloud. The document manipulation services are compute and storage hungry. The portal provider is also interested in monitoring the usage of the portal and ensuring maximum availability and scalability of the portal. Different client views of the document services portal will be provided using client-side technologies.
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Cloud computing is one of the major transformations that is taking place in the computer industry, and that, in turn, is transforming society. This chapter provides an overview of the key concepts of cloud computing, analyzes how cloud computing is different from traditional computing and how it enables new applications while providing highly scalable versions of traditional applications. It also describes the forces driving cloud computing, describes a well-known taxonomy of cloud architectures, and discusses at a high level the technological challenges inherent in cloud computing.
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Introduction
Cloud Computing is one of the major technologies predicted to revolutionize the future of computing. The model of delivering IT as a service has several advantages. It enables current businesses to dynamically adapt their computing infrastructure to meet the rapidly changing requirements of the environment. Perhaps more importantly, it greatly reduces the complexities of IT management, enabling more pervasive use of IT. Further, it is an attractive option for small and medium enterprises to reduce upfront investments, enabling them to use sophisticated business intelligence applications that only large enterprises could previously afford. Cloud-hosted services also offer interesting reuse opportunities and design challenges for application developers and platform providers. Cloud computing has, therefore, created considerable excitement among technologists in general.
This chapter provides a general overview of Cloud Computing, and the technological and business factors that have given rise to its evolution. It takes a bird's-eye view of the sweeping changes that cloud computing is bringing about. Is cloud computing merely a cost-saving measure for enterprise IT? Are sites like Facebook the tip of the iceberg in terms of a fundamental change in the way of doing business? If so, does enterprise IT have to respond to this change, or take the risk of being left behind? By surveying the cloud computing landscape at a high level, it will be easy to see how the various components of cloud technology fit together. It will also be possible to put the technology in the context of the business drivers of cloud computing.

Where are We Today?
Computing today is poised at a major point of inflection, similar to those in earlier technological revolutions. A classic example of an earlier inflection is the anecdote that is described in 
The Big Switch: Rewiring the World, from Edison to Google[1]. In a small town in New York called Troy, an entrepreneur named Henry Burden set up a factory to manufacture horseshoes. Troy was strategically located at the junction of the Hudson River and the Erie Canal. Due to its location, horseshoes manufactured at Troy could be shipped all over the United States. By making horseshoes in a factory near water, Mr. Burden was able to transform an industry that was dominated by local craftsmen across the US. However, the key technology that allowed him to carry out this transformation had nothing to do with horses. It was the waterwheel he built in order to generate electricity. Sixty feet tall, and weighing 250 tons, it generated the electricity needed to power his horseshoe factory.
Burden stood at the mid-point of a transformation that has been called the Second Industrial Revolution, made possible by the invention of electric power. The origins of this revolution can be traced to the invention of the first battery by the Italian physicist Alessandro Volta in 1800 at the University of Pavia. The revolution continued through 1882 with the operation of the first steam-powered electric power station at Holborn Viaduct in London and eventually to the first half of the twentieth century, when electricity became ubiquitous and available through a socket in the wall. Henry Burden was one of the many figures who drove this transformation by his usage of electric power, creating demand for electricity that eventually led to electricity being transformed from an obscure scientific curiosity to something that is omnipresent and taken for granted in modern life. Perhaps Mr. Burden could not have grasped the magnitude of changes that plentiful electric power would bring about.
By analogy, we may be poised at the midpoint of another transformation – now around computing power – at the point where computing power has freed itself from the confines of industrial enterprises and research institutions, but just before cheap and massive computing resources are ubiquitous. In order to grasp the opportunities offered by cloud computing, it is important to ask which direction are we moving in, and what a future in which massive computing resources are as freely available as electricity may look like.

AWAKE! for Morning in the Bowl of Night
Has flung the Stone that puts the Stars to Flight:
…
The Bird of Time has but a little way
To fly – and Lo! the Bird is on the Wing.
The Rubaiyat of Omar Khayyam, Translated into English in 1859, by Edward FitzGerald


Evolution of the Web
To see the evolution of computing in the future, it is useful to look at the history. The first wave of Internet-based computing, sometimes called Web 1.0, arrived in the 1990s. In the typical interaction between a user and a web site, the web site would display some information, and the user could click on the hyperlinks to get additional information. Information flow was thus strictly one-way, from institutions that maintained web sites to users. Therefore, the model of Web 1.0 was that of a gigantic library, with Google and other search engines being the library catalog. However, even with this modest change, enterprises (and enterprise IT) had to respond by putting up their own web sites and publishing content that projected the image of the enterprise effectively on the Web (Figure 1.1). Not doing so would have been analogous to not advertising when competitors were advertising heavily.
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	Figure 1.1 Web 1.0: Information access.




Web 2.0 and Social Networking
The second wave of Internet computing developed in the early 2000s, when applications that allowed users to upload information to the Web became popular. This seemingly small change has been sufficient to bring about a new class of applications due to the rapid growth of user-generated content, social networking and other associated algorithms that exploited crowd knowledge. This new generation Internet usage is called the Web 2.0 [2] and is depicted in Figure 1.2. If Web 1.0 looked like a massive library, Web 2.0, with social networking, is more like a virtual world which in many ways looks like a replica of the physical world (Figure 1.2). Here users are not just login ids, but virtual identities (or personas) with not only a lot of information about themselves (photographs, interest profile, the items they search for on the Web), but also their friends and other users they are linked to as in a social world. Furthermore, the Web is now not read-only; users are able to write back to the Web with their reviews, tags, ratings, annotations and even create their own blogs. Again, businesses and business IT have to respond to this new environment not only by leveraging the new technology for cost-effectiveness but also by using the new features it makes possible.
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	Figure 1.2. 
	Web 2.0: Digital reality: social networking.




As of this writing, Facebook has a membership of 750 million people, and that makes 10% of the people in the world [3]! Apart from the ability to keep in touch with friends, Facebook has been a catalyst for the formation of virtual communities. A very visible example of this was the role Facebook played in catalyzing the 2011 Egyptian revolution. A key moment in the revolution was the January 25
th protest in Cairo's Tahrir Square, which was organized using Facebook. This led to the leader of the revolution publicly thanking Facebook [4] and [5] for the role it played in enabling the revolution. Another effective example of the use of social networking was the election campaign of US president Obama, who built a network of 2 million supporters on MySpace, 6.5 million supporters on Facebook, and 1.7 million supporters on Twitter [6].
Social networking technology has the potential to make major changes in the way businesses relate to customers. A simple example is the “
Like” button that Facebook introduced on web pages. By pressing this button for a product, a Facebook member can indicate their preference for the advertised product. This fact is immediately made known to the friends of the member, and put up on the Facebook page of the user as well as his friends. This has a tremendous impact on the buying behavior, as it is a recommendation of a product by a trusted friend! Also, by visiting “
facebook/insights”, it is possible to analyze the demographics of the Facebook members who clicked the button. This can directly show the profile of the users using the said product! Essentially, since user identities and relationships are online, they can now be leveraged in various ways by businesses as well.

Information Explosion
Giving users the ability to upload content to the Web has led to an explosion of information. Studies have consistently shown that the amount of digital information in the world is doubling every 18 months [7]. Much information that would earlier have been stored in physical form (e.g., photographs) is uploaded to the Web for instantaneous sharing. In fact, in many cases, the first reports of important news are video clips taken by bystanders with mobile phones and uploaded to the Web. The importance of this information has led to growing attempts at Internet censorship by governments that fear that unrestricted access to information could spark civil unrest and lead to the overthrow of the governments [8] and [9]. Business can mine this subjective information, for example, by sentiment analysis, to throw some insights into the overall opinion of the public towards a specific topic.
Further, entirely new kinds of applications may be possible through combining the information on the Web. Text mining of public information was used by Unilever to analyze patents filed by a competitor and deduce that the competitor was attempting to discover a pesticide for use against a pest found only in Brazil [10]. IBM was similarly able to analyze news abstracts and detect that a competitor was showing strong interest in the outsourcing business [10].
Another example is the food safety recall process implemented by HP together with GS1 Canada, a supply chain organization [11]. By tracing the lifecycle of a food product from its manufacture to its purchase, the food safety recall process is able to advise individual consumers that the product they have purchased is not safe, and that stores will refund the amount spent on purchase. This is an example of how businesses can reach out to individual consumers whom they do not interact with directly.

Mobile Web
Another major change the world has seen recently is the rapid growth in the number of mobile devices. Reports say that mobile broadband users have already surpassed fixed broadband users [12]. Due to mobile Internet access, information on the Web is accessible from anywhere, anytime, and on any device, making the Web a part of daily life. For example, many users routinely use Google maps to find directions when in an unknown location. Such content on the Web also enables one to develop location-based services, and augmented-reality applications. For example, for a traveler, a mobile application that senses the direction the user is facing, and displays information about the monument in front of him, is very compelling. Current mobile devices are computationally powerful and provide rich user experiences using touch, accelerometer, and other sensors available on the device as well. Use of a cloud-hosted app store is becoming almost a defacto feature of every mobile device or platform. Google Android Market, Nokia Ovi Store, Blackberry App World, Apple App Store are examples of the same. Mobile vendors are also providing cloud services (such as iCloud and SkyDrive) to host app data by which application developers can enable a seamless application experience on multiple personal devices of the user.



The Future Evolution
Extrapolation of the trends mentioned previously could lead to ideas about the possible future evolution of the Web, aka the Cloud. The Cloud will continue to be a huge information source, with the amount of information growing ever more comprehensive. There is also going to be greater storage of personal data and profiles, together with more immersive interactions that bring the digital world closer to the real world. Mobility that makes the Web available everywhere is only going to intensify. Cloud platforms have already made it possible to harness large amounts of computing power to analyze large amounts of data. Therefore, the world is going to see more and more sophisticated applications that can analyze the data stored in the cloud in smarter ways. These new applications will be accessible on multiple heterogeneous devices, including mobile devices. The simple universal client application, the web browser, will also become more intelligent and provide a rich interactive user experience despite network latencies.
A new wave of applications that provide value to consumer and businesses alike are already evolving. Analytics and business intelligence are becoming more widespread to enable businesses to better understand their customers and personalize their interactions. A recent report states that by use of face recognition software to analyze photos, one can discover the name, birthday, and other personal information about people from Facebook [13]. This technology can be used, for example by grocery stores, to make special birthday offers to people. A study by the Cheshire Constabulary estimated that a typical Londoner is photographed by CCTV cameras on the average of 68 times per day [14]. There are huge amounts of customer data that can be analyzed to derive great insights into the buying behavior, buying pattern and even methods to counteract competitors. Businesses can use the location of people, together with personal information, to better serve customers, as certain mobile devices keep detailed logs of the location of their users [15]. Due to all these reasons and more, the next generation Web, Web 3.0, has been humorously called 
Cyberspace looks at You, as illustrated in Figure 1.3.
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	Figure 1.3 Web 3.0: Cyberspace looks at You.




The previous discussion shows that privacy issues will become important to address going forward. Steve Rambam has described how, using just the email address and name of a volunteer, he was able to track 500 pages of data about the volunteer in 4 hours [16]. The data collected included the places the volunteer had lived, the cars he had driven, and he even was able to discover that somebody had been illegally using the volunteer's Social Security number for the last twenty years! In 
Google CEO Schmidt: No Anonymity Is the Future of Web[17], a senior executive at Google predicted that governments were opposed to anonymity, and therefore Web privacy is impossible. However, there are also some who believe privacy concerns are exaggerated [18] and the benefits from making personal information available far outweigh the risks.
An additional way businesses can leverage cloud computing is through the 
wisdom of crowds for better decision making. Researchers [19] have shown that by aggregating the beliefs of individual members, crowds could make better decisions than any individual member. The Hollywood Stock Exchange (HSX) is an online game that is a good example of crowd wisdom. HSX participants are allowed to spend up to 2 million dollars buying and selling stock in upcoming movies [20]. The final value in the Hollywood Stock Exchange is a very good predictor of the opening revenue of the movie, and the change in value of its stock a good indication of the revenue in subsequent weeks.
Finally, as noted earlier, the digital universe today is a replica of the physical universe. In the future, more realistic and immersive 3-D user interfaces could lead to a complete change in the way users interact with computers and with each other.
All these applications suggest that computing needs to be looked at as a much higher level abstraction. Application developers should not be burdened by the mundane tasks of ensuring that a specific server is up and running. They should not be bothered about whether the disk currently allotted to them is going to overflow. They should not be worrying about which operating system (OS) their application should support or how to actually package and distribute the application to their consumer. The focus should be on solving the much bigger problems. The compute infrastructure, platform, libraries and application deployment should all be automated and abstracted. This is where Cloud Computing plays a major role.

What is Cloud Computing?
Cloud computing is basically delivering computing at the Internet scale. Compute, storage, networking infrastructure as well as development and deployment platforms are made available on-demand within minutes. Sophisticated futuristic applications such as those described in the earlier sections are made possible by the abstracted, auto-scaling compute platform provided by cloud computing. A formal definition follows.
The US 
National Institute of Standards (
NIST) has come up with a list of widely accepted definitions of cloud computing terminologies and documented it in the NIST technical draft [21]. As per NIST, cloud computing is described as follows:
Cloud computing is a model for enabling 
ubiquitous, convenient, 
on-demand network access to a 
shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be 
rapidly provisioned and released with minimal management effort or service provider interaction.


To further clarify the definition, NIST specifies the following five essential characteristics that a cloud computing infrastructure must have.
On demand self-service: The compute, storage or platform resources needed by the user of a cloud platform are self-provisioned or auto-provisioned with minimal configuration. As detailed in Chapter 2, it is possible to log on to Amazon Elastic Compute Cloud (a popular cloud platform) and obtain resources, such as virtual servers or virtual storage, within minutes. To do this, it is simply necessary to register with Amazon to get a user account. No interaction with Amazon's service staff is needed either for obtaining an account or for obtaining virtual resources. This is in contrast to traditional in-house IT systems and processes, which typically require interaction with an IT administrator, a long approval workflow and usually result in a long time interval to provision any new resource.
Broad network access: Ubiquitous access to cloud applications from desktops, laptops to mobile devices is critical to the success of a Cloud platform. When computing moves to the cloud, the client applications can be very light weight, to the extent of just being a web browser that sends an HTTP request and receives the result. This will in turn make the client devices heavily dependent upon the cloud for their normal functioning. Thus, connectivity is a critical requirement for effective use of a Cloud Application. For example, cloud services like Amazon, Google, and Yahoo! are available world-wide via the Internet. They are also accessible by a wide variety of devices, such as mobile phones, iPads, and PCs.
Resource pooling: Cloud services can support millions of concurrent users; for example, Skype supports 27 million concurrent users [22], while Facebook supported 7 million simultaneous users in 2009 [23]. Clearly, it is impossible to support this number of users if each user needs dedicated hardware. Therefore, cloud services need to share resources between users and clients in order to reduce costs.
Rapid elasticity: A cloud platform should be able to rapidly increase or decrease computing resources as needed. In a cloud platform called Amazon EC2, it is possible to specify a minimum number as well as a maximum number of virtual servers to be allocated. The actual number will vary depending upon the load. Further, the time taken to provision a new server is very small, on the order of minutes. This also increases the speed with which a new infrastructure can be deployed.
Measured service: One of the compelling business use cases for cloud computing is the ability to “pay as you go,” where the consumer pays only for the resources that are actually used by his applications. Commercial cloud services, like Salesforce.com, measure resource usage by customers, and charge proportionally to the resource usage.

Cloud Deployment Models
In addition to proposing a definition of cloud computing, NIST has defined four deployment models for clouds, namely Private Cloud, Public Cloud, Community Cloud and Hybrid Cloud. A 
Private cloud is a cloud computing infrastructure that is built for a single enterprise. It is the next step in the evolution of a corporate data center of today where the infrastructure is shared within the enterprise. 
Community cloud is a cloud infrastructure shared by a community of multiple organizations that generally have a common purpose. An example of a community cloud is OpenCirrus, which is a cloud computing research testbed intended to be used by universities and research institutions. 
Public cloud is a cloud infrastructure owned by a 
cloud service provider that provides cloud services to the public for commercial purposes. 
Hybrid clouds are mixtures of these different deployments. For example, an enterprise may rent storage in a public cloud for handling peak demand. The combination of the enterprise's private cloud and the rented storage then is a hybrid cloud.
Private vs. Public Clouds
Enterprise IT centers may either choose to use a private cloud deployment or move their data and processing to a public cloud deployment. It is worth noting that there are some significant differences between the two. First, the private cloud model utilizes the in-house infrastructure to host the different cloud services. The cloud user here typically owns the infrastructure. The infrastructure for the public cloud on the other hand, is owned by the cloud vendor. The cloud user pays the cloud vendor for using the infrastructure. On the positive side, the public cloud is much more amenable to provide elasticity and scaling-on-demand since the resources are shared among multiple users. Any over-provisioned resources in the public cloud are well utilized as they can now be shared among multiple users.
Additionally, a public cloud deployment introduces a 
third party in any legal proceedings of the enterprise. Consider the scenario where the enterprise has decided to utilize a public cloud with a fictitious company called NewCloud. In case of any litigation, emails and other electronic documents may be needed as evidence, and the relevant court will send orders to the cloud service provider (e.g., NewCloud) to produce the necessary emails and documents. Thus, use of NewCloud's services would mean that NewCloud becomes part of any lawsuit involving data stored in NewCloud. This issue is discussed in more detail in Chapter 7, titled 
Designing Cloud Security.
Another consideration is the network bandwidth constraints and cost. In case the decision is made to move some of the IT infrastructure to a public cloud [24], disruptions in the network connectivity between the client and the cloud service will affect the availability of cloud-hosted applications. On a low bandwidth network, the user experience for an interactive application may also get affected. Further, implications on the cost of network usage also need to be considered.
There are additional factors that the cloud user need to use to select between a public or private cloud. A simplified example may make it intuitively clear that the amount of time over which the storage is to be deployed is an important factor. Suppose it is desired to buy 10TB of disk storage, and it is possible either to buy a new storage box for a private cloud, or obtain it through a cloud service provided by NewCloud. Suppose the lifetime of the storage is 5 years, and 10TB of storage costs $X. Clearly NewCloud would have to charge (in a simplified pricing model) at least $X/5 per year for this storage in order to recover their cost. In practice, NewCloud would have to charge more, in order to make a profit, and to cover idle periods when this storage is not rented out to anybody. Thus, if the storage is to be used only temporarily for 1 year, it may be cost-effective to rent the storage from NewCloud, as the business would then only have to pay on the order of $X/5. On the other hand, if the storage is intended to be used for a longer term, then it may be more cost-effective to buy the storage and use it as a private cloud. Thus, it can be seen that one of the factors dictating the use of a private cloud or a public cloud for storage is how long the storage is intended to be used.
Of course, cost may not be the only consideration in evaluating public and private clouds. Some public clouds providing application services, such as Salesforce.com (a popular CRM cloud service) offer unique features that customers would consider in comparison to competing non-cloud applications. Other public clouds offer infrastructure services and enable an enterprise to entirely outsource the IT infrastructure, and to offload complexities of capacity planning, procurement, and management of data centers as detailed in the next section. In general, since private and public clouds have different characteristics, different deployment models and even different business drivers, the best solution for an enterprise may be a hybrid of the two.
A detailed comparison and economic model of using public cloud versus private cloud for database workloads is presented by Tak et al. [25]. The authors consider the intensity of the workload (small, medium, or large workloads), 
burstiness, as well as the growth rate of the workload in their evaluation. The choice may also depend upon the costs. So, they consider a large number of cost factors, including reasonable estimates for hardware cost, software cost, salaries, taxes, and electricity. The key finding is that private clouds are cost-effective for medium to large workloads, and public clouds are suitable for small workloads. Other findings are that vertical hybrid models (where parts of the application are in a private cloud and part in a public cloud) tend to be expensive due to the high cost of data transfer. However, horizontal hybrid models, where the entire application is replicated in the public cloud and usage of the private cloud is for normal workloads, while the public cloud is used for demand peaks, can be cost-effective.
An illustrative example of the kind of analysis that needs to be done in order to decide between a private and public cloud deployment is shown in Table 1.1. The numbers in the table are intended to be hypothetical and illustrative. Before deciding on whether a public or private cloud is preferable in a particular instance, it is necessary to work out a financial analysis similar to the one in Table 1.1. The table compares the estimated costs for deployment of an application in both a private and public cloud. The comparison is the total cost over a 3-year time horizon, which is assumed to be the time span of interest. In the table, the software licensing costs are assumed to increase due to increasing load. Public cloud service costs are assumed to rise for the same reason. While cost of the infrastructure is one metric that can be used to decide between private and public cloud, there are other business drivers that may impact the decision.
Table 1.1 Hypothetical Cost of Public vs. Private Cloud

	(in USD)	Private Cloud	Public Cloud
	Year 1	Year 2	Year 3	Year 1	Year 2	Year 3
	Hardware	70,000	40,000	20,000			
	Setup Costs	30,000			5,000		
	Software (Licensing)	200,000	400,000	700,000			
	Labor costs	200,000	200,000	200,000			
	Service costs				300,000	600,000	1,000,000
	WAN costs				15,000	30,000	56,000
	Cost for year	500,000	640,000	920,000	320,000	630,000	1,056,000
	Total	2,060,000	2,006,000




Business Drivers for Cloud Computing
Unlike in a traditional IT purchase model, if using a cloud platform, a business does not need a very high upfront capital investment in hardware. It is also difficult in general to estimate the full capacity of the hardware at the beginning of a project, so people end up over-provisioning IT and buying more than what is needed at the beginning. This again is not necessary in a cloud model, due to the on-demand scaling that it enables. The enterprise can start with a small capacity hardware from the cloud vendor and expand based on how business progresses. Another disadvantage of owning a complex infrastructure is the maintenance needed. From a business perspective, Cloud provides high availability and eliminates need for an IT house in every company, which requires highly skilled administrators.
A number of business surveys have been carried out to evaluate the benefits of Cloud Computing. For example, the North Bridge survey [26] reveals that the majority of businesses are still experimenting with the cloud (40%). However, a significant minority does consider it ready even for mission critical applications (13%). Cloud computing is considered to have a number of positive aspects. In the short term scalability, cost, agility, and innovation are considered to be the major drivers. 
Agility and 
innovation refer to the ability of enterprise IT departments to respond quickly to requests for new services. Currently, IT departments have come to be regarded as too slow by users (due to the complexity of enterprise software). Cloud computing, by increasing manageability, increases the speed at which applications can be deployed, either on public clouds, or in private clouds implemented by IT departments for the enterprise. Additionally, it also reduces management complexity. 
Scalability, which refers to the ease with which the size of the IT infrastructure can be increased to accommodate increased workload, is another major factor. Finally, cloud computing (private or public clouds) have the potential to reduce IT costs due to automated management.
Well, what are the downsides of using the public clouds? Three major factors were quoted by respondents as being inhibiting factors. The first is 
security. Verification of the security of data arises as a concern in public clouds, since the data is not being stored by the enterprise. Cloud service providers have attempted to address this problem by acquiring third-party certification. 
Compliance is another issue, and refers to the question of whether the cloud security provider is complying with the security rules relating to data storage. An example is health-related data, which requires the appointment of a compliance administrator who will be accountable for the security of the data. Cloud service providers have attempted to address these issues through certification as well. These issues are discussed in Chapter 7. The third major inhibitor cited by businesses was 
interoperability and vendor lock-in. This refers to the fact that once a particular public cloud has been chosen, it would not be easy to migrate away, since the software and operating procedures would all have been tailored for that particular cloud. This could give the cloud service provider undue leverage in negotiations with the business. From a financial point of view, “pay per use” spending on IT infrastructure can perhaps be considered as an expense or liability that will be difficult to reduce, since reduction could impact operations. Hence, standardization of cloud service APIs becomes important and current efforts towards the same are detailed in Chapter 10.

Introduction to Cloud Technologies
This section gives an overview of some technology aspects of cloud computing that are detailed in the rest of the book. One of the best ways of learning about cloud technologies is by understanding the three cloud service models or service types for any cloud platform. These are Infrastructure as a Service (
IaaS), Platform as a Service (
PaaS), and Software as a Service (
SaaS) which are described next.
The three cloud service types defined by NIST, IaaS, PaaS and SaaS, focus on a specific layer in a computer's runtime stack – the hardware, the system software (or platform) and the application, respectively.
Figure 1.4 illustrates the three cloud service models and their relationships. At the lowest layer is the hardware infrastructure on which the cloud system is built. The cloud platform that enables this infrastructure to be delivered as a service is the IaaS architecture. In the IaaS service model, the physical hardware (servers, disks, and networks) is abstracted into virtual servers and virtual storage. These virtual resources can be allocated on demand by the cloud users, and configured into virtual systems on which any desired software can be installed. As a result, this architecture has the greatest flexibility, but also the least application automation from the user's viewpoint. Above this is the PaaS abstraction, which provides a platform built on top of the abstracted hardware that can be used by developers to create cloud applications. A user who logs in to a cloud service that offers PaaS will have commands available that will allow them to allocate middleware servers (e.g., a database of a certain size), configure and load data into the middleware, and develop an application that runs on top of the middleware. Above this is the SaaS abstraction, which provides the complete application (or solution) as a service, enabling consumers to use the cloud without worrying about all the complexities of hardware, OS or even application installation. For example, a user logging in to an SaaS service would be able to use an email service without being aware of the middleware and servers on which this email service is built. Therefore, as shown in the figure, this architecture has the least flexibility and most automation for the user.
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	Figure 1.4 Cloud service models.




While the features offered by the three, service types may be different, there is a common set of technological challenges that all cloud architectures face. These include computation scaling, storage scaling, multi-tenancy, availability, and security. It may be noted that in the previous discussion, the three different service models have been shown as clearly layered upon each other. This is frequently the case; for example, the Salesforce.com CRM SaaS is built upon the Force.com PaaS. However, theoretically, this need not be true. It is possible to provide a SaaS model using an over-provisioned data center, for example.
Infrastructure as a Service
The IaaS model is about providing compute and storage resources as a service. According to NIST [21], IaaS is defined as follows:
The capability provided to the consumer is to provision processing, storage, networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary software, which can include operating systems and applications. The consumer does not manage or control the underlying cloud infrastructure but has control over operating systems, storage, deployed applications, and possibly limited control of select networking components (e.g., host firewalls).


The user of IaaS has single ownership of the hardware infrastructure allotted to him (may be a virtual machine) and can use it as if it is his own machine on a remote network and he has control over the operating system and software on it. IaaS is illustrated in Figure 1.5. The IaaS provider has control over the actual hardware and the cloud user can request allocation of virtual resources, which are then allocated by the IaaS provider on the hardware (generally without any manual intervention). The cloud user can manage the virtual resources as desired, including installing any desired OS, software and applications. Therefore IaaS is well suited for users who want complete control over the software stack that they run; for example, the user may be using heterogeneous software platforms from different vendors, and they may not like to switch to a PaaS platform where only selected middleware is available. Well-known IaaS platforms include Amazon EC2, Rackspace, and Rightscale. Additionally, traditional vendors such as HP, IBM and Microsoft offer solutions that can be used to build private IaaS.
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	Figure 1.5 Infrastructure as a Service.





Platform as a Service
The PaaS model is to provide a system stack or platform for application deployment as a service. NIST defines PaaS as follows:
The capability provided to the consumer is to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages and tools supported by the provider. The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, or storage, but has control over the deployed applications and possibly application hosting environment configurations.


Figure 1.6 shows a PaaS model diagramatically. The hardware, as well as any mapping of hardware to virtual resources, such as virtual servers, is controlled by the PaaS provider. Additionally, the PaaS provider supports selected middleware, such as a database, web application server, etc. shown in the figure. The cloud user can configure and build on top of this middleware, such as define a new database table in a database. The PaaS provider maps this new table onto their cloud infrastructure. Subsequently, the cloud user can manage the database as needed, and develop applications on top of this database. PaaS platforms are well suited to those cloud users who find that the middleware they are using matches the middleware provided by one of the PaaS vendors. This enables them to focus on the application. Windows Azure, Google App Engine, and Hadoop are some well-known PaaS platforms. As in the case of IaaS, traditional vendors such as HP, IBM and Microsoft offer solutions that can be used to build private PaaS.
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	Figure 1.6 Platform as a Service.





Software as a Service
SaaS is about providing the complete application as a service. SaaS has been defined by NIST as follows:
The capability provided to the consumer is to use the provider's applications running on a cloud infrastructure. The applications are accessible from various client devices through a thin client interface such as a web browser (e.g., web-based email). The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, storage, or even individual application capabilities, with the possible exception of limited user-specific application configuration settings.


Any application that can be accessed using a web browser can be considered as SaaS. These points are illustrated in Figure 1.7. The SaaS provider controls all the layers apart from the application. Users who log in to the SaaS service can both use the application as well as configure the application for their use. For example, users can use Salesforce.com to store their customer data. They can also configure the application, for example, requesting additional space for storage or adding additional fields to the customer data that is already being used. When configuration settings are changed, the SaaS infrastructure performs any management tasks needed (such as allocation of additional storage) to support the changed configuration. SaaS platforms are targeted towards users who want to use the application without any software installation (in fact, the motto of Salesforce.com, one of the prominent SaaS vendors, is “No Software”). However, for advanced usage, some small amount of programming or scripting may be necessary to customize the application for usage by the business (for example, adding additional fields to customer data). In fact, SaaS platforms like Salesforce.com allow many of these customizations to be performed without programming, but by specifying business rules that are simple enough for non-programmers to implement. Prominent SaaS applications include Salesforce.com for CRM, Google Docs for document sharing, and web email systems like Gmail, Hotmail, and Yahoo! Mail. IT vendors such as HP and IBM also sell systems that can be configured to set up SaaS in a private cloud; SAP, for example, can be used as an SaaS offering inside an enterprise.
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	Figure 1.7 SaaS cloud model.





Technology Challenges
The technology challenges for cloud computing arise from the fact that the scale of cloud computing is much, much larger than that of traditional computing environments – as it will be shared by many users, many applications and in fact many enterprises! These challenges, therefore, impact all the three cloud service models described earlier. The rest of the book highlights the methods used by different cloud systems to overcome these challenges.
Figure 1.8 shows the traffic to the five most popular web sites. The continuously dropping curve is the fraction of all Web requests that went to that web site while the V-shaped curve is the response time of the web site. It can be seen that the top web site – Facebook.com – accounts for about 7.5% of all Web traffic. In spite of the high traffic, the response time – close to 2 seconds – is still better than average. To support such high transaction rates with good response time, it must be possible to scale both compute and storage resources very rapidly. 
Scalability of both compute power and storage is therefore a major challenge for all three cloud models. High scalability requires large-scale sharing of resources between users. As stated earlier, Facebook supports 7 million concurrent users. New techniques for 
multi-tenancy, or fine-grained sharing of resources, are needed for supporting such large numbers of users. Security is a natural concern in such environments as well.
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	Figure 1.8 Traffic statistics for popular web sites.
Data Source: Alexa.com [27]



Additionally, in such large-scale environments, hardware failures and software bugs can be expected to occur relatively frequently. The problem is complicated by the fact that failures can trigger other failures, leading to an avalanche of failures that can lead to significant outages. Such a failure avalanche occurred once in 2011 in Amazon's data center [28], [29] and [30]. A networking failure triggered a re-mirroring (making a replica or mirror) of data. However, the re-mirroring traffic interfered with normal storage traffic, causing the system to believe that additional mirrors had failed. This in turn triggered further re-mirroring traffic, which interfered with additional normal storage traffic, triggering still more re-mirroring (see Figure 1.9), bringing down the whole system. 
Availability is therefore one of the major challenges affecting clouds. Chapter 6 gives some approaches that can be used to address these challenges, but of course more research yet needs to be done to solve the issues completely.
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	Figure 1.9 An exampleshowingavalancheoffailures.






Summary
This chapter has focused on many concepts that will be important in the rest of the book. First, the NIST definition of cloud computing and the three cloud computing models defined by NIST (Infrastructure as a Service or IaaS, Platform as a Service or PaaS, Software as a Service or SaaS) have been described. Next, the four major cloud deployment models – private cloud, public cloud, community cloud, and hybrid cloud, were surveyed and described. This was followed by an analysis of the economics of cloud computing and the business drivers. It was pointed out that in order to quantify the benefits of cloud computing, detailed financial analysis is needed. Finally, the chapter discussed the major technological challenges faced in cloud computing – scalability of both computing and storage, multi-tenancy, and availability. In the rest of the book, while discussing technology, the focus will be on how different cloud solutions address these challenges, thereby allowing readers to compare and contrast the different solutions on a technological level.
Go ahead – enjoy the technology chapters now and demystify the cloud!
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Chapter 2. Infrastructure as a Service
Information in This Chapter
•Storage as a Service: Amazon Storage Services

•Compute as a Service: Amazon Elastic Compute Cloud (EC2)

•HP CloudSystem Matrix

•Cells-as-a-Service



This chapter describes an important cloud service model called “Infrastructure as a Service” type (IaaS), that enables computing and storage resources to be delivered as a service. The chapter takes popular cloud platforms as case studies, describes their key features and programming APIs with examples. To provide an insight into the trade-offs that the developer can make to effectively use the system, the chapter also contains a high level description of the technology behind the platforms. A more detailed internal systems view of the technology challenges and possible approaches to solve them are detailed in Chapter 6.
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Introduction
This chapter describes an important cloud service model called “Infrastructure as a Service” (IaaS), which enables computing and storage resources to be delivered as a service. This is the first of the three cloud computing service models described in the previous chapter. The other two models are studied in subsequent chapters. Under the IaaS cloud computing model, cloud service providers make computing and storage resources (such as servers and storage) available as a service. This offers maximum flexibility for users to work with the cloud infrastructure, wherein exactly how the virtual computing and storage resources are used is left to the cloud user. For example, users will be able to load any operating system and other software they need and execute most of the existing enterprise services without many changes. However, the burden of maintaining the installed operating system and any middleware continues to fall on the user/customer. Ensuring the availability of the application is also the user's job since IaaS vendors only provide virtual hardware resources.
The subsequent sections describe some popular IaaS platforms for storage as a service and then compute as a service. First, the section 
Storage as a Service (sometimes abbreviated as 
StaaS) takes a detailed look at key Amazon Storage Services: (a) 
Amazon Simple Storage Service (
S3), which provides a highly reliable and highly available object store over HTTP; (b) 
Amazon SimpleDB, a key-value store; and (c) 
Amazon Relational Database Service (
RDS), which provides a MySQL instance in the cloud. The second part of the chapter describes compute aspects of IaaS – i.e., enabling virtual computing over Cloud. Customers of these services will typically reserve a virtual computer of a certain capacity, and load software that is needed. There could also be features that allow these virtual computers to be networked together, and also for the capacity of the virtual computing to be increased or decreased according to demand. Three diverse instances of 
Compute as a Service are described in this chapter, namely 
Amazon Elastic Compute Cloud (
EC2), which is Amazon's IaaS offering, followed by HP's flagship product called CloudSystem Matrix and finally 
Cells as a Service, an HP Labs research prototype that offers some advanced features.

Storage as a Service: Amazon Storage Services
Data is the lifeblood of an enterprise. Enterprises have varied requirements for data, including structured data in relational databases that power an e-commerce business, or documents that capture unstructured data about business processes, plans and visions. Enterprises may also need to store objects on behalf of their customers, like an online photo album or a collaborative document editing platform. Further, some of the data may be confidential and must be protected, while others data should be easily shareable. In all cases, business critical data should be secure and available on demand in the face of hardware and software failures, network partitions and inevitable user errors.


NoteAmazon Storage Services

• Simple Storage Service (S3): An object store

• SimpleDB: A Key-value store

• Relational Database Service (RDS): MySQL instance








Amazon Simple Storage Service (S3)
Amazon Web Services (
AWS), from Amazon.com, has a suite of cloud service products that have become very popular and are almost looked up to as a de facto standard for delivering IaaS. Figure 2.1 shows a screen shot of AWS depicting its different IaaS products in multiple tabs (S3, EC2, CloudWatch). This chapter covers a good amount of detail of S3, SimpleDB, EBS, RDS, and EC2 and Chapter 8 describes CloudWatch.
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	Figure 2.1 AWS console.




Amazon S3 is a highly reliable, highly available, scalable and fast storage in the cloud for storing and retrieving large amounts of data just through simple web services. This section gives some preliminary details of the platform first and then, takes a simple example of using S3, followed by a detailed description of S3 features [1]. More advanced uses of S3 are described in a later section on Amazon EC2, with an example of how S3 APIs can be used by developers together with other Amazon compute services (such as EC2) to form a complete IaaS solution. First, a look at how one can use S3 as a simple cloud storage to upload files.
Accessing S3
There are three ways of using S3. Most common operations can be performed via the AWS console, the GUI interface to AWS (shown in Figure 2.1) that can be accessed via http://aws.amazon.com/console. For use of S3 within applications, Amazon provides a REST-ful API with familiar HTTP operations such as GET, PUT, DELETE, and HEAD. Also, there are libraries and SDKs for various languages that abstract these operations.


NoteS3 Access Methods

• AWS Console

• Amazon's RESTful API

• SDKs for Ruby and other languages








Additionally, since S3 is a storage service, several 
S3 browsers exist that allow users to explore their S3 account as if it were a directory (or a folder). There are also file system implementations that let users treat their S3 account as just another directory on their local disk. Several command line utilities [2] and [3] that can be used in batch scripts also exist, and are described towards the end of this section.

Getting Started with S3
Let's start with a simple personal use-case. Consider a user having a directory full of personal photos that they want to store in the cloud for backup. Here's how this could be approached:

1. Sign up for S3 at http://aws.amazon.com/s3/. While signing up, obtain the 
AWS Access Key and the 
AWS Secret Key. These are similar to userid and password that is used to authenticate all transactions with Amazon Web Services (not just S3).

2. Sign in to the 
AWS Management Console for S3 (see Figure 2.1) at https://console.aws.amazon.com/s3/home.

3. Create a 
bucket (see Figure 2.2) giving a name and geographical location where it can be stored. In S3 all files (called 
objects) are stored in a bucket, which represents a collection of related objects. Buckets and objects are described later in the section 
Organizing Data in S3: Buckets, Objects and Keys.

4. Click the 
Upload button (see Figure 2.3) and follow the instructions to upload files.

5. The photos or other files are now safely backed up to S3 and available for sharing with a URL if the right permissions are provided.
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	Figure 2.2 Creating a bucket.
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	Figure 2.3 Uploading objects.




From a developer perspective, this can also be accomplished programmatically, in case there is a need to include this functionality in a program.

Organizing Data In S3: Buckets, Objects and Keys
Files are called 
objects in S3. Objects are referred to with keys – basically an optional directory path name followed by the name of the object. Objects in S3 are replicated across multiple geographic locations to make it resilient to several types of failures (however, consistency across replicas is not guaranteed). If object versioning is enabled, recovery from inadvertent deletions and modifications is possible. S3 objects can be up to 5 Terabytes in size and there are no limits on the number of objects that can be stored. All objects in S3 must be stored in a 
bucket. Buckets provide a way to keep related objects in one place and separate them from others. There can be up to 100 buckets per account and an unlimited number of objects in a bucket.
Each object has a key, which can be used as the path to the resource in an HTTP URL. For example, if the bucket is named 
johndoe and the key to an object is 
resume.doc, then its HTTP URL is http://s3.amazonaws.com/johndoe/resume.doc or alternatively, http://johndoe.s3.amazonaws.com/resume.doc By convention, slash-separated keys are used to establish a directory-like naming scheme for convenient browsing in S3 explorers such as the AWS Console, S3Fox, etc. For example, one can have URLs such as http://johndoe.s3.amazon.aws.com/project1/file1.c, http://johndoe.s3.amazon.aws.com/project1/file2.c and http://johndoe.s3.amazon.aws.com/project2/file1.c. However, these are files with keys (names) 
project1/file1.c, and so on, and S3 is not really a hierarchical file system. Note that the bucket namespace is shared; i.e., it is not possible to create a bucket with a name that has already been used by another S3 user.
Note that entering the above URLs into a browser will not work as expected; not only are these values fictional, even if real values were substituted for the bucket and key, the result would be an “HTTP 403 Forbidden” error. This is because the URL lacks authentication parameters; S3 objects are private by default and requests should carry authentication parameters that prove the requester has rights to access the object, unless the object has “Public” permissions. Typically the client library, SDK or application will use the AWS Access Key and AWS Secret Key described later to compute a signature that identifies the requester, and append this signature to the S3 request. For example, the S3 
Getting Started Guide is stored in the 
awsdocs bucket at the 
S3/latest/s3-gsg.pdf key with anonymous read permissions; hence it is available to everyone at http://s3.amazonaws.com/awsdocs/S3/latest/s3-gsg.pdf.

S3 Administration
In any enterprise, data is always coupled to policies that determine the location of the data and its availability, as well as who can and cannot access it. For security and compliance with local regulations, it is necessary to be able to audit and log actions and be able to undo inadvertent user actions. S3 provides facilities for all of these, described as follows:
Security: Users can ensure the security of their S3 data by two methods. First, S3 offers 
access control to objects. Users can set permissions that allow others to access their objects. This is accomplished via the AWS Management Console. A right-click on an object brings up the object actions menu (see Figure 2.4). Granting anonymous read access to objects makes them readable by anyone; this is useful, for example, for static content on a web site. This is accomplished by selecting the 
Make Public option on the object menu. It is also possible to narrow read or write access to specific AWS accounts. This is accomplished by selecting the 
Properties option that brings up another menu (not shown) that allows users to enter the email ids of users to be allowed access. It is also possible to allow others to put objects in a bucket in a similar way. A common use for this is to provide clients with a way to submit documents for modification, which are then written to a different bucket (or different keys in the same bucket) where the client has permissions to pick up the modified document.
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	Figure 2.4 Amazon S3: Performing actions on objects.




The other method that helps secure S3 data is to collect audit logs. S3 allows users to turn on 
logging for a bucket, in which case it stores complete access logs for the bucket in a different bucket (or, if desired, the same bucket). This allows users to see which AWS account accessed the objects, the time of access, the IP address from which the accesses took place and the operations that were performed. Logging can be enabled from the AWS Management Console (Figure 2.5). Logging can also be enabled at the time of bucket creation.
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	Figure 2.5 Amazon S3 bucket logging.




Data protection: S3 offers two features to prevent data loss [1]. By default, S3 replicates data across multiple storage devices, and is designed to survive two replica failures. It is also possible to request 
Reduced Redundancy Storage(
RRS) for non-critical data. RRS data is replicated twice, and is designed to survive one replica failure. It is important to note that Amazon does not guarantee consistency among the replicas; e.g., if there are three replicas of the data, an application reading a replica which has a delayed update could read an older version of the data. The technical challenges of ensuring consistency, approaches to solve it and trade-offs to be made are discussed in detail in the 
Data Storage section of Chapter 5.
Versioning: If versioning is enabled on a bucket, then S3 automatically stores the full history of all objects in the bucket from that time onwards. The object can be restored to a prior version, and even deletes can be undone. This guarantees that data is never inadvertently lost.
Regions: For performance, legal and other reasons, it may be desirable to have S3 data running in specific geographic locations. This can be accomplished at the bucket level by selecting the region that the bucket is stored in during its creation. The region corresponds to a large geographic area, such as the USA (California) or Europe. The current list of regions can be found on the S3 web site [1].

Large Objects and Multi-part Uploads
The object size limit for S3 is 5 terabytes, which is more than is required to store an uncompressed 1080p HD movie. In the instance that this is not sufficient, the object can be stored in smaller chunks with the splitting and re-composition being managed in the application, using the data.
Although Amazon S3 has high aggregate bandwidth available, uploading large objects will still take some time. Additionally, if an upload fails, the entire object needs to be uploaded again. Multi-part upload solves both problems elegantly. S3 provides APIs that allow the developer to write a program that splits a large object into several parts and uploads each part independently [4]. These uploads can be parallelized for greater speed to maximize the network utilization. If a part fails to upload, only that part needs to be re-tried. S3 supported up to 10,000 parts per object as of writing of this book.


Amazon Simple DB
Unlike Amazon S3 that provides a file level operations, 
SimpleDB (
SDB) provides a simple data store interface in the form of a key-value store. It allows storage and retrieval of a set of attributes based on a key. Use of key-value stores is an alternative to relational databases that use SQL-based queries. It is a type of NoSQL data store. A detailed comparison of key-value stores with relational databases, is found in the section 
Scaling Storage in Chapter 6. The next section provides a short overview of SDB.
Data Organization and Access
Data in SDB is organized into domains. Each item in a domain has a unique key that must be provided during creation. Each item can have up to 256 attributes, which are name-value pairs. In terms of the relational model, for each row, the primary key translates to the item name and the column names and values for that row translate to the attribute name-value pairs. For example, if it is necessary to store information regarding an employee, it is possible to store the attributes of the employee (e.g., the employee name) indexed by an appropriate key, such as an employee id. Unlike an RDBMS, attributes in SDB can have multiple values – e.g., if in a retail product database, the list of 
keywords for each item in the product catalog can be stored as a single value corresponding to the attribute 
keywords; doing this with an RDBMS would be more complex. More in-depth technical details of NoSQL data stores can be found in Chapter 5.
SDB provides a query language that is analogous to SQL, although there are methods to fetch a single item. Queries take advantage of the fact that SDB automatically indexes all attributes. A more detailed description of SDB and the use of its API is described with an example in a later section on Amazon EC2.

SDB Availability and Administration
SDB has a number of features to increase availability and reliability. Data stored in SDB is automatically replicated across different geographies for high availability. It also automatically adds compute resources in proportion to the request rate and automatically indexes all fields in the dataset for efficient access. SDB is schema-less; i.e., fields can be added to the dataset as the need arises. This and other advantages of NoSQL to provide a scalable store are discussed in Chapter 5, 
Paradigms for Developing Cloud Applications.


Amazon Relational Database Service
Amazon Relational Database Service (
RDS) provides a traditional database abstraction in the cloud, specifically a MySQL instance in the cloud. An RDS instance can be created using the RDS tab in the AWS Management Console (see Figure 2.6).
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	Figure 2.6 AWS console: relational database service.




AWS performs many of the administrative tasks associated with maintaining a database for the user. The database is backed up at configurable intervals, which can be as frequent as 5 minutes. The backup data are retained for a configurable period of time which can be up to 8 days. Amazon also provides the capability to snapshot the database as needed. All of these administrative tasks can be performed through the AWS console (as in Figure 2.6). Alternatively, it is possible to develop a custom tool which will perform the tasks through the Amazon RDS APIs.


Compute as a Service: Amazon Elastic Compute Cloud (EC2)
The other important type of IaaS is Compute as a Service, where computing resources are offered as a service. Of course, for a useful compute as a service offering, it should be possible to associate storage with the computing service (so that the results of the computation can be made persistent). Virtual networking is needed as well, so that it is possible to communicate with the computing instance. All these together make up Infrastructure as a Service.
Amazon's Elastic Compute Cloud (EC2), one of the popular Compute as a Service offerings, is the topic of this section. The first part of this section provides an overview of Amazon EC2. This is then followed by a simple example that shows how EC2 can be used to set up a simple web server. Next, a more complex example that shows how EC2 can be used with Amazon's StaaS offerings to build a portal whereby customers can share books is presented. Finally, an example that illustrates advanced features of EC2 is shown.
Overview of Amazon EC2
Amazon EC2 allows enterprises to define a virtual server, with virtual storage and virtual networking. As the computational needs of an enterprise can vary greatly, some applications may be compute-intensive, and other applications may stress storage. Certain enterprise applications may need certain software environments and other applications may need computational clusters to run efficiently. Networking requirements may also vary greatly. This diversity in the compute hardware, with automatic maintenance and ability to handle the scale, makes EC2 a unique platform.
Accessing EC2 Using AWS Console
As with S3, EC2 can be accessed via the Amazon Web Services console at http://aws.amazon.com/console. Figure 2.7 shows the EC2 Console Dashboard, which can be used to create an 
instance (a compute resource), check status of user's instances and even terminate an instance. Clicking on the “Launch Instance” button takes the user to the screen shown in Figure 2.8, where a set of supported operating system images (called 
Amazon Machine Images, 
AMI) are shown to choose from. More on types of AMI and how one should choose the right one are described in later sections in this chapter. Once the image is chosen, the EC2 instance wizard pops up (Figure 2.9) to help the user set further options for the instance, such as the specific OS kernel version to use, whether to enable monitoring (using the CloudWatch tool described in Chapter 8) and so on. Next, the user has to create at least one key-value pair that is needed to securely connect to the instance. Follow the instructions to create a key-pair and save the file (say 
my_keypair.pem) in a safe place. The user can reuse an already created key-pair in case the user has many instances (it is analogous to using the same username-password to access many machines). Next, the security groups for the instance can be set to ensure the required network ports are open or blocked for the instance. For example, choosing the “web server” configuration will enable port 80 (the default HTTP port). More advanced firewall rules can be set as well. The final screen before launching the instance is shown in Figure 2.10. Launching the instance gives a public DNS name that the user can use to login remotely and use as if the cloud server was on the same network as the client machine.
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	Figure 2.7 AWS EC2 console.
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	Figure 2.8 Creating an EC2 instance using the AWS console.
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	Figure 2.9 The EC2 instance wizard.
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	Figure 2.10 Parameters that can be enabled for a simple EC2 instance.




For example, to start using the machine from a Linux client, the user gives the following command from the directory where the key-pair file was saved. After a few confirmation screens, the user is logged into the machine to use any Linux command. For root access the user needs to use the 
sudo command.
ssh -i my_keypair.pem ec2-67-202-62-112.compute-1.amazonaws.com
For Windows, the user needs to open the 
my_keypair.pem file and use the “Get Windows Password” button on the AWS Instance page. The console returns the administrator password that can be used to connect to the instance using a Remote Desktop application (usually available at 
Start-> All Programs -> Accessories -> Remote Desktop Connection).
A description of how to use the AWS EC2 Console to request the computational, storage and networking resources needed to set up and launch a web server is described in the 
Simple EC2 example: Setting up a Web Server section of this chapter.

Accessing EC2 Using Command Line Tools
Amazon also provides a command line interface to EC2 that uses the EC2 API to implement specialized operations that cannot be performed with the AWS console. The following briefly describes how to install and set up the command line utilities. More details are found in 
Amazon Elastic Compute Cloud User Guide[5]. The details of the command line tools are found in 
Amazon Elastic Compute Cloud Command Line Reference[6].


NoteInstalling EC2 command line tools
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Download tools: The EC2 command line utilities can be downloaded from 
Amazon EC2 API Tools[7] as a Zip file. They are written in Java, and hence will run on Linux, Unix, and Windows if the appropriate JRE is available. In order to use them simply unpack the file, and then set appropriate environment variables, depending upon the operating system being used. These environment variables can also be set as parameters to the command.
Set environment variables: The first command sets the environment variable that specifies the directory in which the Java runtime resides. 
PATHNAME should be the full pathname of the directory where the java.exe file can be found. The second command specifies the directory where the EC2 tools reside; 
TOOLS_PATHNAME should be set to the full pathname of the directory named 
ec2-api-tools-A.B-nnn into which the tools were unzipped (A, B and nnn are some digits that differ based on the version used). The third command sets the executable path to include the directory where the EC2 command utilities are present.
For Linux:
$export JAVA_HOME=PATHNAME
$export EC2_TOOLS=TOOLS_PATHNAME
$export PATH=$PATH:$EC2_HOME/bin
For Windows:
C:\>SET JAVA_HOME=PATHNAME
C:\>SET EC2_TOOLS=TOOLS_PATHNAME
C:\>SET PATH=%PATH%,%EC2_HOME%\bin
Set up security environment: The next step is to set up the environment so that the EC2 command line utilities can authenticate to AWS during each interaction. To do this, it is necessary to download an X.509 certificate and private key that authenticates HTTP requests to Amazon. The X.509 certificate can be generated by clicking on the “Account” link shown in Figure 2.7, clicking on the “Security Credentials” link that is displayed, and following the given instructions to create a new certificate. The certificate files should be downloaded to a 
.ec2 directory in the home directory on Linux/Unix, and 
C:\ec2 on Windows, without changing their names. The following commands are to be executed to set up the environment; both Linux and Windows commands are given. Here, 
f1.pem is the certificate file downloaded from EC2.
$export EC2-CERT=~/.ec2/f1.pem
or
C:\> set EC2-CERT=~/.ec2/f1.pem
Set region: It is necessary to next set the 
region that the EC2 command tools interact with – i.e., the location in which the EC2 virtual machines would be created. AWS regions are described in a subsequent section titled 
S3 Administration. In brief, each region represents an AWS data center, and AWS pricing varies by region. The command 
ec2-describe-regions can be issued at this point to test the installation of the EC2 command tools and list the available regions.
The default region used is the US-East region “us-east-1” with service endpoint URL http://ec2.us-east-1.amazonaws.com, but can be set to any specific end point using the following command, where 
ENDPOINT_URL is formed from the region name as illustrated for the “us-east-1”.
$export EC2-URL=https://<ENDPOINT_URL>
Or
C:\> set EC2-URL =https://<ENDPOINT_URL>
A later section explains how developers can use the EC2 and S3 APIs to set up a web application in order to implement a simple publishing portal such as the Pustak Portal (running example used in this book). Before that one needs to understand more about what a computation resource is and the parameters that one can configure for each such resource, described in the next section.

EC2 Computational Resources
This section gives a brief overview of the computational resources available on EC2 first, followed by the storage and network resources, more details of which are available at 
EC2 Introduction[8].
Computing resources: The computing resources available on EC2, referred to as EC2 instances, consist of combinations of computing power, together with other resources such as memory. Amazon measures the computing power of an EC2 instance in terms of EC2 Compute Units [9]. An 
EC2 Compute Unit (
CU) is a standard measure of computing power in the same way that bytes are a standard measure of storage. One EC2 CU provides the same amount of computing power as a 1.0–1.2 GHz Opteron or Xeon processor in 2007. Thus, if a developer requests a computing resource of 1 EC2 CU, and the resource is allocated on a 2.4 GHz processor, they may get 50% of the CPU. This allows developers to request standard amounts of CPU power regardless of the physical hardware.
The EC2 instances that Amazon recommends for most applications belong to the 
Standard Instance family [8]. The characteristics of this family are shown in Table 2.1, 
EC2 Standard Instance Types. A developer can request a computing resource of one of the instance types shown in the table (e.g., a Small computing instance, which would have the characteristics shown). Figure 2.8 showed how one can do this using the AWS console. Selection of local storage is discussed later in the section titled 
EC2 Storage Resources.
Table 2.1 EC2 Standard Instance Types

	Instance Type	Compute Capacity	Memory	Local Storage	Platform
	Small	1 virtual core of 1 CU	1.7GB	160GB	32-bit
	Large	2 virtual cores, 2 CU each	7.5GB	850GB	64-bit
	Extra Large	4 virtual cores, 2 CU each	15GB	1690GB	64-bit


Other instance families available in Amazon at the time of writing this book include the High-Memory Instance family, suitable for databases and other memory-hungry applications; the High-CPU Instance family for compute-intensive applications; the Cluster-Compute Instance family for High-Performance Compute (HiPC) applications, and the Cluster GPU Instance family which include Graphic Processing Units (GPUs) for HiPC applications that need GPUs [8].
Software: Amazon makes available certain standard combinations of operating system and application software in the form of 
Amazon Machine Images (AMIs). The required AMI has to be specified when requesting the EC2 instance, as seen earlier. The AMI running on an EC2 instance is also called the 
root AMI.
Operating systems available in AMIs include various flavors of Linux, such as Red Hat Enterprise Linux and SuSE, the Windows server, and Solaris. Software available includes databases such as IBM DB2, Oracle and Microsoft SQL Server. A wide variety of other application software and middleware, such as Hadoop, Apache, and Ruby on Rails, are also available [8].
There are two ways of using additional software not available in standard AMIs. It is possible to request a standard AMI, and then install the additional software needed. This AMI can then be saved as one of the available AMIs in Amazon. The other method is to import a VMware image as an AMI using the 
ec2-import-instance and 
ec2-import-disk-image commands. For more details of how to do this, the reader is referred to [9].
Regions and Availability Zones: EC2 offers regions, which are the same as the S3 regions described in the section 
S3 Administration. Within a region, there are multiple availability zones, where each availability zone corresponds to a virtual data center that is isolated (for failure purposes) from other availability zones. Thus, an enterprise that wishes to have its EC2 computing instances in Europe could select the “Europe” region when creating EC2 instances. By creating two instances in different availability zones, the enterprise could have a highly available configuration that is tolerant to failures in any one availability zone.
Load Balancing and Scaling: EC2 provides the 
Elastic Load Balancer, which is a service that balances the load across multiple servers. Details of its usage are in the section 
EC2 Example: Article Sharing in Pustak Portal. The default load balancing policy is to treat all requests as being independent. However, it is also possible to have timer-based and application controlled sessions, whereby successive requests from the same client are routed to the same server based upon time or application direction [10]. The load balancer also scales the number of servers up or down depending upon the load. This can also be used as a failover policy, since failure of a server is detected by the Elastic Load Balancer. Subsequently, if the load on the remaining server is too high, the Elastic Load Balancer could start a new server instance.
Once the compute resources are identified, one needs to set any storage resources needed. The next section describes more on the same.
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EC2 Storage Resources
As stated earlier, computing resources can be used along with associated storage and network resources in order to be useful. S3, which is the file storage offered by Amazon, has already been described in the 
Amazon Storage Services section. Use of the S3 files is similar to accessing an HTTP server (a web file system). However, many times an application performs multiple disk IOs and for performance and other reasons one needs to have a control on the storage configuration as well. This section describes how one can configure resources that appear to be physical disks to the EC2 server, called 
block storage resources. There are two types of block storage resources: Elastic Block Service, and instance storage, described next.
Elastic Block Service (EBS): In the same way that S3 provides file storage services, EBS provides a block storage service for EC2. It is possible to request an EBS disk volume of a particular size and attach this volume to one or multiple EC2 instances using the instance ID returned during the time the volume is created. Unlike the local storage assigned during the creation of an EC2 instance, the EBS volume has an existence independent of any EC2 instance, which is critical to have persistence of data, as detailed later.
Instance Storage: Every EC2 instance has local storage that can be configured as a part of the compute resource (Figure 2.8) and this is referred to as 
instance storage. Table 2.2 shows the default partitioning of instance storage associated with each EC2 instance for standard instance types. This instance storage is ephemeral (unlike EBS storage); i.e., it exists only as long as the EC2 instance exists, and cannot be attached to any other EC2 instance. Furthermore, if the EC2 instance is terminated, the instance storage ceases to exist. To overcome this limitation of local storage, developers can use either EBS or S3 for persistent storage and sharing.
Table 2.2 Partitioning of Local Storage in Standard EC2 Instance Types

		Small	Large	Extra Large
	Linux	/dev/sda1: root file system

/dev/sda2: /mnt

/dev/sda3: /swap	/dev/sda1: root file system

/dev/sdb: /mnt/

dev/sdc

/dev/sdd

/dev/sde	/dev/sda1: root file system

/dev/sdb: /mnt

/dev/sdc

/dev/sdd

/dev/sde
	Windows	/dev/sda1: C:

xvdb	/dev/sda1: C:

xvdb

xvdc

xvdd

xvde	/dev/sda1: C:

xvdb

xvdc

xvdd

xvde


The instance AMI, configuration files and any other persistent files can be stored in S3 and during operation, a snapshot of the data can be periodically taken and sent to S3. If data needs to be shared, this can be accomplished via files stored in S3. An EBS storage can also be attached to an instance as desired. A detailed example of how one does this is described later in the context of Pustak Portal.
Table 2.3 summarizes some of the main differences and similarities between the two types of storage.
Table 2.3 Comparison of Instance Storage and EBS Storage

		Instance Storage	EBS storage
	Creation	Created by default when an EC2 instance is created	Created independently of EC2 instances.
	Sharing	Can be attached only to EC2 instance with which it is created.	Can be shared between EC2 instances.
	Attachment	Attached by default to S3-backed instances; can be attached to EBS-backed instances	Not attached by default to any instance.
	Persistence	Not persistent; vanishes if EC2 instance is terminated	Persistent even if EC2 instance is terminated.
	S3 snapshot	Can be snapshotted to S3	Can be snapshotted to S3


S3-backed instances vs. EBS-backed instances: EC2 compute and storage resources behave slightly differently depending upon whether the root AMI for the EC2 instance is stored in Amazon S3 or in Amazon Elastic Block Service (EBS). These instances are referred to as 
S3-backed instances and 
EBS-backed instances, respectively. In an S3-backed instance, the root AMI is stored in S3, which is file storage. Therefore, it must be copied to the root device in the EC2 instance before the EC2 instance can be booted. However, since instance storage is not persistent, any modifications made to the AMI of an S3-backed instance (such as patching the OS or installing additional software) will not be persistent beyond the lifetime of the instance. Furthermore, while instance storage is attached by default to an S3-backed instance (as shown in Table 2.2), instance storage is not attached by default to EBS-backed instances.

EC2 Networking Resources
In addition to compute and storage resources, network resources are also needed by applications. For networking between EC2 instances, EC2 offers both a public address as well as a private address [5]. It also offers DNS services for managing DNS names associated with these IP addressees. Access to these IP addresses is controlled by policies. The Virtual Private Cloud can be used to provide secure communication between an Intranet and the EC2 network. One can also create a complete logical sub network and expose it to public (a DMZ) with its own firewall rules. Another interesting feature of EC2 is the Elastic IP addresses which are independent of any instance, and this feature can be used to support failover of servers. These advanced features and how these can be used to set up a network are described in this section, after understanding the key terminologies next.
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Instance addresses: Each EC2 instance has two IP addresses associated with it – the 
public IP address and the 
private IP address. The private IP address and DNS name can be resolved only within the EC2 cloud. For communication between EC2 instances, the internal IP addresses are most efficient, for the messages then pass entirely within the Amazon network. The public IP address and DNS name can be used for communication outside the Amazon cloud.
Elastic IP addresses: These IP addresses are independent of any instance, but are associated with a particular Amazon EC2 account and can be dynamically assigned to any instance (in which case, the public IP address is de-assigned). Therefore, they are useful for implementing failover. Upon failure of one EC2 instance, the Elastic IP address can be dynamically assigned to another EC2 instance. Unlike instance IP addresses, Elastic IP addresses are not automatically allocated; they have to be generated when needed.
Route 53: Enterprises may desire to publish a URL of the form http://www.myenterprise.com for EC2 instances. This is not possible by default, since the EC2 instances are inside the 
amazon.com domain. Route 53 is a DNS server that can be used to associate an Elastic IP address or public IP address with a name of the form www.myenterprise.com.
Security Groups: For networking security, it is common to define network security policies that restrict the ports through which any machine can be accessed, or the IP addresses that can access a server. The same can be achieved for EC2 instances using security groups, briefly mentioned earlier. Each security group is a collection of network security policies. Different security groups should be created for different server types; for example, the web server security group could specify that port 80 may be opened for incoming connections. The default security group when creating an EC2 instance allows the instance to connect to any outside IP address but disallows incoming connections.
Virtual Private Cloud: Enterprises that desire more control over their networking configuration can use 
Virtual Private Cloud (
VPC). Examples of the advanced networking features offered by VPC include:

i. the ability to allocate both public and private IP addresses to instances from any address range

ii. the ability to divide the addresses into subnets and control the routing between subnets

iii. the ability to connect the EC2 network with an Intranet using a VPN tunnel. Details of VPC are beyond the scope of this book and can be found in 
Amazon Virtual Private Cloud[11].





Simple EC2 Example: Setting up a Web Server
Now, all the terminologies and concepts learned in the previous two sections will be used in a simple example of creating a web server. The web server will be created as an EBS-backed instance, to avoid the necessity of having to periodically back up the storage to S3.
The process is broken down into four steps:

i. Selecting the AMI for the instance

ii. Creating the EC2 instance and installing the web server

iii. Creating an EBS volume for data, such as HTML files and so on

iv. Setting up networking and access rules.



It is assumed that the data needed for the web server (HTML files, scripts, executables, and so on) are available, and have been uploaded to EC2. Furthermore, to illustrate how to install custom software on a standard AMI, it is assumed that the web server needed also has to be uploaded to EC2 and then installed (in reality, a web server instance may be available as an image as well).
Selecting the AMI
Instructions to create a new EC2 instance using the AWS console were described earlier. The user may recall that one step during this process is selecting an AMI (discussed around Figure 2.8). More details of this phase to perform advanced functionality are described next.
Using the dropdown menus to select “Amazon Images” and “Amazon Linux” brings up a list of Linux images supplied by Amazon, as shown in Figure 2.11. Here, the root device column indicates whether the root device for the image is EBS or not. Some of the important parameters of the AMI are in the “Description” tag in the lower half of the figure. It can be seen that the image is a 64-bit Amazon Linux image with the root device 
/dev/sda1 in EBS. The value 
true in the “Block Devices” field is the 
DeleteUponTerminate flag and indicates that the device is not persistent; i.e., it will vanish if the EC2 instance terminates. Clicking the “Launch” button brings up the launch wizard, which goes through a number of steps (such as selecting the size of the machine, and possibly creating a new key pair) before launching the EC2 instance. However, at the time of this writing, there is no way to create an EC2 instance with a persistent root device through the AWS Console. Therefore, the next section describes how to launch the EC2 instance using the command line.
	[image: B9781597497251000020/f02-11-9781597497251.jpg is missing]

	Figure 2.11 Selecting an AMI.





Creating the Example EC2 Instance
Two other important steps done during the creation of an instance are (i) generate a key pair that provides access to the EC2 servers that are created and (ii) create a security group that will be associated with the instance and specify the networking access rules. In our example, since the instance created will not have the required software (web server) installed on it by default, the security group created will initially be an empty security group that disallows any incoming network access. Subsequently, the security group will be modified to allow HTTP access.
The key pair is generated from the EC2 console (see Figure 2.11) by clicking on the “Key Pair” link, following the instructions and downloading the resulting files (called 
f2.pem in this example). In the earlier section, there was a necessity to execute the remote shell command from the directory where the key-pair (
.pem) file was stored. The following script shows how to set an environment variable named 
EC2-PRIVATE-KEY so as to make the downloaded key the default key-pair for EC2 instances.
For Linux:
$ export EC2-PRIVATE-KEY=~/.ec2/f2.pem
$ ec2addgrp "Web Server" –d "Security Group for Web Servers"
$ ec2run ami-74f0061d –b dev/sda1=::false –k f2.pem –g “Web Server”
For Windows:
C:\> set EC2-PRIVATE-KEY =C:\.ec2\f2.pem
C:\> ec2addgrp "Web Server" –d "Security Group for Web Servers"
C:\> ec2run ami-74f0061d –b "xvda=::false" –k f2.pem –g "Web Server"
In the above example, the 
ec2addgrp command (short for 
ec2-create-group) creates a security group called “Web Server” and disallows all external access. As stated earlier, this rule will later be modified to allow HTTP access. Next, the 
ec2run command (short form for 
ec2-run-instances command) is used to start the instance with a persistent EBS root volume. The first parameter is the AMI id of the AMI selected in Figure 2.11. The value 
false in the 
–b flag (which controls the behavior of the root volume) indicates that the 
DeleteUponTerminate flag for this volume is to be set to 
false. This implies that the volume will not be deleted even if the EC2 instance terminates. The 
–k and 
–g parameters specify the keypair that can be used to communicate with the instance and the security group for the instances, respectively. The number of instances to be launched defaults to 1. A range can be explicitly specified using the 
–instance-count parameter. More details of all the command line options for EC2 are available at 
Amazon Elastic Compute Cloud Command Line Reference[6].
The DNS name for the newly created instance is available from AWS console. Alternatively, the 
ec2-describe-instances command (
ec2din is the short form) can be also used to get the public DNS name of the instance. Subsequently, ssh, PuTTY or Remote Desktop Connection can be used to login to the instance and download the software to be installed (via yum, for example). After installing the additional software, the image can be saved on EBS as an AMI using the 
ec2-create-instance command. The parameter 
instanceId is the instance id of the EC2 instance, and the command returns the AMI Id of the newly created EBS AMI. These steps are shown in the following script:
For Linux :
$ ec2din
$ ssh –i 
f2.pem instance-id
$ ec2-create-instance –n "Web Server AMI" 
instanceId
For Windows:
C:\>ec2-describe-instances
C:\putty
C:\>ec2-create-instance –n "Web Server AMI" 
instanceId

Attaching an EBS Volume
Since the HTML pages to be served from the web portal need to be persistent, it is required to create an EBS volume for holding the HTML pages that are to be served by the web server. EBS volumes can be created from the EC2 console (see Figure 2.11) by clicking on the “Volumes” link. This brings up a listing of all EBS volumes currently owned by the user. Clicking the “Create Volume” button brings up the screen shown in Figure 2.12, where the size of the needed volume can be specified before being created.
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	Figure 2.12 Creating an EBS volume.




The new volume that has been created is shown on the “Volumes” screen with a status of available (see masked content on Figure 2.13). Clicking on the “Attach Volume” button brings up the “Attach Volume” screen (Figure 2.13), which has drop-down menus for the EC2 instance to be used, as well as the device name (
xvdf to 
xvdp for Windows, 
/dev/sdf to 
/dev/sdp for Linux). After making the appropriate selections, clicking the “Attach” button will virtually attach the volume to the selected instance. At this stage, an EC2 instance has been created, the web server has been installed and a separate persistent store on EBS has been attached.
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	Figure 2.13 Attaching an EBS volume to an EC2 instance.





Allowing External Access to the Web Server
Since the web server is now ready for operation, external access to it can now be enabled. Clicking on the “Security Groups” link at the left of the EC2 console brings up a list of all security groups available. Figure 2.14 shows the available security groups, which consist of the newly created group “Web Server” and two default groups. By clicking on the “Inbound” tab, it is possible to input rules that specify the type of traffic allowed. Figure 2.14 shows how to add a new rule that allows traffic on port 80 from all IP addresses (specified by the 0 IP address). A specific IP address can also be typed in to allow a specific IP address to be allowed. Clicking the “Add Rule” button adds this particular rule. After all rules are added, clicking the “Apply Rule Changes” button activates the newly added rules. By permitting external access to the web server, it is effectively in a DMZ (which is a region in an Intranet where external access is allowed) [12] and [13]. Similarly, by disallowing external access from outside to other servers, they are effectively kept out of the DMZ.
This completes the deployment of a simple web server on EC2 and EBS. The next section makes this example much more complex allowing Web 2.0 style usage and applies it to the Pustak Portal case study.


Using EC2 for Pustak Portal
The following section describes a more complex case of deploying the running example of Pustak Portal (a simple book publishing portal detailed in the Preface). The Portal is enhanced to allow authors to upload and share book chapters or short articles in various formats with readers, who have to be registered with the portal. This kind of functionality is similar to portals of online newspapers and magazines. For this, it is necessary to store the documents, together with metadata such as the file type, and an access control list of readers who have been given access permission. Since a particular article may become very popular due to its topical nature, the load on the portal could vary greatly, and it is necessary that the number of servers scale up and down with usage. This motivates the use of Amazon EC2.
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	Figure 2.14 Modifying a security group.




The high-level architecture of the enhanced Pustak Portal is shown in Figure 2.15. The articles are stored in S3, while the associated metadata, such as article properties, the list of users the document is shared with, etc., are stored in Simple DB. The portal web site runs on EC2 and automatically scales up and down with usage. Example code for this will be written in Ruby [14].
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	Figure 2.15 Article sharing portal architecture.
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Document Store for the Article Portal
RightScale has developed some Ruby Gems (packages) for AWS. First, these open source gems are imported using the 
require statement.
require 's3/right_s3'
Next, initialize the S3 client with authentication credentials so that it is possible to access S3 using RightScale AWS API [15]. Recall from the 
Getting Started section of the S3 section that authentication keys are generated when creating an Amazon account.
def initialize(aws_access_key_id, aws_secret_key)
@s3 = RightAws::S3.new(aws_access_key_id, aws_secret_key);
@bucket = @s3.bucket('document_portal_store', true)
end
Assume that each author has their own bucket. In that case, they can upload their articles using a unique identifier that they assign to the article.
def save(doc_id, doc_contents)
@bucket.put(doc_id, doc_contents)
end
Similarly, the opening of existing objects is done as follows:
def open(doc_id)
@bucket.get(doc_id).data
end
When an article is no longer relevant, the authors can delete it as follows:
def delete(doc_id)
@bucket.get(doc_id).delete
end

Storing the Article Metadata
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Assume that the following metadata has to be stored for each article: the name of the article, author, and a list of readers. This information can be stored in Simple DB as key value pairs. Recall that SimpleDB allows one to store attributes associated with a key. The first step is to initialize a SimpleDB client.
require 's3/right_sdb_interface'
class DocumentMetadata
def initialize(aws_access_key_id, aws_secret_key)
@domain = 'document_portal_metadata'
@sdb = RightAws::SdbInterface.new(aws_access_key_id, aws_secret_key)
@sdb.create_domain(@domain)
end
To store the metadata for a new article, it is necessary to create an entry for this article and write the corresponding attributes to Simple DB. Since Pustak Portal created a bucket for each author, and the article names are unique within the bucket, the combination of the author name and bucket will be unique and can be used as the key to store and retrieve data, and is the variable doc_id. Note that SDB values are always arrays, so name and author have to be converted to an array.
def create(doc_id, doc_name, author, readers, writers)
attributes = {
:name => [ doc_name ],
:owner => [ owner ],
:readers => readers,
:writers => writers,
}
@sdb.put_attributes(@domain, doc_id, attributes)
end
The metadata can be retrieved as follows:
def get(doc_id)
result = @sdb.get_attributes(@domain, doc_id)
return result.has_key?(:attributes) ? result[:attributes] : {}
end
The following procedures can be used to grant or revoke access for readers:
def grant_access(doc_id, access_type, user)
attr_name = access_type == :read_only ? :readers : :writers
attributes = { attr_name => [ user ] }
@sdb.put_attribute(@domain, doc_id, attributes)
end
def revoke_access(doc_id, access_type, user)
attr_name = access_type == :read_only ? :readers : :writers
attributes = { attr_name => [ user ] }
@sdb.delete_attribute(@domain, doc_id, attributes)
end
It may also be necessary to find the articles that a user has access to. These could be articles that were created by the user (owned) or those that other users have granted him access to. We can use SimpleDB's Query feature as follows:
def documents(user)
docs = { :owned => [], :read_only => [], :write => [] }
query = "['owner'='#{user}'] union ['readers'='#{user}'] union ['writers'='#{user}']"
@sdb.query(@domain, query) do |result|
result[:items].each do |doc_id, attributes|
access_type = nil
if attributes["owner"].include?(user) then
access_type = :owned
elsif attributes["readers"].include?(user) then
access_type = :read_only
end
docs[access_type] << { doc_id => attributes } if access_type
true # tell @sdb.query to keep going
end
end
return docs
end
This basic data model can be used to write the views and controllers for a Ruby-on-Rails web application that is part of Pustak Portal and allows authors to upload, and share documents with readers. AWS also provides SDKs for Java, .NET, PHP and also mobile platforms like Android and iOS, so the Pustak Portal application can be developed in other languages as well as for mobile platforms.

EC2 Example: Auto-Scaling the Pustak Portal
The starting point for an AWS-based auto-scaling web site is the bundle for the web application that captures all the dependencies for the application. For example, the portal needs a web application and a Web Application Archive (WAR) if the application is written in Java. Similarly, the Ruby gems if the program is written in Ruby. Using an application bundle, one can enable auto-scaling in two ways:

i. Using AWS Beanstalk

ii. Application-based auto-scaling.



Both approaches are discussed in the following section.
Auto-Scaling using AWS Beanstalk
AWS Beanstalk[16] is a part of EC2 that provides auto-scaling. Beanstalk automates the auto-scaling deployment process. The application developer just provides the application WAR, configures the load balancer, sets auto-scaling parameters and Tomcat/Java parameters and also an email address for notifications. All of this can be done at the AWS Console. When Beanstalk finishes deploying, it creates a fully functioning, auto-scaling, load-balanced web site at http://<app-name>.elasticbeanstalk.com.
Figure 2.16 shows the Beanstalk console for the sample application provided by Amazon. The application is running in the default environment, which consists of Linux and Tomcat (this is actually the AMI described earlier in the chapter). Buttons for launching a new environment (AMI) or importing a new application in to AWS are shown in the top right of the screen. Graphs showing the performance statistics of the application are also shown in the figure.
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	Figure 2.16 Amazon web services console for beanstalk.




At the time of this writing, AWS Beanstalk only supported WAR deployments, so it was not suitable for the Pustak Portal application described earlier in Ruby. The next section describes how one can auto-scale such (non Beanstalk) application solutions on EC2, for a general case.

Application-controlled Auto-Scaling
If the application deployment cannot be auto-scaled using Beanstalk, then it is necessary for the developer to develop the auto-scaling infrastructure. This can be done in three steps as follows.

1. 
Select an AMI: As stated earlier, an AMI consists of the combination of the OS and software needed by the application. A large number of AMIs, including AMIs provided by software vendors such as IBM and Oracle, are available at 
Amazon Machine Images (AMIs)[17]. If no suitable AMIs are available, it is necessary to create a custom AMI. This process is described in the section “Creating a Custom AMI.” Make a note of the AMI Id.

2. 
Set up an Elastic Load balancer: From the EC2 Section of the AWS Console (see Figure 2.16), select “Load Balancers” 
->“Create Load Balancer” and fill out the values requested. It is possible to start without any instances initially; they will be started when auto-scaling is enabled. Make a note of the new load balancer name.

3. 
Set up Auto-scaling: This is done in the command line that follows (since it is not currently available from the AWS console). The 
as-create-launch-config command creates a launch configuration using the AMI ID obtained earlier and an EC2 instance (
m1.small in this case). The 
as-create-auto-scaling command creates a group of instances that will scale from 1 to a maximum of 10, covered by the load balancer created earlier. Upon execution, the minimum specified number of instances will be created automatically.



Auto-scaling is controlled by an auto-scaling policy. An auto-scaling policy specifies the conditions under which the number of instances is to be scaled up or down. The policy is specified by the 
as-put-scaling-policy command. The following code snippet states that the number of instances should be increased by 1, with a 300-second wait time between consecutive runs to allow instances to launch. Running this will return a policy ID, which must be noted. A scale-down policy similar to the scale-up policy can also be specified.
The conditions under which the scale-up policy is to be executed are specified by the 
mon-put-metric-alarm command. This is a CloudWatch CPU alarm set to execute the policy when CPU utilization exceeds 75%. More details about CloudWatch, the EC2 monitoring tool, are described in Chapter 8. Finally, the script needed to do all of the steps is as follows.
$ as-create-launch-config DocPortalLaunchConfig -image-id <image ID> - instance-type m1.small
$as-create-auto-scaling-group DocPortalGroup -launch-configuration DocPortalLaunchConfig -availability-zones us-east-1a -min-size 1 -max-size 10 -load-balancers <loadbalancer name>
$ as-put-scaling-policy DocPortalScaleUp -auto-scaling-group MyAutoScalingGroup -adjustment=1 -type ChangeInCapacity -cooldown 300
$ mon-put-metric-alarm DocPortalCPUAlarm -comparison-operator GreaterThanThreshold -evaluation-periods 1 -metric-name CPUUtilization - namespace "AWS/EC2" -period 600 -statistic Average -threshold 75 -alarm-actions <policy ID> -dimensions "AutoScalingGroupName=DocPortalGroup"


NoteHP CloudSystem Automation Suite

• CloudSystem Matrix: A product that enables IaaS as a private cloud solution as well as basic application deployment and monitoring.

• CloudSystem Enterprise: A product that enables IaaS as a private or hybrid cloud solution; supports a single services view, heterogeneous infrastructure, bursting and bridging to a public cloud if desired, and advanced life cycle management.

• CloudSystem Service Provider: A product that enables public or hosted private cloud; meant for service providers to provide SaaS; includes aggregation and management of those services.












HP CloudSystem Matrix1
1Contributed by Mr. Nigel Cook, Hewlett-Packard Laboratories, USA
While Amazon EC2 is an example of public IaaS cloud, 
HP CloudSystem Matrix is an important IaaS offering from HP for Enterprises to build private or hybrid clouds. CloudSystem Matrix is part of the 
CloudSystem Automation Suite of products, which includes three IaaS products, namely, CloudSystem Matrix, CloudSystem Enterprise and CloudSystem Service Provider. CloudSystem Matrix, as mentioned earlier, is a is private cloud IaaS offering. It allows customers to perform basic infrastructure and application provisioning and management very rapidly. 
CloudSystem Enterprise includes Matrix and advanced IaaS features, such as the ability to manage hybrid clouds, with support for cloud-bursting (described in Chapter 6) and the ability to allocate resources from a public cloud to supplement private cloud resources during a peak period. Therefore, CloudSystem Enterprise can draw upon resources both from public clouds (such as Amazon) as well as private resources belonging to the enterprise to create an optimal hybrid service. 
CloudSystem Service Provider is targeted at service providers and provides the infrastructure needed to build a PaaS or SaaS service that can be offered to customers. This section describes the key technology of all three products, the CloudSystem Matrix software. Built on market leading HP BladeSystem, the Matrix Operating Environment, and Cloud Service Automation for Matrix, CloudSystem Matrix offers a self-service infrastructure portal for auto-provisioning and built-in lifecycle management to optimize infrastructure, monitor applications and ensure uptime for cloud and traditional IT. In this section, the basic features of CloudSystem Matrix are described first, following which there is a description of how a portal such as Pustak Portal can be set up using the Web GUI interface. CloudSystem Matrix also offers APIs which allow the infrastructure to be managed programmatically; these APIs are illustrated with an example in Chapter 8, 
Managing the Cloud.
Since Amazon EC2 has been described in detail, the description in this section will be limited to key features of CloudSystem Matrix and internal implementation details, rather than the user view of IaaS as was done for EC2. This will enable the reader to appreciate the features that one can expect in a generic IaaS platform and also give a sense of the potential architecture and implementation of Amazon EC2 or similar systems.
Basic Platform Features
CloudSystem Matrix [18] is an HP product that combines server, network, storage and management components in an integrated offering. The inbuilt management provides a web-based graphical user interface, as well as an exposed web service API that provides infrastructure as a service (IaaS) capabilities. The fundamental elements of the CloudSystem Matrix IaaS interfaces are:

1. Service Catalog

2. Consumer Portal (self-service interface)

3. One or more shared resource pools

4. Service template design and authoring tools

5. Administrator Portal containing tools for group, resource capacity, usage and maintenance management.



In combination, these elements allow infrastructure to be easily consumed and administered. A typical example is the case of a consumer who wants to create and administer a service. The consumer can browse the 
Service Catalog, which lists the available infrastructure offerings. The catalog entries serve as a blueprint template for new service creation by the consumer. To create a new service, the consumer uses the 
Consumer Portal, which is a 
self-service interface, to select the desired catalog entry and nominate the desired shared resource pool to be used as a source of capacity for the new service. 
Self-service means, as the name implies, that a cloud user who wishes to set up a service can set it up without interacting with a cloud administrator. Recall from Chapter 1 that self-service is defined by NIST as one of the fundamental characteristics of a cloud service. The shared resource pool consists of a collection of similar resources, such as storage LUNs, and virtual machines. Subsequently, the consumer uses the Consumer Portal to perform on-going management operations over the lifetime of the service. This could be simple activities including re-boot or console access to their environment, or more advanced activities such as adjusting the resources assigned to the service – expanding to meeting demand growth, as well as quiescing resources for savings during low utilization periods.
Entries in the Service Catalog need to be authored, tested and published with tools to support the process. This is done via the 
Service Template Designer Portal and the 
Workflow Designer Portal. The administrator of the environment uses the 
Administrator Portal to manage the groups of consumers, setting policies associated with their catalog access, and resource pool consumption. Administrator tools also need to support capacity planning associated both with demand growth as well as the impacts of maintenance schedules.
CloudSystem Matrix treats all resources in a uniform manner; i.e., as objects with 
attributes that are grouped into 
resource pools. For servers, the virtual servers can have attributes such as the speed of the CPU, the OS available, and the cost. Similar virtual servers can be grouped into resource pools of servers. Similarly, virtual storage devices can also have attributes such as their speed, RAID configuration, and cost per byte and can also be grouped into resource pools. Network configuration allows specification of various policies such as the IP address assignment policy (Static, DHCP, or Auto-allocation). During service instantiation, resources are allocated from the appropriate pools based upon user specification.

Implementing the Pustak Portal Infrastructure
CloudSystem Matrix can be used for several IaaS usecases [19]. A portal like Pustak Portal can be implemented using the CloudSystem Matrix service catalog templates and self-service interfaces previously described. CloudSystem Matrix service templates are typically authored with a built-in graphic designer and then published into the catalog in an XML format. It is also possible to create the XML representations using other tools and import the templates using the CloudSystem Matrix APIs.
Template Design for Pustak Portal
As stated earlier, service template design is the first step in service setup using CloudSystem Matrix. Subsequently, the template can be used to instantiate the service [20]. The template design for the Pustak Portal is shown in Figure 2.17. The design uses a combination of virtual machines and physical servers to realize the service in order to leverage the flexibility conferred by virtualization. This is illustrated in Chapter 8Managing the Cloud where scaling the service up or down is considered.
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	Figure 2.17 CloudSystem Matrix service template example.




The service is realized in a conventional three tier application. In the example template, the web tier is connected to the Internet and contains six ESX host VMs running a Linux operating system realized as a set of linked clones. These VMs share a file system used as a cache for frequently used web data. The web tier connects to a private service internal network that is used for communication between the web tier servers and the application and database servers. The App Server tier contains four HyperV VMs running windows, while the database tier contains two physical servers also running Windows. The physical server database cluster shares a 300GB Fibre Channel disk.

Resource Configuration
After template definition, it is necessary to configure the resources (server, storage, network) used in the service template. These attributes are set in the Service Template Designer Portal. As an example for a virtual server configuration (see Figure 2.18), it is possible to set:
• Cost Per Server used for charge back

• Initial and Maximum number of servers in the tier

• Option to deploy servers as linked clones

• Number of CPUs per VM

• VM Memory size

• Server recovery automation choice
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	Figure 2.18 CloudSystem Matrix server configuration example.




For the configuration of the physical servers there is an additional configuration parameter regarding processor architecture and minimum clock speed. The software tab in the designer allows configuration of software to be deployed to the virtual or physical server.
Similarly for disk configuration, Figure 2.19 shows an example of a Fibre Channel disk, with the following configuration parameters:
• Disk size

• Cost Per GB used for charge back

• Storage type

• RAID level

• Path redundancy

• Cluster sharing

• Storage service tags
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	Figure 2.19 CloudSystem Matrix storage configuration example.




Storage service tags are used to specify the needs for storage security, backup, retention and availability requirements.
Network configuration allows the service network requirements to be specified including requirements regarding:
• Public or private

• Shared or exclusive use

• IPV4 or IPV6

• Hostname pattern

• Path redundancy

• IP address assignment policy (Static, DHCP or Auto-allocation)



For example, specifying a private, exclusive-use network would provide the servers a network isolated from other servers in the environment.

Pustak Portal Instantiation and Management
Once the Pustak Portal templates have been created, the self-service interface of CloudSystem Matrix can be used by consumers to perform various 
lifecycle operations on the cloud service. Lifecycle operations are major management operations, such as creation, destruction, and addition and removal of resources. More specific details of lifecycle operations as per DMTF reference architecture can be found in Chapter 10. Consumer lifecycle operations are available either from a browser-based console or via the published web service APIs. The browser-based console provides a convenient way for the consumer to view and access their services, browse the template catalog and create new services and delete existing ones, view the status and progress of the infrastructure requests they have initiated, examine their resource pool utilization, and view their resource consumption calendar.
The lifecycle operations include the ability to adjust the resources associated with a particular service. Referring back to Figure 2.18 as an example, the number of servers in the web tier was initially specified to be 6 servers, with 12 as maximum number of servers in the tier. From the self-service portal the consumer has the ability to request additional servers to be added, up to the maximum of 12 servers. The consumer also has the ability to quiesce and reactivate servers in a tier. For example, in a tier that has 6 provisioned servers, the consumer can request 3 servers be quiesced, which will cause those servers to be shut down and the associated server resource released. However, a quiesced server disk image and IP address allocation is retained, so that the subsequent re-activate operations can occur quickly, without requiring a server software re-provisioning operation.
In order to maintain service levels and contain costs, the owner can dynamically scale the resources in the environment to make sure that the service has just enough server and storage resources to meet the current demand, without the need to be pre-allocated and have a lot of idle resources. The service scaling can be performed depending on the number of concurrent users accessing the system. As stated previously, this can be done manually via the Consumer Portal. In Chapter 8, 
Managing the Cloud, there is a detailed description of how this can be accomplished automatically using the CloudSystem Matrix APIs.


Cells-as-a-Service2
2Contributed by Dr. Badrinath Ramamurthy, Hewlett-Packard, India.
This section describes a novel IaaS technology called 
Cells-as-a-Service, which is a research prototype from Hewlett-Packard Laboratories. The Cells-as-a-Service prototype (simply referred to as 
Cells for short) was built to support multi-tenanted services for complex services. In any complex realistic service, there are various components such as a ticketing service, billing service, logging service, etc. that may be required to be hosted on an infrastructure service. A unique feature of the Cells prototype is its ability to define templates for such complex systems and enable easy deployment. Cells has been evolving, and currently supports many of the properties mentioned previously. As before, this section first introduces some simple concepts defined by the platform, explains the usage through a simple example and then describes the advanced features of the platform with Pustak Portal.

Introduction to Cells-as-a-Service
In order to understand what the Cells-as-a-Service platform enables, one needs to look at a cloud service from a different perspective. In any complex realistic service, there are various stakeholders and components, which are distinguished to clarify the exposition:
• 
Cell is an abstraction for a set of virtual machines interconnected to deliver a service.

• A 
Service Template (
ST) is a template describing the infrastructure (including both software and hardware) that is required to realize a service. Since it is a template, various parameters, such as the number of servers needed, may not be specified.

• 
A Service User (SU) is the consumer of a service

• 
Service Provider (SP): The person who acquires the resources to host the service, and then configures and runs the service is a Service Provider (SP).

• 
Compute Service Provider (CSP): The entity from which the service provider acquires the resources by supplying the Service Template is called the Compute Service Provider (CSP).



A 
Cell Specification (
CS) specifies the structure of a particular cell that implements a service. If a particular type of service is instantiated multiple times, it is useful to have an ST that describes the service, and then derive a CS from it as needed. In some cases, the SU and the SP are the same, as in the case of an individual renting some machines for running a computation. The Amazon EC2 and the CaaS prototype are examples of CSPs.

Example: Setting Up a Web Portal
To make the ideas from the previous section more concrete, consider a simplified situation where Cells is used to set up a web service for accessing HTML documents available on the node.
The Cells Portal is the primary entry point for a user. The first thing that the user (likely to be an SP) does is to request for a sign-on. Once the user fills out the requisite details and signs into his account he sees all the resources he has permissions to access. Among these resources are the Cells that the user has created.
For an example, let us assume he is a new customer and has no cells to his name. To start with, the user first creates a (empty) cell, and then populates it. The process of creation of a cell makes an 
initial controller service, specific to the cell, available to him. He can now interact with the cell controller to populate the cell. If the user already has a file containing the specification of a cell (more on that in a moment), he can use an option to simply submit the specification to the cell. Alternately, the specification may be graphically created using a drag and drop user interface to create the elements, their connectivity and specify the element properties.
The cell specification contains the details of all the (virtual) resources used by the cell. For instance, consider creating a cell with two nodes – one is a web server and the other runs a backend database for the web server. One way to specify this is to say that one wants two VMs – a WebVM and a DBVM on a private network (see Figure 2.20). Both have local disks. The WebVM has an additional interface to connect to the external world; and the DBVM has an additional large disk to store the data in the database. Figure 2.20 shows a schematic of this configuration.
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	Figure 2.20 An example cell.




Assume for simplicity that the two VMs' specialized OS images are provided as two different images already available to the user, just as a specification, and also that the IaaS console or portal provides a tool to author such a specification graphically (Figure 2.21). The user then just submits the specification, causing the service to deploy the required resources and 
power on the cell.
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	Figure 2.21 An example interface to the cell.




On the IaaS portal, the user will now see the cell being populated with elements specified in the specification and also virtual machines popping up to life along with the disks and the network elements. In a few seconds, the nodes are up and the user can now log in to the node that has the external facing network interface. By simply clicking on that node the user can see the externally resolvable name and routable IP address (see Figure 2.21).
The user can also log into the WebVM server and DBVM (via WebVM) and do any customizations on the server, as needed. The configured services become ready to use for the SUs as an application service end-point on the WebVM.
The power of template-based service deployment that Cells provides can be seen by contrasting this to the multiple configurations and scripts that are necessary in a typical IaaS system. These template specifications can also be shared and therefore are easy to replicate.
Cell Specification for the Example
As previously stated, the user submits a template specification to realize they require cell contents or infrastructure deployment. This section describes a sample specification to understand the platform better. The starting point is a skeleton of the specification for the cell schematically shown earlier in Figure 2.20.
In this example, the specification has an all-encompassing <cell> element that contains two network elements (XML node 
network), a storage volume (XML node 
volume) and a virtual machine (XML node 
vm). These three are the common basic resources in a cell. The 
network element specifies the name of the network and optionally one can specify what the subnet id should be. This subnet id is a resource and is only visible within the cell. Another cell can use the same subnet id but that will represent a different subnet, limited to that cell. In this example the two networks have subnet ids 2 and 15, representing the two networks on which the NICs of the node will sit.
For 
volume, there is a name associated with the volume and a URL describing the image location. The local volume 
webVol is initialized with the contents of the image specified by the resource 
urn: sup: vol-0-1-27. Independently, one should expect that the specified resource has already been made available to the controller with this resource name. Perhaps this is a volume either created by the same user or by someone else but made visible to this user. In the example this is the volume containing the OS and any other configuration data that will be the image on which the WebVM will run.
<?xml version="1.0" ?>
<cell>
– <network def="
ext">
<subnet>
15</subnet>
</network>
– <network def="
net2">
<subnet>
2</subnet>
</network>
– <volume def="
webOSVol">
<imageUrl>
urn:sup:vol-0-1-27</imageUrl>
<size>
256</size>
</volume>
– <vm def="
webVM">
<vbd def="
vbd0">
<volUrl>
sup:/webOSVol</volUrl>
</vbd>
<vif def="
vif0">
<netUrl>
sup:/ext</netUrl>
<external>
true</external>
</vif>
<vif def="
vif1">
<netUrl>
sup:/net2</netUrl>
</vif>
</vm>
...
</cell>...
The last item in this skeleton is a virtual machine. This VM is for the WebVM of the example. The 
VM specification simply mentions that the VM's block device should be connected to the volume 
webVol, mentioned earlier, and that the two interface NICs 
vif0 and 
vif1 should be connected appropriately to the network elements mentioned earlier. Further, the specification on the interface qualifies the interface 
vif0 to be externally routable.
Clearly, this only specifies part of the whole specification for the cell shown in Figure 2.20. The DBVM and its two volumes (for the OS and the database) would also need to be specified. The NIC on the DBVM would also connect to net2, allowing the two VMs to communicate. With the addition of these elements, the specification would be complete.
Note that only a few attributes, such as size of volumes and the external connectivity attribute for a network interface, have been shown. There are many more attributes that may be specified, such as the trailing part of the IP address of the individual interfaces, called the 
host part. The specification may also contain elaborate rules that describe which VMs in which cells may connect over the network. There are also rules that govern disk image sharing.


Multi-tenancy: Supporting Multiple Authors to Host Books
The previous section showed how a simple cell is created. This section contains a more elaborate example. This example also shows how a cell may be flexed-up by invocations from applications running in VMs within a cell.
Assume that Pustak Portal (a 
service provider or 
SP) is creating a service to give authors the ability to create portals for their books and provide a search service for anyone who wishes to search for terms in the author's portal. Thus the author's portal would contain the books written by the author. In addition, it must also contain an index which can be searched. The example describes how construction of this complex system would be automated using Cells.
Figure 2.22 illustrates the structure of the kind of cell that is needed. Assume that the service provider starts with a specification for a cell with two VMs. One is the 
Controller Service VM (
CVM) that hosts the main service which is the interface to prospective authors; the second, the 
Search Engine VM (
SVM) which hosts the service that has indexed content of author books and provides users a search service over the books' contents. This specification looks very much like the specification for the simple cell in the earlier example, but has one main difference – both VMs are in external facing as well as internal facing subnets. Thus, each of the VMs has two NICs. See Figure 2.22a.
	[image: B9781597497251000020/f02-22-9781597497251.jpg is missing]

	Figure 2.22 Author web site cell. Structure of the cell to support websites for each author.




The author acquires a web site by making a web request to the CVM via its portal. For the application in the CVM to make a request to the controller so that the request is honored, the application needs to hold an appropriate certificate – this is the certificate provided by Cells to the SP when creating the SP user. The result is that an 
Author VM (
AVM) gets created on the backend and returns an 
Author URL (
AURL) by which he can access his web site (which is inside the AVM). Among other information, the negotiation between the CVM portal and the author to create an author web site includes creating certificates to authenticate the author to the portal in the AVM. This is at the application level and is handled entirely by the logic of the application in the CVM. Any method may be used by the CVM service to establish identity with the service in the AVM. Figure 2.22(b) shows the cell after two AVMs have been added.
Now the author uses the AURL to do anything that the service allows. Among them will be the ability to upload the book content. Another feature will be the ability to contact the SVM and post a request to it to index its contents for any end user search. Also note that every author gets a new AVM – a nice complex use case that requires multi-tenancy at the infrastructure level that this platform handles very well. So, the cells architecture is not just an IaaS but enables customized cloud services to be built over it.
Note that all the logic to accept requests for a web portal from an author allows the author the facility to edit his web portal; the logic to access and index the books and other such features are logic embedded in the corresponding web services, which are already part of the OS image that those corresponding AVMs are created from.
The initial specification submitted to create the cell contains the CVM and AVM specifications along with the required subnets and volumes that are sketched in Figure 2.22(a). At some point in the web application logic of the CVM, a decision is taken to create an AVM. At this point it, the CVM, dynamically submits a specification to create an AVM from the corresponding image. The Cells architecture provides a way of updating a cell specification by submitting a specification change or a 
delta to the controller. The 
delta is a specification that specifies what has changed. This specification is shown in the following code segment.
<?xml version="1.0" ?>
<delta>
– <set>
<path> 
volAVM02a </path>
<spec>
<volume>
<imageUrl>
urn:sup:vol-0-1-30</imageUrl>
<size>
250</size>
</volume>
<spec>
</set>
– <set>
<path> 
volAVM02b </path>
<spec>
<volume>
<imageUrl>
urn:sup:vol-0-1-35</imageUrl>
<size>
1000</size>
</volume>
</spec>
</set>
– <set>
<path> 
vmAVM02</path>
<set>
<vm>
<vbd def="
vbd0">
<volUrl>
sup:/volAVM02a</volUrl>
</vbd>
<vbd def="
vbd2">
<volUrl>
sup:/volAVM02b</volUrl>
</vbd>
<vif def="
vif0">
<netUrl>
sup:/net2</netUrl>
</vif>
<vif def="
vif1">
<netUrl>
sup:/net15</netUrl>
<external>
true</external>
</vif>
</vm>
</set>
</delta>
In this specification, a new VM has been added that has two disks (
volAVM02a and 
volAVM02b). One volume will be used for the OS and the web service and the other to host the book and all other content for the portal. The AVM, like the CVM and SVM, has NICs on both the predefined internal and external subnets (
net2 and 
net15).
Isolation of Multiple Tenants
One can optimize the solution by enhancing the cell design (implementation of the backend) in several ways too. One option is to ensure that each AVM is not a new VM in the existing cell, but is a separate cell on its own. Rules can also be added to allow only communication between the SVM and the corresponding AVM. The advantage of this model is that since each VM is in a separate cell, if one AVM is compromised and becomes a rogue VM for some reason, it cannot affect the other AVMs by creating spurious traffic on any of the attached subnets. Then one can even give full root access to the VM itself to the author and let him enhance it in any further way he wishes. In this scenario, probably he will host a bunch of different applications unconstrained by what the default AVM provides.


Load Balancing the Author Web Site
Another interesting enhancement to the cell could be to allow load balancing. Consider the case where it is necessary to balance the load coming into an AVM. Among other things, load-balancing requires triggering the submission of a 
delta specification to the controller service to add an AVM, just as in the case of adding a new author VM. This design is explained in greater detail next.
Assume that the WebVM in Figure 2.20 is overloaded, perhaps because of all the processing it has to do. One of the advantages of using an IaaS is that the infrastructure may be dynamically flexed to meet performance requirements. To do this one may modify the infrastructure to look as described in Figure 2.23.
	[image: B9781597497251000020/f02-23-9781597497251.jpg is missing]

	Figure 2.23 A load-balancing configuration.




Here the load is arriving into the system at the node 
LBVM that is a load-balancer. The load-balancer then forwards the request to one of two WebVMs as shown in the figure. The reverse proxy facility as provided in, for example, the Apache web server supports this. In a simple case, the load-balancer does a round robin forwarding of requests. Further, when the load at all servers reaches a point that the SLA drops, the logic may submit a request to the underlying cell to bring up a new node running a WebVM to forward the requests to. In order to do this the LB needs to submit a delta request to add a server. One can write out the delta specification by looking at the delta specification in the previous section.
Note that application level logic is needed to reconfigure the LB so that it recognizes that the new node is a valid target for forwarded traffic. It is possible to use a similar delta to specify the removal of a WebVM in case the load is low enough that it can be handled by one fewer WebVM. In that case, the delta for deleting the identified node and its volume is shown here:
<delta>
<set>
<path> WebVM2 </path>
<spec> </spec>
</set>
<set>
<path> WebOSVol2 </path>
<spec> </spec>
</set>
</delta>
Another popular way to flex scale-out the web service is to add a WebVM and then use infrastructure using DNS-based load balancing. Details of how the DNS server responds to requests and balances loads is beyond the scope of this description and can be found in 
DNS Name Server Load Balancing[21].
In some cases it is the data service that is the bottle neck and not the web server. One way to address this is to have data that is distributed across nodes, as in the case of a distributed hash table or a distributed column store. In this case, there is no separate DB server. The LB makes a decision on where to forward the request depending on the data being requested. When a node is created by flexing up, the LB additionally needs to redistribute data so that the new node is also used. Consistent hashing techniques may be used to minimize the amount of data movement.
With that design, infrastructure service provides the core ability to flex the infrastructure. If this is coupled with the right application logic to restart application instances and allows some configuration and possibly data movement to actually distribute the load, then it makes a highly scalable Pustak Portal built almost as a platform to enable authors to host their book web sites.
In summary, the Cells technology and research lays a strong emphasis on simplicity of interface and modularity of design to build a reliable, scalable implementation of Infrastructure as a Service. Note the interesting fact that all the operations on the cell can be done just by posting appropriate specifications to modify the resources within a cell. The whole process is simply specification driven. While this section focused on providing a user perspective of the Cells prototype, the reader may wish to look at associated HP Labs Technical Reports [22], [23] and [24] to get an idea of some internal workings of the networking and storage aspects.


Summary
As detailed in this chapter, the IaaS cloud computing model offers virtual computing resources (servers, storage and networking) as a service. The advantage of this model is the flexibility it offers in allowing customers to create any desired computing environment by installing software of their choice. The disadvantage of this model compared to PaaS and SaaS models is that the burden of upgrading (in general, managing) the software falls upon the user. Since the IaaS model offers virtual computing resources that mimic a physical data center, the techniques used to upgrade software in a traditional data center can be used.
The IaaS services discussed in this chapter have two major functionalities: service creation, and service management. Important functions in service management include load balancing, failover, and monitoring and metering. Service creation in Amazon EC2 can be done using the AWS console for simple use cases. For more complex configurations involving S3 and EBS, one can use programming or scripting methods to set up the infrastructure needed. Service creation in HP CloudSystem Matrix is a two-step process. First, the service can be defined via the Service Catalog, Service Template Designer Portal and the Workflow Designer Portal These definitions are then saved in XML format in the Service Catalog, where they can be used for instantiating the service. The next step after service definition in CloudSystem Matrix is service instantiation. Similar to Amazon EC2, the Consumer Portal can be used by a naïve user to select an existing service template (say, 3-tier architecture) and instantiate it using resources from a resource pool. This console-based usage can be used to build or replicate complex infrastructures and is not just limited to simple templates.
In Amazon EC2, service definition is accomplished through the AMI definition, which includes specification of the software and hardware needed for the server. EC2 offers a wide variety of standardized computing environments (e.g., Windows, Linux, Solaris, Ruby on Rails), as well as a number of popular software packages (e.g., Hadoop, Apache, and DB2). This software environment can be customized, either by installing additional software on the EC2 virtual systems, or by importing a virtualized VMWare server image from the customer's servers as a custom AMI. The AMI also specifies additional EBS virtual disks needed. Following this, the AMI can be instantiated on servers of pre-specified size (e.g., small). After the AMI is instantiated, the software on the AMI can be configured (if needed) manually or using scripts.
In addition to the AMI, EC2 also allows storage (via S3 files, SimpleDB – a key-value store, or RDB – a relational database) to be associated with EC2 instances. Networking allows the creation of two types of addresses: private addresses for communication with EC2, and public IP addresses for external communication. Additionally, hybrid clouds can be created using EC2's Virtual Private Clouds, which creates a VPN that encompasses resources from an enterprise data center as well as EC2.
Since Amazon EC2 is a public cloud, it supports the notion of regions, which are specific geographic locations from which the needed computing resources can be drawn. This is for the purpose of performance or satisfying legal requirements. In CloudSystem Matrix as well it is possible to partition the resource pool into geographic regions, and specify allocation from specific regions.
Service management is the other important factor in IaaS offerings. Load balancing and failover is an important feature of service management. In EC2, load balancing and scaling can be accomplished by Elastic Beanstalk [16] and the Elastic Load Balancing service, which will distribute incoming requests over multiple servers. The load balancers also support the notion of a session, which may be application-defined. Load balancing and scaling in CloudSystem Matrix is accomplished through APIs, as described later in Chapter 8, titled 
Managing the Cloud.
Finally, the Cells architecture is a very interesting piece of research, which enables very easy creation of complex infrastructure – using just a simple XML specification that can be authored on a graphical user interface as well. This approach enables one to create a complex infrastructure and share and replicate the same as another instance. The example also described how one can even use the platform to host multi-tenanted service providers using the Pustak portal. This is a promising research in the right direction of enabling simplified deployment and management of cloud infrastructure.
Storage as a Service acts as an important complementary functionality by providing highly available and reliable persistent storage. Multiple services from Amazon Web Services were studied, and those provided diverse interfaces – block device interface (EBS), database interface(RDS), key-value stores (SimpleDB) or simple file system (S3) interface. These and other storage platform services are studied in the section describing storage aspects of PaaS in Chapter 3. Additional background concepts to enable efficient use of cloud storage are available in Chapter 5 and Chapter 6.
IaaS models allow virtual resources in the cloud to be provisioned for enterprise applications. These can, if desired, be an extension of the enterprise data center leading to a hybrid cloud model. The IaaS model, therefore, is suitable for enterprises that consider the cloud to be a natural extension of their data centers. More in-depth discussion on how one can use the IaaS platforms to address the scalability, availability and other technical challenges of the cloud can be found in Chapter 6.
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