


[image: 001]




Table of Contents

 


Title Page

Copyright Page

Dedication

Introduction

 


CHAPTER 1 -  Praise and Criticism

CHAPTER 2 -  Personality

CHAPTER 3 -  Teams and Team Building

CHAPTER 4 -  Emotion

CHAPTER 5 -  Persuasion

 


 Epilogue

Acknowledgements

 Bibliography

 Index




[image: 001]




CURRENT 
Published by the Penguin Group 
Penguin Group (USA) Inc., 375 Hudson Street, 
New York, New York 10014, USA 
Penguin Group (Canada), 90 Eglinton Avenue East, Suite 700, Toronto, 
Ontario M4P 2Y3, Canada (a division of Pearson Penguin Canada Inc.) 
Penguin Books Ltd., 80 Strand, London WC2R 0RL, England 
Penguin Ireland, 25 St. Stephen’s Green, Dublin 2, 
Ireland (a division of Penguin Books Ltd.) 
Penguin Group (Australia), 250 Camberwell Road, Camberwell, Victoria 3124, 
Australia (a division of Pearson Australia Group Pty. Ltd.) 
Penguin Books India Pvt. Ltd., 11 Community Centre, Panchsheel Park, 
New Delhi - 110 017, India 
Penguin Group (NZ), 67 Apollo Drive, Rosedale, North Shore 0632, 
New Zealand (a division of Pearson New Zealand Ltd.) 
Penguin Books (South Africa) (Pty.) Ltd., 24 Sturdee Avenue, 
Rosebank, Johannesburg 2196, South Africa

 

Penguin Books Ltd., Registered Offices: 
80 Strand, London WC2R 0RL, England

First published in 2010 by Current, 
a member of Penguin Group (USA) Inc.



Copyright © Clifford Nass, 2010

All rights reserved

 

Two graphs and two Eye Heart and Sheep drawings by Sebastian Yen

 

Bush and Kerry image by Nicholas Yee

 

LIBRARY OF CONGRESS CATALOGING-IN-PUBLICATION DATA

Nass, Clifford Ivar

The man who lied to his laptop : what machines teach us about human relationships / Clifford Nass with Corina Yen.

p. cm.

Includes bibliographical references and index.

eISBN : 978-1-101-44271-5

1. Interpersonal relations—Research—Data processing. 2. Human-computer interaction. I. Yen, Corina. II. Title.

HM1106.N38 2010

302.23’1—dc22 2010015427

 



 

Without limiting the rights under copyright reserved above, no part of this publication may be reproduced, stored in or introduced into a retrieval system, or transmitted, in any form, or by any means (electronic, mechanical, photocopying, recording, or otherwise), without the prior written permission of both the copyright owner and the above publisher of this book.

 

The scanning, uploading, and distribution of this book via the Internet or via any other means without the permission of the publisher is illegal and punishable by law. Please purchase only authorized electronic editions, and do not participate in or encourage electronic piracy of copyrighted materials. Your support of the author’s rights is appreciated.

http://us.penguingroup.com




To Florence Nass, Jules Nass, and Matthew Nass, and for all the family and friends who have passed away during my work on this book.

—CLIFFORD NASS

 

For my loving parents, David and Julie, and my dear siblings, Jacqueline and Sebastian.

—CORINA YEN




 Introduction

 WHY I STUDY COMPUTERS TO UNCOVER SOCIAL STRATEGIES

When you work with people, you can usually tell whether things are going smoothly or are falling apart. It’s much harder to figure out why things are going wrong and how to improve them. People seem too complex for you to consistently make them happier or more cooperative, or to make them see you as more intelligent and persuasive.

Over the past twenty years, I have discovered that the social world is much less complicated than it appears. In fact, interactions between people are governed by simple rules and patterns. These truths aren’t vague generalities, such as advice from our grandparents (“nothing ventured, nothing gained”), pop psychologists (“follow your dreams”), or celebrities (“don’t take no for an answer”). Instead, in this book I present scientifically grounded findings on how to praise and criticize, how to work with different types of people, how to form teams, how to manage emotions, and how to persuade others.

I didn’t set out to discover ways to guide successful human relationships. As a professor in many departments—communication; computer science; education; science, technology, and society; sociology; and symbolic systems—and an industry consultant, I work at the intersection of social science and technology. My research at Stanford University and my collaborations with corporate teams had originally been focused on making computers and other technologies easier,  more effective, and more pleasant for people to use. I didn’t know that I would be thrust into the world of successful human relationships until I encountered three peculiar problems: an obnoxious paper clip, a suspicious auditor, and an untrustworthy navigator.

In 1998, Microsoft asked me to provide evidence that it was possible to improve one of the worst software designs in computer history: Clippy, the animated paper clip in Microsoft Office. While I have often been asked by companies to make their interfaces easier to use, I had a real challenge on my hands with Clippy. The mere mention of his name to computer users brought on levels of hatred usually reserved for jilted lovers and mortal enemies. There were “I hate Clippy” Web sites, videos, and T-shirts in numerous languages. One of the first viral videos on the Internet—well before YouTube made posting videos common—depicted a person mangling a live version of Clippy, screaming, “I hate you, you lousy paper clip!”

One might think that the hostility toward Clippy emerged because grown-ups don’t like animated characters. But popular culture demonstrates that adults can indeed have rich relationships with cartoons. For many years, licensing for the animated California Raisins (originally developed as an advertising gimmick by the California Raisin Advisory Board) yielded higher revenues than the actual raisin industry. The campaign’s success in fact helped motivate Microsoft to deploy Clippy in the first place. (Bill Gates envisioned a future of Clippy mugs, T-shirts, and other merchandise.) Similarly, Homer Simpson, Fred Flintstone, and Bugs Bunny all have name recognition and star power equivalent to the most famous human celebrities. What about Clippy, then, aroused such animosity in people?

Around this same time, my second mystery appeared. A market-analysis firm asked me to explain why employees at some companies had started reporting dramatic increases in the approval ratings of all  the software applications they were using.

I started my investigation by comparing the newly satisfied users with those who had experienced no change in satisfaction. Strangely, I found that the people in the satisfied and dissatisfied companies were  relatively uniform with regard to their industries (banking versus retail), the types of computers being used (PCs versus Macs), the categories of software they worked with (programming versus word processing), and the technical skill levels of their employees (novice versus expert).

I then looked at how the researchers surveyed the companies (how often, by whom, how many times). The only difference I found was that the companies that had started reporting higher approval ratings had changed their procedure for obtaining the evaluation. Formerly, all of the companies had people evaluate software on a separate “evaluation” computer. Later, some companies later changed that procedure and had their employees evaluate the software on the same computer they normally worked with. Those companies subsequently reported higher approval ratings. Why would people give software higher ratings on one computer as compared to another identical computer?

My third problem concerned the navigation system BMW used in its Five Series car in Germany. BMW represents the pinnacle of German engineering excellence, and at the time its navigation system was arguably well ahead of other companies in terms of accuracy and functionality. Despite that fact, BMW was forced to recall the product. What was the problem? It turns out that the system had a female voice, and male German drivers refused to take directions from a woman! The service desk received numerous calls from agitated German men that went something like this:CUSTOMER: I can’t use my navigation system.

OPERATOR: I’m very sorry about that, sir. What seems to be the problem?

CUSTOMER: A woman should not be giving directions.

OPERATOR: Sir, it is not really a woman. It is only a recorded voice.

CUSTOMER: I don’t trust directions from a woman.

OPERATOR: Sir, if it makes you feel better, I am certain that the engineers that built the system and the cartographers who figured out the directions were all men.

CUSTOMER: It doesn’t matter. It simply doesn’t work.





Something wasn’t right, but the logic seemed impregnable (give or take).




 How a Sock Rescued My Research 

While these three dilemmas existed in vastly different products, industries, and domains, one critical insight allowed me to address all of them. My epiphany occurred while I was sitting in a hotel room, flipping through television channels. Suddenly, I saw Shari Lewis, the great puppeteer. She caught my attention for three reasons. First, instead of entertaining children, she was on C-SPAN testifying before Congress. Second, she had brought along her sock puppet Lamb Chop (not the first “puppet” to have appeared before Congress). Third, Lamb Chop was testifying in response to a congressman’s question.

In her childlike “Lamb Choppy” voice (very distinct from Lewis’s Bronx accent), Lamb Chop said, “Violence on television is very bad for children. It should be regulated.” The representative then asked, “Do you agree with Lamb Chop, Ms. Lewis?” It took the gallery 1.6 seconds to laugh, the other congressmen 3.5 seconds to laugh, and the congressman who asked the question an excruciating 7.4 seconds to realize the foolishness of his question.

The exchange, while leaving me concerned for the fate of democracy, also struck me as very natural: here was someone with a face and a voice, and here was someone else—albeit a sock—with its own face and voice. Why shouldn’t they be asked for their opinions individually?  Perhaps the seemingly absolute line between how we perceive and treat other people and how we perceive and treat things such as puppets was fuzzier than commonly believed.

I had seen that, given the slightest encouragement, people will treat a sock like a person—in socially appropriate ways. I decided to apply this understanding to unraveling the seemingly illogical behaviors toward technology that I had previously observed. I started with the despised Clippy. If you think about people’s interaction with Clippy as a social relationship, how would you assess Clippy’s behavior? Abysmal, that’s how. He is utterly clueless and oblivious to the appropriate ways to treat people. Every time a user typed “Dear . . . ,” Clippy would dutifully propose, “I see you are writing a letter. Would you like some help?”—no matter how many times the user had rejected this offer in the past. Clippy would give unhelpful answers to questions, and when the user rephrased the question, Clippy would give the same unhelpful answers again. No matter how long users worked with Clippy, he never learned their names or preferences. Indeed, Clippy made it clear that he was not at all interested in getting to know them. If you think of Clippy as a person, of course he would evoke hatred and scorn.

To stop Clippy’s annoying habits or to have him learn about his users would have required advanced artificial-intelligence technology, resulting in a great deal of design and development time. To show Microsoft how a small change could make him popular, I needed an easier solution. I searched through the social science literature to find simple tactics that unpopular people use to make friends.

The most powerful strategy I found was to create a scapegoat. I therefore designed a new version of Clippy. After Clippy made a suggestion or answered a question, he would ask, “Was that helpful?” and then present buttons for “yes” and “no.” If the user clicked “no,” Clippy would say, “That gets me really angry! Let’s tell Microsoft how bad their help system is.” He would then pop up an e-mail to be sent to “Manager, Microsoft Support,” with the subject, “Your help system needs work!” After giving the user a couple of minutes to type a complaint,  Clippy would say, “C’mon! You can be tougher than that. Let ’em have it!”

We showed this system to twenty-five computer users, and the results were unanimous: people fell in love with the new Clippy! A longstanding business user of Microsoft Office exclaimed, “Clippy is awesome!” An avowed Clippy hater said, “He’s so supportive!” And a user who despised “eye candy” in software said, “I wish all software was like this!” Virtually all of the users lauded Clippy 2.0 as a marvelous innovation.

Without any fundamental change in the software, the right social strategy rescued Clippy from the list of Most Hated Software of All Time; creating a scapegoat bonded Clippy and the user against a common enemy. Unfortunately, that enemy was Microsoft, and while impressed with our ability to make Clippy lovable, the company did not pursue our approach. When Microsoft retired Clippy in 2007, it invited people to shoot staples at him before his final burial.

 

 

Did the social approach also help explain users’ puzzling enthusiasm for their software when they gave feedback to the computer they had just worked with? Think about this as a social situation with a person rather than with a computer being evaluated. If you had just worked with someone and the person asked, “How did I do?” the polite thing to do would be to exaggerate the positive and downplay the negative. Meanwhile, if someone else asked you how that person did, you would be more honest. Similarly, the higher ratings of the software when it was evaluated on the same computer could have been due to users’ desire to be polite to the computer and their perception of the second computer as a neutral party. Did users feel a social pull when evaluating the computer they had worked with, hiding their true feelings and saying nicer things in order to avoid “hurting the computer’s feelings”?

To answer this question, I designed a study to re-create the typical scenarios in companies that evaluate their software. I had people work  with a piece of software for thirty minutes and then asked them a series of questions concerning their feelings about the software, such as, “How likely would you be to buy this software?” and “How much did you enjoy using this software?” One group of users answered the questions on the computer they worked with; another group answered the questions on a separate but identical computer across the room.

In a result that still surprises me fifteen years later, users entered more positive responses on the computer that asked about itself than they did on the separate, “objective” computer. People gave different answers because they unconsciously felt that they had to be polite to the computer they were evaluating! When we questioned them after the experiment, every one of the participants insisted that she or he would never bother being polite to a computer.

 

 

What about BMW’s problem with its “female” navigation system? Could stereotypes be so powerful that people would apply them to technology even though notions of “male” and “female” are clearly irrelevant? I performed an experiment where we invited forty people to come to my laboratory to work with a computer to learn about two topics: love and relationships, a stereotypically female subject, and physics, a stereotypically male subject. Half of the participants heard a recorded female voice; the other half heard a recorded male voice. After being tutored by the computer for about twenty minutes, we gave the participants a computer-based questionnaire (on a different computer, of course!) that asked how they felt about the tutoring with respect to the two topics.

Although every aspect of the interaction was identical except for the voice, participants who heard the female voice reported that the computer taught “love and relationships” more effectively, while participants with the male-voiced computer reported that it more effectively taught “technical subjects.” Male and female participants alike stereotyped the “gendered” computers. When we asked participants afterward whether the apparent gender of the voice made a difference,  they uniformly said that it would be ludicrous to assign a gender to a computer. Furthermore, every participant denied harboring any gender stereotypes at all!

People’s tendencies with regard to scapegoating, politeness, and gender stereotypes are just a few of the social behaviors that appear in full force when people interact with technology. Hundreds of results from my laboratory, as summarized in two books (The Media Equation  and Wired for Speech) and more than a hundred papers, show that people treat computers as if they were real people. These discoveries are not simply entries for “kids say the darndest things” or “stupid human tricks.” Although it might seem ludicrous, humans expect computers to act as though they were people and get annoyed when technology fails to respond in socially appropriate ways. In consulting with companies such as Microsoft, Sony, Toyota, Charles Schwab, Time Warner, Dell, Volkswagen, Nissan, Fidelity, and Philips, I have helped improve a range of interactive technologies, including computer software, Web sites, cars, and automated phone systems. Technologies have become more likable, persuasive, and compelling by ensuring that they behave the way people are supposed to behave. The language of human behaviors has entered the design vocabulary of software and hardware companies around the world.

Of course, this “Computers Are Social Actors” approach can only work if the engineers and designers know the appropriate rules. In many cases, this is not a problem: there are certain behaviors that virtually everyone knows are socially acceptable. On a banking Web site, for example, we all would agree that it is important that the site use polite and formal language, just as a bank teller would. For a humanoid robot, it doesn’t take an expert to know that the robot should not turn its back on a person when either is speaking.

What can design teams do when they don’t know the relevant rules? There are three common, though flawed, strategies. The simplest is to turn to adages or proverbs, collectively accepted social “truths.” Unfortunately, adages frequently conflict: for example, “absence makes the heart grow fonder” and “out of sight, out of mind”;  and “many hands make light work” and “too many cooks spoil the broth.” Of course, each proverb could be good advice given particular people and particular contexts, but sayings don’t come with an instruction manual explaining when they should be applied. Even when following a single adage, ambiguity makes applying it a challenge. For example, absence may make the heart grow fonder, but never seeing your sweetheart again probably wouldn’t nourish your romance. Similarly, how many hands are “many” hands and how many cooks are “too many” cooks? This is reminiscent of the scene in Annie Hall in which Diane Keaton and Woody Allen both complain to their respective psychiatrists about how often they have sex. He says: “Hardly ever, maybe three times a week.” She says: “Constantly! I’d say three times a week.”

A second approach is to reflect on past experiences in order to learn from trial and error. Unfortunately, in design, as in life, you don’t get many opportunities to err and try again (unless you are in the movie Groundhog Day, in which Bill Murray’s character lives the same day over and over again until he gets it right). In addition to lacking opportunities for learning, it’s hard to know what lesson to learn. For example, my first dating experience lasted three dates before the girl broke it off. I decided to learn from the experience by thinking through everything that had happened during our brief relationship. 1  I quickly became overwhelmed; I had made all kinds of decisions in that time, and I couldn’t tell which were effective and which weren’t. I deliberated for a while before coming up with the perfect solution. “Since you’ve dated before and I haven’t,” I said to her, “I’d really appreciate it if you could tell me what I did wrong so that I could learn from my mistakes.” Her expression mingled pity and disgust.

Last, people try to learn by example. Another dating disaster taught me the deficiencies of this strategy. When I was a teenager, a suave boy   won the most beautiful girl at my middle school by drawing the following on the sidewalk outside her home:[image: 002]



When she came outside, he pointed at the drawing and said, “I did this for you!” She was immediately enthralled.

I decided that I would adopt the same strategy to entrance my lady love. I drew this, replacing “U” with a “ewe” to impress her with my wordplay:[image: 003]



When the girl came outside and saw me and my pictures, she ran back into her house screaming. She had concluded that I either wanted to alert her to my love for sheep or to cut out the eyes and heart of one in a bizarre ritual of devotion.

Imitating a charismatic person is difficult—even if you don’t try to “innovate” as I did—and it usually comes across as a pathetic attempt at mimicry. For example, when a charismatic person asks a series of questions about someone, it feels like sincere interest; when others do it, it can seem like stalking. Similarly, rigid imitation can become self-parody,  as when one attempts to frequently use a person’s first name: “Hi, Cliff. It’s wonderful to have you visiting us, Cliff. Cliff, let me show you where everything is.”

If you try to avoid the pitfalls of imitation by directly asking people for the secrets to their success, you run into the problem that people frequently don’t know what makes them successful. For example, when one of the greatest chess masters of all time, José Raúl Capablanca, was asked why he was such a poor chess teacher even though his own play was impeccable, he answered: “I only see one move ahead . . . the right one.”

Although adages, learning from mistakes, and imitating others have their limitations, there is one foolproof method for discovering rigorous and effective social rules: science. Just as the Guinness Book of World Records or a Google search resolves sports debates, you can resolve social rule debates by turning to the relevant psychological, sociological, communication, or anthropological findings. For example, I was working with a design team on making an SAT tutoring system. We were trying to decide whether the teaching portions of the software should appear as a one-on-one session with a personal tutor avatar or as a classroom setting with avatars not only for the teacher but for the other students.

Some designers said that a solo tutor would encourage students to pay more attention and learn more. Others argued that being part of a class might make students feel less pressured because they would be just “another student” in the class and not the sole focus of the teacher. So I turned to the social science literature on how the presence of other people affects learning. As established in the classic paper on “social facilitation” by Robert Zajonc and much subsequent research, the effect of other students depends on how confident the student is. When you feel confident, having other people present improves how well you learn and perform. However, when you feel insecure, having other people around makes you nervous and pressured so you don’t learn as well. As a result, we decided to have the teaching environment be a virtual classroom but with a variable number of students.  When users were doing well on the practice tests, more students would appear at the desks, but when their practice test scores were low, there would be fewer students and more empty desks.

Because new technologies appear constantly and social science rules are numerous and difficult to nail down, I was kept busy for a number of years. As a researcher, I was the expert on the “Computers Are Social Actors” paradigm, formalizing social rules and making sure that they worked with interactive technologies. Happily, they virtually always did. I became well versed in the social science literature, uncovering more and more findings that I could “steal” and apply to computers. I often joked that I had the easiest job in the world: to make a discovery, I would find any conclusion by a social science researcher and change the sentence “People will do X when interacting with other people” to “People will do X when interacting with a computer.” I constantly challenged myself to uncover ever more unlikely social rules that applied to technology in defiance of all common sense. As Bill Gates described it, “Clifford Nass . . . showed us some amazing things.”

While I thought that research and consulting based on this “Computers Are Social Actors” paradigm would keep me excited and challenged for the rest of my career, eventually I became dissatisfied. I had become a researcher because I wanted to discover new things, not simply “borrow” and apply what others already knew. Furthermore, I had gotten very good at doing things I had become less interested in. Ironically, it was a seemingly trivial computer application that pushed me in a new direction.

 

 

I was working with a software company on improving its spell checker. Before the development of automatic spell correction, users would check their spelling after their document was complete. Thinking about it from a social perspective, as the spell checker went through the document, all it would ever say is “wrong! wrong! wrong!” Even when you were right—for example, when you typed in a proper name  or used a word that wasn’t in the spell checker’s dictionary—it would say that you were wrong. And what did the spell checker do when it  was wrong? It would simply ask you to “add the word to the dictionary” without even an apology. It was not surprising, then, that few pieces of software (other than Clippy, perhaps) created greater frustration.

So I brought together the usual cast of characters (programmers, designers, marketers, and so on) to resolve the problem. As we discussed how to improve the interface, I thought about the differences between a disparaging critic and an encouraging teacher. I felt that what users needed was a “kinder and gentler” spell checker. So I suggested that in addition to signaling errors, the system could commend users on difficult words that they had spelled correctly. For example, when it saw the word “onomatopoeia,” it could say, “Wow, that’s a really hard word to spell right!” “After all,” I argued, “it’s always nice to hear some praise.”

“That’s ridiculous!” one of the software engineers exclaimed. “Computers are supposed to get to the point. I don’t want my time wasted hearing about everything I do correctly. In fact,” she added in a scathing tone, “if you really think that’s a good idea, why doesn’t the computer go all the way: tell users that their spelling is improving, even if it’s actually lousy?”

While the engineer thought she was making a sarcastic recommendation, what our lead designer heard was a brilliant insight. “That’s fantastic!” he said. “Everyone loves a little flattery, and what’s the harm? It will make people feel better about checking their spelling. Users might even try harder to spell things right in order to get more praise!”

“Just what I always wanted,” the engineer replied. “An ass-kissing, brownnosing, bootlicking computer! Why the heck would I want a computer to falsely inflate my ego?”

Before they could grow even more polarized, I had the other team members chime in about what they thought about flattery. Do people like flatterers? Do flatterers seem insincere or insightful? Is flattery ignored or appreciated? As our initial conversation suggested, we found  little agreement, so I decided to look at what the social science literature had to say.

When I searched, however, I couldn’t find anything close to a clear answer. There were isolated mentions of sincerity, kindness, honesty, and politeness in the social science literature, but nothing that tackled the question of flattery head-on. I decided to tap into my network of social science researchers to see if someone would conduct a study on flattery for me.

Although I was friendly with literally hundreds of social scientists around the world, I couldn’t find one person that would take on the research. When I asked them to explain their reluctance, most researchers told me that there was simply no way to properly study flattery. For an experiment to be clean and compelling, the researcher must keep everything else constant except the characteristic that she or he wants to study. In the case of flattery, the trickiest thing to keep constant is what people say and how they say it; after all, when two people communicate with each other, almost anything can happen! Thus, when experimenters want to ensure that each participant who comes into the lab has the same experience, they hire and train a “confederate,” a person whose behavior is directed by the experimenter but who is meant to appear as if she or he were just another participant in the experiment. For example, the experimenter could have the confederate and participant work together, and then the confederate could just “happen” to flatter, sincerely praise, or criticize the participant; the experimenter could then note the actual participant’s reactions.

To ensure a rigorous experiment, the confederate would have to behave the exact same way every time. This can be an insurmountable challenge. Imagine how difficult it would be to say the exact same words with the exact same facial expression, tone of voice, and body language whether speaking with a very attractive person, an ugly man covered in tattoos and piercings, an obnoxious jerk, a woman who looks like your mother, or a man who reminds you of a grade-school bully. Of course, the characteristics of the confederate could also matter: flattery means something different when it comes from a smiling  versus a frowning person, a woman versus a man, or someone in a lab coat versus someone in street clothes.

In the case of flattery and other questions that involve conversation and social interaction, these inconsistencies make it extremely difficult to run a rigorous study. The problem of a fully reliable confederate also plagues such questions as how to criticize (chapter 1), whether people can effectively change manifestations of their personality (chapter 2), what happens when people become teammates (chapter 3), if misery loves company (chapter 4), and when rational arguments are more or less effective than emotional arguments (chapter 5).

The other reason my social scientist colleagues would not do the research was even more frustrating. They said that questions such as the effectiveness of flattery aren’t important despite how common they are in daily life. To a social scientist, “important” means addressing some fundamental question about the human brain or basic interactions among a group of humans, not helping people to have more successful relationships. It is also harder to get funding for “applied” questions than for abstract ones. For these scientists, how many people would value the information or how relevant it would be to daily life is irrelevant.

I was crushed. All I needed to make every computer user happier, more efficient, more comfortable, and more competent were answers to relatively straightforward questions about how people feel, behave, and think—the core of social science. I wasn’t worried about the theorists’ objections about importance because it was clear that numerous companies found my research interesting and would provide me with a great deal of money to do it; “applied” was actually a good word in many of the circles in which I traveled.

The real problem was finding a compelling confederate. I needed someone who was social but not “too” social. The confederate had to be able to carry on a constrained conversation without the participant finding it contrived. The confederate had to behave consistently in each experimental session, unaffected by who the participant was. Ideally, the confederate’s demographic or other characteristics would not  affect the behavior of the participant. Above all, the interaction with the confederate had to feel natural. When framed this way, it became clear to me that human confederates were simply “too human.”

I am embarrassed to say how long it took me to realize that the answer to the problem was right in front of me: computers are the perfect research confederates! Computers, I knew, evoke a wide range of social responses similar to those elicited by people. Computers can do the same thing twenty-four hours a day, seven days a week, without deviation. They aren’t influenced by subconscious responses or unintended observations about their interaction partner. Without features such as a voice or a face that mark gender, age, or other demographic characteristics, one computer is very much the same as another. Ironically, I realized that just as studying interactions between people is the best way to discover how people interact with computers, people’s interactions with computers could be the best way to study how people interact with each other.

Eureka!

 

 

Experiment:

Is Flattery Useful?

 

My exploration of flattery, then, became the first study in which I used computers to uncover social rules to guide how both successful people and successful computers should behave. Working with my Ph.D. student B. J. Fogg (now a consulting professor at Stanford), we started by programming a computer to play a version of the game Twenty Questions. The computer “thinks” of an animal. The participant then has to ask “yes” or “no” questions to narrow down the possibilities. After ten questions, the participant guesses the animal. At that point, rather than telling participants whether they are right or wrong, the computer simply tells the users how effective or ineffective their questions have been. The computer then “thinks” of another  animal and the questions and feedback continue. We designed the game this way for a few reasons: the interaction was constrained and focused (avoiding the need for artificial intelligence), the rules were simple and easy to understand, and people typically play games like it with a computer.

Having created the basic scenario, we could now study flattery. When participants showed up at our laboratory, we sat them down in front of a computer and explained how the game worked. We told one group of participants that the feedback they would receive was highly accurate and based on years of research into the science of inquiry. We told a second group of participants that while the system would eventually be used to evaluate their question-asking prowess, the software hadn’t been written yet, so they would receive random comments that had nothing to do with the actual questions they asked. The participants in this condition, because we told them that the computer’s comments were intrinsically meaningless, would have every reason to simply ignore what the computer said. A third control group did not receive any feedback; they were just asked to move on to the next animal after asking ten questions.

The computer gave both sets of users who received feedback identical, glowing praise throughout the experiment. People’s answers were “ingenious,” “highly insightful,” “clever,” and so on; every round generated another positive comment. The sole difference between the two groups was that the first group of participants thought that they were receiving accurate praise, while the second group thought they were receiving flattery, with no connection to their actual performance. After participants went through the experiment, we asked them a number of questions about how much they liked the computer, how they felt about their own performance and the computer’s performance, and whether they enjoyed the task.

If flattery was a bad strategy, we would find a strong dislike of the flatterer computer and its performance, and flattery would not affect how well participants thought they had done. But if flattery was effective, flattered participants would think that they had done very well  and would have had a great time; they would also think well of the flatterer computer.

 

 

➤ Results and Implications

 

Participants reported that they liked the flatterer computer (which gave random and generic feedback) as much as they liked the accurate computer. Why did people like the flatterer even though it was a “brownnoser”? Because participants happily accepted the flatterer’s praise: the questionnaires showed that positive feedback boosted users’ perceptions of their own performance regardless of whether the feedback was (seemingly) sincere or random. Participants even considered the flatterer computer as smart as the “accurate” computer, even though we told them that the former didn’t have any evaluation algorithms at all!

Did the flattered participants simply forget that the feedback was random? When asked whether they paid attention to the comments from the flatterer computer, participants uniformly responded “no.” One participant was so dismissive of this idea that in addition to answering “no” to the question, he wrote a note next to it saying, “Only an idiot would be influenced by comments that had nothing to do with their real performance.” Oddly, these influenced “idiots” were graduate students in computer science. Although they consciously knew that the feedback from the flatterer was meaningless, they automatically and unconsciously accepted the praise and admired the flatterer.

The results of this study suggest the following social rule: don’t hesitate to praise, even if you’re not sure the praise is accurate. Receivers of the praise will feel great and you will seem thoughtful and intelligent for noticing their marvelous qualities—whether they exist or not.

 

 

The rules and principles presented in this book have emerged from using the computer-as-confederate approach to make discoveries that  previous social science approaches could never uncover. One cannot fail to see the irony here. Not only are computers associated with the most unsociable responses imaginable (e.g., “Your response is invalid. Try again”), computers are stereotypically the domain of the most socially inept people. Nonetheless, computers’ “deficiencies” are what make them key to understanding social behavior and discovering successful social strategies.

The experiments that I now conduct uncover surprising and powerful social rules that apply to people (as well as to computers). Whenever a clear rule does not exist in the social science literature, I nail it down through experiments pairing people with computers. The experiments present people with the same contexts—collaboration, evaluation, learning, playing—and the same human roles or characteristics—praiser versus criticizer, male versus female voices, dominant versus submissive personalities, happy versus frowning faces. The experiments include traditional measures and metrics to assess people’s behaviors—standard questionnaires for personality and liking, memory tests, physiological measures of emotion. And I formalize the conclusions in terms of actionable rules that can create and support successful human relationships as well as advance the social sciences and user experience design.

This approach forces me to be ruthlessly direct and precise in the questions I ask and try to answer. A computer follows rigid steps and uses ironclad reasoning to reach exact, objective, and universal results. Thus, computer-derived rules are unambiguous, rigorous, and straightforward—making them readily usable in daily life. Because a computer is so obviously not a social presence—lacking a face, a body, emotions, and so on—if a social rule is effective for a computer, it will be even more effective when followed by a person, regardless of the situation, time, and place. For example, while a person flattered by another person might rationalize that somehow the flatterer was being sincere, the computer was obviously and unambiguously flattering: (seemingly) making random comments. Nonetheless, participants believed they did better because of it. The effectiveness of such  blatant and irrelevant flattery suggests that these results are a conservative reflection of success you can attain in daily life by flattering others.

The rules I have uncovered and describe are so basic that any person (or computer) can apply them easily, and they are so broad and effective that every person (or computer) can become more persuasive, likeable, and socially successful. And while the rules are simple, they need not be followed mechanically: each rule is presented with the relevant underlying psychology so that you know how and when to apply it effectively.

I have long enjoyed the opportunity to work with designers and engineers to improve products and services, making cars safer, educational software more engaging, mobile phones more socially supportive, robots less frightening, and Web sites better able to close the deal. Now I also confer with social scientists about the “holes” in their understanding of people. In addition to improving products, I use my rigorous experiments with computers to help people evaluate others more effectively, work more smoothly with those different than themselves, manage their own and their colleagues’ frustrations, and better persuade others. Combining the theories and methods of social science and cutting-edge research with computers where social science is inadequate, the insights in The Man Who Lied to His Laptop will help you improve your professional and personal relationships.

The discoveries presented in this book are far-reaching. You will no longer use the “evaluation sandwich”—praise, then criticism, then praise again—after learning that it is neither helpful nor pleasant. You will identify the personalities of your customers and use that information to better persuade them. You will discover why team-building exercises don’t build teams, and what to do about it. You will leverage the “laws of emotion” to defuse heated situations and rally your colleagues. You will appreciate that even unintentional or meaningless inconsistencies carry great weight. The rules that emerge from the fascinating and sometimes bizarre ways that  people treat computers like people will give you the tools you’ve always wanted to dramatically improve your day-to-day life. I invite you to join me as I move back and forth between the world of people and the world of technology, finding life-changing insight in both.




CHAPTER 1

 Praise and Criticism

One of the most stressful times in any organization is “evaluation week.” Although managers give employees feedback throughout the year, the period specifically set aside for telling people what they do well and what they do poorly seems to evoke a special kind of fear and loathing. People being evaluated are not the only ones who suffer: evaluators also worry about having to label every aspect of a person as “good” or “bad.”

How have companies addressed the anxieties triggered by evaluation week? By asking everyone to do more evaluations. In addition to managers’ evaluations of their subordinates and teachers’ evaluations of their students, individuals are increasingly asked to provide evaluations of their peers and even their superiors in a process known as 360-degree feedback (in other words, you’re not safe from any angle). Mandatory assessments and the documentation of these assessments have become universal.

Sometimes even more challenging than evaluating others is the increasingly widespread requirement that people evaluate themselves. Say something too nice and you’re bragging; say something too critical and you’re insecure. Stick to the specifics and your impact seems small; state generalities and you’re hiding your mistakes. And because no one sees you exactly as you see yourself, your honest beliefs can appear to misstate reality.

No job is more immersed in evaluation than being a professor. Whenever I teach, I must provide feedback, both positive and negative, about each student’s work. People inundate me with requests to review books, papers, tenure files, and presentations. I have to write letters of recommendation for every possible type of graduate school and job, even when multiple students want recommendations for the same position. Worst of all, I sometimes have to recommend students even if I don’t want to. In these cases, I have been tempted to follow the tongue-in-cheek advice of Robert J. Thornton, professor of economics at Lehigh University, who suggested the following could be used for weak candidates to protect yourself from lawsuits:• To describe a candidate who is woefully inept: “I most enthusiastically recommend this candidate with no qualifications whatsoever.”
• To describe an ex-employee who had difficulty getting along with fellow workers: “I am pleased to say that this candidate is a former colleague of mine.”



What goes around comes around: I have received scores of reviews of my books and over five hundred reviews of my papers, including (too) many that have felt unfairly negative. Every quarter, all of my students evaluate my teaching. No matter how many times I receive feedback on my work, the criticism still stings, even when it comes from a faceless freshman receiving a D in my class.

Furthermore, each year Stanford asks me to provide a detailed assessment of my own performance. On the one hand, as an employee, I am supposed to put myself in the best possible light using all of the powers of persuasion that I can muster. On the other hand, as a researcher, I have been trained to “let the data speak for itself” and avoid pushing one interpretation over another; that part of me feels that anything more than my academic résumé must be biased.

Despite how frequently I evaluate people and am evaluated myself, I have agonized over evaluations for a long time. I’ve been told  “don’t be judgmental” but also that “facts without interpretation are like seeds without soil.” If I provide only praise, it sounds like hagiography (the study of saints), but each criticism I add seems to jump off the page. If I am too effusive, I sound like a cheerleader; if I am too flat, it reads like I’m hiding something. And the order problem is overwhelming: is it praise before criticism, criticism before praise, praise-criticism-praise (the evaluation sandwich), or some other arcane formula? And should I do things differently when I talk about myself as opposed to others?

As with so many other domains of life, the “common wisdom” is ambiguous and contradictory. After years of struggling with giving evaluations, riding an emotional roller coaster when receiving them, and confronting ethical dilemmas when evaluating myself, I decided to search for guidance about the best ways to evaluate and to receive evaluations by investigating the social science literature, and, when the social science literature fell short, to do the research myself. Specifically, I sought to answer the following questions:• Can you avoid giving evaluations?
• Are praise and criticism more than opposites?
• How can you most effectively deliver praise and criticism?
• How are people’s perceptions and opinions of you affected by how you evaluate others and how you evaluate yourself?



Proverbs clearly indicate that you should avoid evaluating others: “Judge not lest ye be judged,” “Don’t look a gift horse in the mouth,” “Don’t judge a book by its cover,” and “People in glass houses shouldn’t throw stones.” Although many adages warn against evaluation, discerning between good behavior and bad is the most primitive judgment that humans make and is virtually impossible to suppress. This is because categorizing someone as good or bad is part of the possibly life-or-death decision to approach or avoid that person. Thus, the judgment of positive or negative is built into our every fiber.

Scientists have traced the drive for evaluation to the center of our brains: the thalamus. Sitting on top of the brain stem, the thalamus connects to every part of the higher-thinking areas of the brain. It makes very basic judgments about whether you have encountered someone who is extremely good or bad even before information enters your formal thought processes. For example, if someone is smiling versus shouting at you, the thalamus decodes this valence—positive versus negative—and will react before you even understand what the person is saying. Once the thalamus makes a positive-versus-negative judgment, it sends a call to the action centers of your body to prepare the muscles to approach or avoid. The thalamus then passes on its interpretation of positive or negative, along with the words being spoken, to the higher (and slower) thinking parts of the brain.

The automatic and simplistic response of the thalamus to evaluation is universal. When parents see their baby smile for the first time, they feel joy even after finding out that it was due to the baby’s gas. Hearing “good job” from someone, even if she or he is unfamiliar with your work, can make you feel wonderful. On the other hand, when a two-year-old cries out, “I hate you,” parents’ shoulders slump and they feel terrible, even though they know that two minutes later the child will probably reverse his or her feelings. And if people see an angry glance, they become anxious, regardless of the actual source of the person’s anger.

When the thalamus cannot identify the valence of the evaluation—for example, if someone speaks with a straight face—it sends the information to the more sophisticated parts of the brain before signaling your body to react. Those higher-thinking processes interpret what is being said in order to make the positive-versus-negative judgment (e.g., recognizing praise versus criticism); they then send this information back to the thalamus, which subsequently guides your reactions. Thus, if your manager walks up to your desk and unsmilingly tells you in a monotone voice that you are getting a very large bonus, you will react with happiness more slowly than if your manager had bounded up with a big grin and shared the news in an enthused voice.

As a result of this human drive to judge what one encounters as positive or negative, people spend their lives praising or criticizing almost everyone they meet. As a child, you hear “good girl” and “that’s a no-no.” Teaching someone to ride a bicycle, shoot a basketball, or drive a car involves constant reference to whether the learner is doing well or poorly. Discussions commonly revolve around topics such as whether you like or hate another person, whether you think someone’s opinion was smart or dumb, or whether an athlete’s performance warranted cheers or boos. Suggestions on what to wear, whom to date, or what job to take carry an implicit message of praise or criticism. Tone of voice, a lingering glance, and the tilt of a head can all communicate whether someone wants your behavior to continue or stop. My son, Matthew, puts it even more simply: “When someone uses your full name, you know you’re in trouble.”




 Can People Give Neutral Evaluations? 

While the positive-negative dimension is clearly ingrained in evaluations and in the way we communicate, some believe that with effort you can eliminate it. I once consulted for a company that insisted my evaluations should “avoid judgments; simply indicate the extent to which each goal was met.” However, the majority of seemingly “neutral” words still tilt positive or negative. For example, did employees “achieve goals” or “perform tasks”? Did they “strive” or “struggle”? Did they “discover,” “find,” or “stumble upon” a solution to a problem? In fact, linguists Robert Schrauf and Julia Sanchez have shown that only 20 percent of typical words in English or Spanish have a completely neutral connotation. Another 50 percent of words have negative orientations, and the remaining 30 percent have positive orientations. And what if you scrupulously limit yourself to the 20 percent? You run into a problem called the self-serving bias: even people  with low self-esteem believe that they are better than they actually are along virtually any dimension.

Think about it: The standard response to “How are you doing?” is “fine,” not “average” or “neutral.” Literally hundreds of studies, summarized by clinical psychologist Amy Mezulis and colleagues, have demonstrated that the vast majority of people, in almost all cultures, believe that they are smarter and more attractive than the typical person: it’s not just Lake Wobegon in which all of the children are better than average! Almost everyone also believes that she or he is more likely to obtain high incomes and less likely to get diabetes, be hit by a meteor, or get divorced than the average person. Therefore, people see an attempt to remove all positive and negative remarks as a negative evaluation because they actually perceive neutral as negative.

In sum, people’s brains are wired to both constantly evaluate others and to interpret every piece of feedback they receive as a judgment. You cannot avoid being judgmental, and it’s futile to try to give unbiased and valence-free feedback. Knowing how attention-getting evaluations are, the question is, how do people interpret and respond to positive and negative evaluations?

 

 

People do not receive positive and negative evaluations in equal and opposite ways. Longfellow’s little girl with the curl highlights this: “When she was good, she was very, very good, but when she was bad, she was horrid.” That is, negative is more noticeable, consequential, and extreme in every respect as compared to positive. This “hedonic asymmetry” is a natural consequence of human evolution. Compared to the vast majority of other species, humans produce few young and have the potential for very long lives. Hence, the human brain is optimized to identify and respond to bad experiences; good news can wait. From the first instant that a stimulus hits the sense organs until the brain and body fully process and resolve the experience, negative gets virtually all of people’s attention; positive is merely a bit player.

You can see evidence of the power of negative in everyday experiences.  Most drivers slow down to see a car wreck; far fewer pause to admire a bucolic vista. While many complain that news organizations do not cover enough happy stories, an analysis of the history of newspapers by MacArthur Award-winning sociologist Michael Schudson found that they only became popular as a medium when they started covering negative and tawdry stories. And as we will show in the Emotion chapter, it is much easier to make people cry than laugh.

 

 

Experiment:

Twenty Questions and Insulting Answers

 

Just how different are negative and positive? To answer this question, I extended the Twenty Questions flattery experiment described in the Introduction in which the computer would “think” of an animal, and participants would ask “yes” or “no” questions to narrow down the possibilities.

In the flattery condition of the study, the computer would praise the participant’s questions, for example, calling them “clever” and “ingenious.” While we told one group of participants that the feedback was highly accurate and another group that it was random, in reality, both groups received the same comments. A third group, for comparison, received no feedback at all. We found that people accepted praise they thought meaningless just as willingly as praise they thought accurate.

To determine whether the same blind acceptance would occur with criticism—that is, whether our results would change if the feedback were negative instead of positive—we added two groups to the experiment. Both sets of these users received identical negative responses: their questions were “confused,” “ineffective,” “foolhardy,” and so on. As before, one group was told that the evaluations were accurate; the other that they were random. In other words, we now had a group receiving (ostensibly) sincere criticism and a group receiving  random criticism (“calumny”). At the end of the session, we once again asked participants a number of questions about how much they liked the computer, how they felt about their own and the computer’s performance, and whether they enjoyed the task.

If people accept calumny as readily as they do flattery, we would expect that the recipients of random criticism would think that they did as badly as those who received sincere criticism. If, on the other hand, participants scrutinized the random negative remarks, false criticism wouldn’t affect them. They would understand, quite correctly, that the evaluation they received had no basis in fact and thus shouldn’t influence their thinking.

 

 

➤ Results and Implications

 

Consistent with the idea that people scrutinize criticism much more carefully than praise, I found that receiving calumny did not affect how well participants thought they did. That is, there was no difference between receiving false criticism and not receiving any evaluation at all. In comparison, the people who were supposedly criticized accurately thought they did much worse. Thus, people do not automatically accept criticism: whether criticism comes from an accurate source as opposed to being randomly dispensed makes the difference between believing and dismissing.

So while people are not suckers for calumny, they are for flattery—even from a computer. When we hear something positive about ourselves, we happily accept it. We don’t worry too much about either the source or the basis for the remark. And if someone delivers an evaluation with a smile or a warm tone, it further amplifies the effect: the thalamus will provide unconscious support for feelings of (potentially unwarranted) joy.

Regardless of how accurate participants believed the evaluation to be, its valence affected their perception of the evaluator: sincere praise and flattery were equally likeable, and criticism and calumny were equally detrimental to the evaluator. That is, praisers are liked and  critics are hated, right or wrong. In another example of how powerful negative remarks are, I performed a study with my Ph.D. student Laurie Mason, now a professor at Santa Clara University, which demonstrated that when a newspaper quotes person A criticizing person B, people develop negative feelings about person B, person A, and the newspaper! When criticizing, neither accuracy, inaccuracy, nor simply repeating someone else’s negative remarks gets the critic off the hook. Similarly, praise, flattery, and repetition of others’ positive remarks all benefit the praiser.

Because people do not deeply consider the praise they receive, in the long run, they will not remember the specifics of the praise—although they may recall that they were praised and that they had positive feelings about it. For example, if I asked you to remember the last few people who complimented you, you probably could remember them quite well. If I asked you the exact comments they made, though, you probably would find it much harder to recall.

People remember criticism, on the other hand, very well. If asked about the last negative messages received from a computer or a person, people will generally be able to recall the slights in significant detail. For example, when you present an employee with a list of job performance criteria and a set of markings with “excellent, very good, good, fair, and poor,” the “excellents” will trigger a small reaction, the “very goods” and “goods” will get a vague smile, but every “fair” and “poor” will be analyzed, interpreted, and remembered for days and even weeks. This also plays out in politics: in a study conducted by communication professors Diana Mutz and Byron Reeves, when candidates on a supposedly real political talk show were highly critical of each other, people better remembered which candidate was on which side of each issue than when the candidates did not attack each other.

One fascinating side effect of the power of negativity is that you remember less of what is said before receiving criticism because negative remarks demand so much cognitive power that the brain cannot move the prior information into long-term memory. Known as “retroactive interference,” this explains why it is often difficult to give a detailed  answer when asked, “What made that person yell at you?” People frequently cannot remember what they were doing just before their computer started behaving strangely—a common problem for technical support professionals attempting to troubleshoot. (Because praise and positive events do not require significant cognitive resources, they do not cause retroactive interference.)

Immediately after a negative evaluation, however, the brain and body go into full alert. People have a number of consequential choices after receiving a negative remark: walk away, defend, argue, escalate, physically threaten, or plead for a solution. We immediately seek information that will help guide us in our decision. So, after a negative event, our memory is actually improved, an effect known as “proactive enhancement.” This is why you should present information you want remembered immediately after a negative remark.

When you want to give a mix of positive and negative feedback, the order is critical. Tradition states that one should give praise first to “soften up” the person before giving her or him bad news. However, this is a poor idea: although the immediate reaction to the negative remark will be softened, in a short time retroactive interference will come into play and all that will be remembered is the negative remark. It is better to present the negative feedback first and then the positive evaluation. The criticism will bring people to attention in time to listen to your praise.

An even worse prescription than praise before criticism is the so-called “criticism sandwich”: 1) specific positive comments, 2) specific negative comments, and 3) an overarching positive remark. The idea here is that by bracketing the negative remarks with positive comments, you make the criticism palatable. Unfortunately, given retroactive interference and proactive enhancement, a very different outcome occurs: the criticism blasts the first list of positive comments out of listeners’ memory. They then think hard about the criticism (which will make them remember it better) and are on the alert to think even harder about what happens next. What do they then get? Positive remarks that are too general to be remembered.

It is also important to consider that receiving an equal number of positive and negative remarks feels negative overall because of hedonic asymmetry and the self-serving bias. It is far better to briefly present a few negative remarks and then provide a long list of positive remarks. This can take significant effort—it’s much easier to remember negative impressions—but generating lists of positive remarks is time well spent. You should also provide as much detail as possible within the positive comments, even more than feels natural, because positive feedback is less memorable.

The previous section demonstrated dramatic differences in how people scrutinize and remember criticism and praise in general. The next question is how the language you use to praise and criticize affects the reception of your evaluation.

 

 

Experiment:

A Car-tastrophe

 

I had been thinking about how one might research the consequences of word choice in evaluations when I learned that a group at a Japanese car company had inadvertently designed an experiment for me.

The automobile manufacturer was concerned with the dangers associated with poor driving by truckers, taxi drivers, and other professional drivers. To address the issue, they developed a system that could detect when a person was driving poorly, via the ingenious use of sensors and artificial intelligence, and then inform the driver.

Before they installed this elaborate system in production vehicles, the company decided to test it in a car simulator. They invited me to observe and help evaluate the tests. It was the nicest simulator I had ever seen: a complete automobile surrounded by 270 degrees of floor-to-ceiling screens that immersed the driver in the environment. The simulation responded flawlessly to the gas pedal and brake. It offered impressive force-feedback controls and high-fidelity surround sound— the driver could feel every turn and bump in the road and hear remarkably accurate noises from the car and the environment. The system measured, second by second, the performance of the driver and the car as the driver dealt with various situations on the road. For my part of the research, I had prepared a wide-ranging questionnaire that addressed how drivers felt about their driving performance and the car’s responsiveness and intelligence.

 

 

➤ Results and Implications

 

As I observed the first driver use the system, I quickly saw the negative consequences of having one’s car become a “backseat driver.” During the demonstration, the participant exceeded the speed limit and made a turn a little too sharply.

“You are not driving very well,” the car said. “Please be more careful.”

Was the driver delighted to hear this valuable information from a highly accurate and impartial source? No. Instead, the driver became somewhat annoyed. He started to oversteer, making rapid, small adjustments to the wheel; the system reported an increase in driving speed and a decrease in driving distance from the next car.

“You are driving quite poorly now,” the car announced. “It is important that you drive better.”

Was the driver now appropriately chastened? No. His face contorted in anger as he started driving even faster, darting from lane to lane without signaling. He could not keep the steering wheel still, swerving back and forth from one side of the lane to the other at a frightening pace, tailgating the cars in front of him. This spiral of negative evaluation, anger, worse driving, and more negative evaluation escalated.

“You must pull over immediately!” the car said. “You are a threat to yourself and others!”

At this point the driver, literally blind with rage, smashed into another car in the simulation. He was so livid I couldn’t even understand  what he was saying. My questionnaire was obviously unnecessary as the lesson was clear: even stunningly accurate criticism may not be constructive.

The extreme anger of the driver provides a key insight about delivering criticism: there is clearly a wrong way to do it! The system failed to be an effective evaluator because it ignored how the human body responds to negative stimuli. As discussed earlier in the chapter, the brain judges things as good or bad precisely so that when people encounter the bad, they can quickly address it by either attacking or fleeing. The body prepares itself for action in multiple ways: heart rate increases, blood pressure and adrenaline level rise, and more oxygen is inhaled. With all these energizers, you cannot expect people to calmly accept a negative evaluation—criticism readies the body to attack with words and fists or to run away. This explains the criticized driver’s behavior: adjusting the wheel (something to do), driving rapidly (rapid movement), and tailgating (a combination of aggressive behavior and trying to alter the situation).

Fight-or-flight responses are governed by the emotional parts of the brain. These parts can demand action without consulting the higher-order, rational areas of the brain that know the “facts” of the situation. This is why criticism will often generate seemingly irrelevant statements, ad hominem attacks, scapegoating, frantic apologies, and little valuable information. It also explains why people being interrogated have the right to remain silent and why torture very frequently produces false information.




 Making Criticism Constructive, Not Destructive 

Given people’s volatile response to negative evaluations, how should you criticize? First, the most effective negative evaluations focus criticized people’s action-oriented state toward constructive ends. In contrast,  simply telling someone that her quarterly reports have been consistently late gets the person riled up and ready to do something but without guidance on what to do. This can leave the criticized person either attacking you or reacting defensively. When the car insisted that the driver was performing poorly but gave no guidance on how to improve, it encouraged the driver’s downward spiral.

The better approach involves coupling criticism with suggestions for improvement, presenting the person with a clear (and constructive) way to react to the criticism. For example, in addition to criticizing your subordinate for his tardy quarterly reports, you could ask that he develop a plan for timely production, suggest that he omit the most time-consuming and least relevant parts of the document, or propose that he work more hours. Real “constructive criticism” is not simply a valid assessment of a person’s work—no one initially perceives even the most accurate criticism as “constructive”—it must also guide the recipient on how to act on the evaluation.

Similarly, when you deliver criticism, go deep rather than broad. By providing specific details on one problem, you provide a clear picture to the criticized individual of the appropriate solutions. You also take advantage of the proactive enhancements to memory: the listener will better remember details given after criticism. Rattling off a long list of complaints makes it hard for someone to know where to start, resulting in frustration. Also, because most people present criticisms from most to least important, retroactive interference will result in the least important criticism driving the most important out of memory.

The action orientation that results from criticism also makes when  to criticize a critical consideration. A passing negative remark doesn’t allow someone to fully react. While you or the conversation have moved on, the person’s urge to act has been left unresolved. This can lead to frustration, which in turn can lead to aggression or panic. Similarly, criticizing people and then telling them to “sleep on it” can feel like a “hit and run” as you abandon them with their feelings still in turmoil. And if they spend all night thinking about the criticism rather than sleeping, they will feel even more terrible in the morning. Don’t  force people to listen to your criticism without giving them a chance to react to you.

On the other hand, don’t ask for an immediate response after you criticize someone. Anything you hear from the recipient at that point will stem directly from the emotion centers of her or his brain. Ideally, invite a brief response and schedule a follow-up discussion, giving the recipient time to fully process your feedback.

 

 

Experiment:

Praise and Calming the Car-tastrophe

 

After observing the extreme behavior of the criticized drivers in the car simulator study, I suggested that we have some drivers receive praise to see how they would react.

 

 

➤ Results and Implications

 

The results were underwhelming. When the drivers received praise, their driving performance did not follow any strong or consistent patterns: some people drove better, others drove worse. The drivers seemed more relaxed and at ease, but none of them exhibited positive emotions that approached the intensity of the anger displayed by the negative drivers.

This study suggests that praise affects behavior far less than criticism. Looking into the existing research about the phenomenon, I found that when people receive a positive evaluation, unless it is extremely positive or highly surprising, their bodies tend to relax: there is nothing to worry about. People’s heart rate slows, their blood pressure lowers, their adrenaline level goes down, and their muscles relax. A simple “thank you,” a “that was nice of you,” or a nod of the head feels like more than a sufficient response to praise. Hence, praise rarely spurs people to greater heights, although it can help ensure continued positive behavior.

Because praise has less impact than criticism, deliver praise in ways that make it memorable. For example, brains love repetition of sound (rhyme) and meter (prosody): the former supports memory and the latter makes it easier to process the meaning more deeply. This is why odes—attempts to glorify a person or thing—almost always rhyme and have clearly marked rhythms. Create positive, esteem-boosting nicknames such as “The Closer” or “Mr. Programming” that are unique (to make them more memorable) and use them regularly (if the nicknames are clever enough they will catch on with the entire group). Love poems also leverage these strategies. Arguably one of the most famous opening lines in English literature is Elizabeth Barrett Browning’s “How do I love thee? Let me count the ways.” The power and memorability of the line come from the fact that “I love thee” is repeated eight more times in the fourteen-line sonnet.

A second approach for enhancing positive evaluations is surprise because it gets people to pay attention and think harder about what you just said. For example, if you compliment someone on something that he or she thinks you are unaware of, it will have a bigger effect than if you keep dishing out the same obvious compliments. Slipping these surprising references into a list of more obvious positive remarks is even more effective. This is another reason why flattery works so well: it is surprising because it might not even be true!

 

 

In addition to how and when you deliver evaluations, the orientation of the evaluated person also can affect how he or she receives your evaluation. Stanford psychologist Carol Dweck has discovered that people’s fundamental views about the nature of success color how they interpret praise and criticism. Dweck calls these fundamental views “mindsets.” People with a fixed mindset believe that intelligence and abilities are innate qualities, essentially carved in stone the day you are born. Extending effort to improve is a waste of time: you either have it or you don’t. As a result, when people with a fixed mindset hear the evaluation, “Your performance on that activity was poor,” they  generally decide to avoid the activity, believing that they cannot improve. Conversely, people with a growth mindset believe that failure is changeable and success can be cultivated through one’s efforts. When growth mindset people are told, “Your performance on that activity was poor,” they ask themselves, “What can I do to be better in the future?” While people with a fixed mindset agree with comments such as, “You can learn new things, but you can’t really change how successful you will be,” people with a growth mindset believe, “No matter how much talent you have or don’t have, you can always improve if you work at it.”

 

 

Experiment:

Framing Failure as Friend or Foe

 

Dweck has found that a growth mindset is hugely important for self-confidence, affinity for learning, ability to overcome challenges, and resilience in the face of setbacks. People with a growth mindset can, as Rudyard Kipling put it, “meet with triumph and disaster and treat those two impostors just the same” because they believe that effort can lead to success and can overcome failure. As a result, all other things being equal, growth mindset employees are more likely to become valuable contributors in the long run.

Typical discussions about mindsets betray a fixed mindset. That is, once hearing about the concept, people talk about “fixed mindset people” and “growth mindset people” as if mindsets were an immutable trait. However, can the mindset of an evaluator affect the mindset of the person she or he is evaluating? To examine this possibility, I, along with Ph.D. student Shailendra Rao, designed a study to determine whether the content of an evaluation can encourage a healthy growth mindset, at least with respect to the task at hand.

For this experiment, we needed a task that was familiar to all of our participants and that they would know required a combination of innate  ability and rigorous practice. For logistical reasons, we needed a task that people could understand very quickly, that could lead to failure in a very short time, and that could result in unambiguous and objective success. Because the participants in the study were going to be college students, video games seemed an appropriate choice.

We began our experiment by having participants play a very simple video game: an elf, controlled by the user, had to navigate through an imaginary world in search of a yellow crystal. Unbeknownst to the participants, in fact, there was no yellow crystal! Thus, failure was guaranteed. After experiencing the frustration of defeat, participants received one of two types of feedback. Half of the participants heard an evaluation typical of someone with a fixed mindset: “You lost the game. People are born with a certain amount of video-game talent. You are not a talented video-game player.” The other half of the participants heard a comment typical of a growth-mindset evaluator: “You lost the game. Video-game skills can be improved through practice.”

To determine how the two types of evaluations would affect subsequent mindsets, we then presented the participants with one-paragraph descriptions of twenty other video games, half of which were described as easy and half of which were described as difficult. After reading each game’s description, we asked participants to rate, via questionnaire, how difficult they thought each game would be and how interested they were in playing it.

 

 

➤ Results and Implications

 

Although participants’ performance on the initial game was identical—consistently poor—after hearing either the fixed- or growth-mindset feedback, they had very different feelings about which type of games they wanted to play. Participants given a fixed-mindset evaluation were not interested in stretching themselves, preferring the easy games. In contrast, growth-mindset-evaluation participants welcomed the opportunity to strengthen their skills, indicating that they would prefer to play the hardest of the hard games.

Thus, your mindset (as reflected in your criticism) can lead people to stick to their existing strengths to avoid failure or to seek out challenges as a way of improving. When people receive criticism that reminds them of the importance of effort, they gain the benefits of a growth mindset. When you criticize their “inherent” attributes, it encourages a fixed mindset, which in turn makes it less likely that they will improve. Criticism that encourages one mindset or the other is so powerful that it can affect people’s future choices and attitudes toward challenges, regardless of their original mindset.

Mindsets can also affect actual performance. In one study, researchers asked people to complete a management task on a computer. The task involved running a furniture company: participants had to allocate employees and decide how to best guide and motivate them. Throughout the exercise, participants were supposed to revise their decisions based on periodic feedback they received about employee productivity. Researchers primed one group of participants for a fixed mindset (telling them the task measured their underlying capabilities) and the other group for a growth mindset (telling them the task would help them develop their management skills through practice).

While both groups initially fell short of the high production standards the researchers gave them, those in the growth mindset improved over time. They used feedback to learn from their mistakes far more than the fixed-mindset group. As a result, those in the growth-mindset group eventually got their companies’ productivity up to par, while those in the fixed-mindset group lagged behind.

 

 

Experiment:

Can Praise Be Anything but Positive?

 

We have seen that people receive both sincere praise and flattery very positively. Praise also tends to have mildly positive effects on behavior  and soothes the body. However, it seems that whenever social scientists hear that there is something, such as praise, that makes life uniformly better, they have to find a way to screw it up.

I grounded the study in a common kindness: telling people, “This will be easy for you.” We usually think phrases such as this build confidence—“No need to worry about doing well”—and are considered compliments—“While for others this would be hard, you certainly will have no problems.” However, these statements also imply that the praiser believes people will do well based on who they are, not on their efforts. If people subsequently fail, will the fixed-mindset encouragement leave them with no one and nothing to blame but their own intrinsic deficiencies? In the case of criticism, I found that a fixed-mindset evaluation such as, “You do not have the talent to do well at this activity,” discouraged participants from seeking new challenges. Could fixed-mindset praise also take away the joys of success?

For the study, I, along with Ph.D. student Yeon Joo, used a car simulator that had a voice system (much simpler than the one used in Japan but more than sufficient for our purposes). Before we had them drive, we pretended to assess participants’ driving skills through a test given on a computer. We told participants that one of the best ways to assess people’s strengths and weaknesses as a driver was the “Trail-Making Test” (although this test assesses neuropsychological difficulties, it in fact has no relationship to driving performance). The Trail-Making Test involves a set of twenty-four circles scattered randomly throughout a page on a computer screen. Each circle contains a different letter (ranging from A to L) or number (ranging from 1 to 12). We told participants to use the computer mouse to click on each circle in the pattern 1-A-2-B-3-C-etc. as rapidly as they could.

Participants were then told that they would be driving on three separate courses: a town, a highway, and a desert. We pretended to measure participants’ driving skills to make it appear as though the computer had chosen an easy or challenging driving course for them based on this evaluation. Before they began driving, the car told half of the participants the following:This course is designed to be very easy for you. Your skills are very well suited to this course. That is, this course is meant to highlight your strengths as a driver. Even if you don’t try hard at all, you will drive this course very well.





During the drive, the car would remind participants that the course should be easy for them, making comments such as, “There is a curve up ahead. You will have no problem handling it.” The car told the other half of the participants the following:This course is designed to be very challenging for you. However, if you consistently work to your utmost ability, you will handle this course very well.





These drivers also were reminded that with sufficient effort, they would navigate the course successfully: “There is a curve up ahead. If you focus intently, you will be able to handle it.”

Although participants believed that the computer had tailored the courses based on their performance on the Trail-Making Test, all participants drove on identical courses with respect to route, the other cars on the road, when pedestrians appeared, the trees and buildings in the background, and weather conditions such as thick fog and slippery roads. Even though the car voice in the “easy” condition told the drivers that they could easily overcome the challenges of the courses, all drivers drove the same, very difficult courses—none of the participants finished the courses without at least one collision. After driving each course, we gave participants a questionnaire to determine how they felt about their driving experience.

 

 

➤ Results and Implications

 

The results of the study demonstrate the pitfalls of the phrase “easy for you.” The “easy-course” drivers felt less fulfilled by the driving experience and felt that the driving was less enjoyable. They even took out  their negative feelings on the voice of the car, which they described as more frustrating, confusing, difficult to follow, inaccurate, and unreliable than did the challenging-course drivers.

Previously, I suggested that praise never hurts. This does not mean, however, that all types of praise are beneficial. Telling people that they are “destined to succeed” before they attempt a new activity can make any failures crushing. Thus, fixed-mindset praise, meant to make people feel better, can actually make people feel much worse about their work and more negative about the person who praised them if it turns out to be inaccurate.




 Can People Have Too Much Faith in Themselves? 

According to Dweck, an epidemic of fixed-mindset praise started in the early 1990s, when many parents and teachers became focused on increasing self-esteem by constantly telling children how smart and talented they were. This mindset ironically has a negative effect on self-confidence as children face challenges and failures. For example, when Dweck asked fixed-mindset children why their parents would talk with them if they had performed poorly on something at school, they would respond with comments like, “They think bad grades might mean I’m not smart.” In comparison, growth-minded students would respond, “They wanted to make sure I learned as much as I could from my schoolwork,” and “They wanted to teach me ways to study better in the future.”

In the workplace, the culture of praising also exists, with some employees who harbor a fixed mindset unable to take criticism and needing constant validation, recognition, and reassurance. The increasing number of managers with fixed mindsets exacerbates the problem. They do not support training programs because they believe workers’ innate talent constrains the potential impact of education or  practice on performance. They also do not give as much credit for improvement when deserved or critical feedback when needed for employees to grow and get better.

In sum, give growth-minded feedback to motivate people to choose challenging tasks and to confront their mistakes. Praise for taking initiative, completing a difficult task, learning new skills, and acting on criticism all encourage a growth mindset. Managers especially play a key role in creating an environment that encourages a growth mindset by giving feedback and support that praises learning and perseverance rather than inborn talent.

 

 

Experiment:

Judging the Judges

 

For the most part, this chapter has focused on the feelings and behaviors of the person being evaluated. What about the people who witness others being evaluated? Does seeing a third party praised or criticized elicit similar reactions to those that result when you yourself are being evaluated? I, along with Ph.D. student Jonathan Steuer, decided that the best way to answer this multifaceted question was to put participants in a scenario that frequently involves the evaluation of numerous people: teaching. This study was somewhat unusual in that we had computers serving the role of three different confederates.

We told participants that they would prepare for a test with the assistance of a tutoring computer. The computer tutor presented each participant with twenty-five facts (e.g., “According to a Gallup poll, 85 percent of respondents indicated that ‘cheapness’ is one of the most serious faults a person can have” and “The less wire in a computer, the faster it runs”). After reading each fact, the computer asked participants how much they knew about the fact on a scale from 1 to 9. This was supposedly an adaptive teaching computer, such that the more the participants claimed that they knew about a fact, the fewer additional  facts they would receive on the subject. (We verified via questionnaires that all of the participants thought that the system did adapt.) In reality, all participants received the same twenty-five facts to ensure that everyone had the same experience.

After working with the tutoring computer, the participants were given a fifteen-question, multiple-choice test by a second testing computer. While the tutoring computer did not directly give away any of the answers, the testing computer’s questions did seem related to the tutoring. For instance, one of the questions—“What percentage of people tip less than 15 percent at a restaurant?”—related to the fact about cheapness.

The participants then went to a third evaluator computer to complete an assessment of the tutoring computer’s work. The evaluator computer went over each question, remarking on how well the tutoring computer helped the participant to answer the question correctly. Because we expected that the participants would be curious about their own performance as well, the computer told each participant that they had answered the same seven of fifteen questions correctly, regardless of their actual responses. This ensured that participants’ reactions would not be influenced by their own performance or by distractions associated with not knowing how well they did on the test.

To explore how people’s perceptions of the evaluator computer differed when it made positive versus negative comments about the tutor, half of the participants had a praising computer while the other half had a criticizing computer. For those in the praise condition, the evaluator computer favorably described the tutoring computer’s performance twelve times out of fifteen; the other three times, it described the performance as moderately negative. (We included a few negative evaluations to make the assessments believable.) For example, after telling participants that they had given a correct answer, the evaluator then provided one of five different positive responses about the tutoring, such as, “The tutoring computer chose extremely useful facts for answering this question. Therefore, the tutoring computer performed extremely well.” Even when participants (ostensibly) had provided an  incorrect answer, the computer gave one of three positive responses about the tutoring, such as:The tutoring computer was constrained by the limited number of facts it was permitted to provide. Given more time, the tutoring computer would have offered very helpful facts. Therefore, the tutoring computer performed as well as possible for this question.





For those in the criticism condition, the negative evaluations paralleled the positive evaluations. For example, after telling participants that they had given a correct answer, the evaluator computer then provided one of five different negative responses about the tutoring computer, such as:The tutoring computer failed to provide useful facts for answering this question. Therefore, the tutoring computer performed poorly.





After working with the evaluator computer, participants filled out a paper-and-pencil questionnaire that measured their attitudes toward the tutoring, testing, and evaluation computers.

 

 

➤ Results and Implications

 

How did people feel about the different computers? Just as people dislike an evaluator who criticizes them, participants disliked the evaluator computer that criticized the tutor and liked the one that praised the tutor. Even though participants knew that the tutor computer had no feelings that could be hurt, the evaluator criticizing it led to negative feelings toward the evaluator.

People also thought that the computer that criticized was more intelligent than the computer that praised, even though the two versions of the evaluator’s comments were equally complex in terms of grammatical structure and semantics. This is consistent with a classic study by the great social psychologist Solomon Asch, where he found that a person described as “intelligent and polite” was viewed as “wise”  only 30 percent of the time, but a person described as “intelligent and blunt” was viewed as “wise” 50 percent of the time. In sum, you view someone who criticizes others more negatively than someone who praises, but you also view that person as more intelligent.

The evaluator computer’s comments about the tutoring system affected not only how participants felt about the evaluator but also their perceptions of the tutor. When the evaluator computer praised the tutoring system, participants felt much more positive about the tutor than did people who witnessed the tutor criticized. For example, praise participants thought that the tutor was significantly more helpful than did criticism participants, although the information provided by the tutor and the participants’ scores on the test were identical. Compared to criticism participants, praise participants also believed that the tutor computer contributed more to boosting their test score, both in general and relative to their prior knowledge. Even though the computer in reality ignored the participants’ indications of how much they knew about each fact, participants who heard the tutoring computer praised considered it significantly more responsive to their prior knowledge.

Were these reactions because people believe that computers are always right? No: on average, the participants ranked the evaluator computer’s judgments to be more inaccurate than accurate. Nonetheless, the mere existence of a positive or negative evaluation affected participants’ perception of the tutoring computer’s performance. The foregoing suggests that if you evaluate a person, it will change others’ perceptions of that person, even when they are qualified to judge her or him for themselves. For example, if you praise your friend’s performance, people will think that your friend did well, even though they know that your evaluation might be biased. Conversely, you can undermine virtually anyone’s success by highlighting even a single deficiency. And saying, “It’s just my opinion” doesn’t obviate this effect. If you truly want people to make judgments for themselves (and to not judge you), keep your opinions to yourself.
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The previous results have particular import for those who praise and criticize others for a living. While teachers and managers certainly fall into this category, it also includes professional critics of books, films, restaurants, cars, and other consumable products and services, whose raison d’être is evaluation. How do critics gain a positive reputation? Harvard Business School professor Teresa Amabile conducted an experiment to find out. She wrote two reviews of a nonexistent book. The reviews were identical except that at ten places in the document, she either inserted positive words (e.g., “successful” and “both interesting and engaging”) or negative words (e.g., “unsuccessful” and “neither interesting nor engaging”). She then gave participants a questionnaire about the reviewer.

The results showed that participants saw negative reviewers as more intelligent and competent and as having more literary expertise than positive reviewers. This is consistent with the results from the previous experiment, in which participants saw the evaluator that criticized the tutoring computer as more astute than the one that praised. As Amabile puts it, “Only pessimism sounds profound. Optimism sounds superficial.”

The presumptive intelligence of negative evaluators also occurs in the case of movie critics: critics who dislike most movies are seen as much smarter than critics who like most movies.2 Surprisingly, people link criticism and intelligence instinctively. Amabile showed that when asked to present in front of an audience that is described as having a higher intellectual status than the presenter, presenters became more negative.

In sum, critics, and all other evaluators, must decide whether they want to seem “clever and contemptible” or “kind and clueless.” Thus, criticize only when it is urgent to do so or when you’re trying to look smart.




 Self-Evaluation 

The ancient Greeks inscribed “Know Thyself” in the forecourt of the Temple of Apollo where the Oracle at Delphi resided. They knew that the ability to accurately assess yourself and to integrate evaluations from others (such as the Oracle) would reap great benefits. Today, this aphorism has essentially morphed into the much more risky, “Know thyself and tell others about it,” as reflected in the dramatic growth of blogs and social networking sites. The notion of self-evaluation as a public rather than a private process has been institutionalized in the workplace since the 1960s via the requirements to both formally evaluate yourself as well as to formally respond to the evaluations of your bosses, peers, and subordinates.

How people perceive others’ self-evaluations is complicated because self-evaluators’ motivations are likely to be many-layered, conflicting, and nuanced, as they balance the urge to make themselves sound good against the expectation to be accurate. My approach of using computers as confederates made it possible for me to very cleanly investigate the issue, as I could determine people’s feeling about self-evaluators without the difficulties that come with person-to-person interaction.

 

 

Experiment:

Let’s Not Play the Blame Game

 

When you work with someone and failure occurs, should you be modest and blame yourself, or is it better to blame your partner? To answer this question, I needed a context in which a person would interact with a computer during an activity that would lead to many mistakes and failures. The mistakes had to occur frequently (to provide multiple opportunities for self- or other-evaluation) and in an obvious way.  Who caused the problem also had to be ambiguous enough that the computer could plausibly blame itself or the participant for it.

After pondering these requirements, I came up with the idea of using a voice-recognition system as the context. For a variety of reasons, these systems often fail at comprehending what people say, either misunderstanding what was said or simply failing to make any sense of it. For example, all too often an airline system thinks that you said “San Francisco” when you wanted “San Antonio”; a computer company thinks you want to make a “purchase” when you really want “service”; or a ticket reservation system thinks that the caller wants “noon” instead of “June.” Perhaps even more commonly, a system finds it impossible to even guess what you meant, forcing you to repeat what you said (often multiple times).

When a failure occurs, the system must acknowledge the problem and then explain the reason for it—in other words, place the blame. Because breakdowns occur frequently and the computer drives the interaction through the questions it asks, this context presents a perfect opportunity to compare people’s responses to how blame is placed.

I, along with Stanford undergraduates Armen Berjikly and Corinne Yates, built a telephone-based system for acquiring books via Amazon. The system allowed participants to search for books, listen to descriptions, browse the best-seller list, place books on a wish list or in a shopping cart, and make purchases. To facilitate the experiment, we had all of the participants inquire about the same products in the same order, and we ensured that each participant experienced misrecognitions at precisely the same points.

We created two versions of the software, identical except that they employed different methods for handling blame. The first version took the approach of almost all real-world systems by criticizing itself, saying for instance, “This system did not understand the selection. Please repeat it.” This is self-evaluation, as the system modestly blames itself for the misunderstandings. The second version blamed the other obvious candidate: the user. In this situation, the system offered a response such as, “You are speaking too quickly. Please repeat  your response,” or “You must speak more clearly. Please say it again.”

After using the system, participants responded to a questionnaire that asked how much they liked the interface, how willing they were to buy the various books the system had presented, and how competent they thought the speech-recognition system was.

 

 

➤ Results and Implications

 

Participants strongly liked the modest system that criticized itself and hated the system that blamed them. The system that blamed the participant was also a terrible salesperson: participants were much less willing to buy books from it than the system that blamed itself. That is, participants were angry not only with the system that criticized the user but also with the company, refusing to buy its books.

The most interesting result came from the perceived competence of the two systems. Although participants were clearly very negatively disposed toward the system that criticized them, they actually thought that it was much more competent and made many fewer recognition errors! This was despite the fact that the two systems made identical mistakes at identical points in the interaction. In sum, modesty undermines your perceived intelligence so much that even insulting the person you are working with makes you seem more competent to that person than criticizing yourself.

 

 

Experiment:

Enough About Me. Let’s Talk About You. 
What Do You Think About Me?

 

In the previous experiment, the participant had a stake in the criticism. When things went wrong, participants obviously did not want to be blamed—they may have welcomed the computer’s modesty simply  because it let them off the hook. To ensure that the conclusions about modesty were robust, I decided to examine a situation in which the participant could be more objective. This would allow us to compare and contrast the advantages and disadvantages of being seen as a braggart (self-praiser), a lauder (other-praiser), a self-deprecator (self-criticizer), or a critic (other-criticizer)

The most straightforward way to make all of these comparisons simultaneously was to expand the earlier experiment involving tutoring, testing, and evaluation. In the original experiment, participants heard an evaluating computer either praise or criticize the tutoring system. For the extension of the experiment to include self-evaluation, I had a new set of participants go not to the third, evaluating computer but instead go back to the same computer that tutored them to hear it either praise or criticize itself. These self-evaluation conditions were identical to the other-evaluation conditions except that the tutor computer referred to itself as “this computer” rather than “the tutoring computer.” (The computer did not refer to itself as “I” because we feared that this would seem odd and overly anthropomorphic.)

 

 

➤ Results and Implications

 

How do people who are not involved in an interaction feel about someone who is modest, that is, a self-criticizer? Although generally people like those who criticize less than those who praise, participants liked the computer that criticized itself much more than the computer that praised itself. Furthermore, participants also liked the computer that criticized itself much more than the computer that criticized another computer. Jack Benny was right when he bragged, “Modesty is my best quality.”

However, as far as perceived competence, modesty was again a poor strategy: consistent with the Amazon study, participants felt that the computer that criticized its own performance was less competent than both the computer that praised itself and the computer that criticized the other computer. Thus, the use of modesty involves another “kind  but clueless” trade-off: while a laudable quality, modesty, unfortunately, is also very convincing.

How do people feel about those who praise themselves versus those who praise others? In this case, no trade-off exists. Participants liked the computer that praised itself much less than the computer that praised a different computer. Participants also felt that the tutoring computer that praised itself was less competent than the tutoring computer that was praised by another, evaluator computer. This makes the choice between self-praise and other-praise clear: never praise yourself when you can have someone else do it for you. Thus, the best strategy in the workplace is a “mutual-admiration society” with another colleague: person A praises person B, and person B praises person A. This will lead to both people seeming smarter and more likeable than if they praised themselves.

This strategy can readily be used when someone introduces you before a presentation. Whenever I am asked to speak, I make sure to know my introducer’s name and position. After the typically positive introduction, I say, “Thank you for the kind introduction. It is a particular honor to be introduced by [name of person], as she is an outstanding [name of position].” By doing this, my audience admires both me and my introducer more: the praise from the introducer inflates my perceived competence, and my praise of the introducer inflates her or his perceived competence. This also leads to a positive spiral, as the increased perceived intelligence of the introducer makes people feel that her or his positive comments about me are even more valid.

If you want people to like you and don’t care how smart you seem, criticize yourself and praise others. If you want to seem smart and don’t care about being liked, than criticize others and don’t be modest. However, adopt the latter conclusion with caution because if people do not like you, they will think you are competent but will not describe you positively to others or reward you for your competence. While your criticism will influence them, you will gain a reputation not for excellence but for unpleasantness. And, of course, don’t directly criticize the person you are interacting with when you can criticize a third party.

[image: 005]

• Praise others (but not yourself ) freely, frequently, and at any time, regardless of accuracy. Emphasize effort over innate abilities. When possible, establish a mutual-praise agreement in which you and a partner praise each other.
• Criticize others with caution, keeping it brief and specific, and always with clear follow-up actions. Present ways to improve and resolve the criticism, and emphasize the importance of effort for success. Afterward, give people time to process and to respond when they are ready.
• When mixing praise and criticism, offer broad praise, brief criticism focused on specific steps toward improvement, and then lengthy and detailed positive remarks.
• Modesty might win you friends but will also be believed, so only criticize yourself when it is accurate and constructive to do so.
• If you want to seem competent, then reverse the previous advice: praise yourself, criticize others, and don’t criticize yourself.





End of sample
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