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    Prologue
  


  
    
  


  
    What Is the Hockey Stick?
  


  
    On the morning of November 17, 2009, I awoke to learn that my private e-mail correspondence with fellow scientists had been hacked from a climate research center at the University of East Anglia in the United Kingdom and selectively posted on the Internet for all to see. Words and phrases had been cherry-picked from the thousands of e-mail messages, removed from their original context, and strung together in ways designed to malign me, my colleagues, and climate research itself. Sound bites intended to imply impropriety on our part were quickly disseminated over the Internet. Through a coordinated public relations campaign, groups affiliated with the fossil fuel industry and other climate change critics helped catapult these sound bites onto the pages of leading newspapers and onto television screens around the world. A cartoon video ridiculing me and falsely accusing me of “hiding the decline” in global temperature was released on YouTube and advertised through a sponsored link that appeared with any Google search of my name. The video eventually even made its way onto the CBS Nightly News. Pundits dubbed the wider issue of the hacked e-mails “climategate,” and numerous investigations were launched. Though our work was subsequently vindicated time and again, the whole episode was a humiliating one—unlike anything I’d ever imagined happening. I had known that climate change critics were willing to do just about anything to try and discredit climate scientists like myself. But I was horrified by what they now had stooped to.
  


  
    My thoughts turned to an event from a decade earlier. In August 1999, I attended a meeting in Arusha, Tanzania, as a lead author for an upcoming report of the Intergovernmental Panel on Climate Change (IPCC). From my hotel room, I could see one of the world’s great wonders, Mount Kilimanjaro, with its magnificent ice cap lying just degrees from the equator. The ice cap, by the end of the twentieth century, had already shrunk to just a third of the area it covered in 1936 when Ernest Hemingway wrote “The Snows of Kilimanjaro,” but it was majestic all the same.
  


  
    After the meeting, I joined a daylong expedition to see one of the world’s greatest displays of nature: Serengeti National Park. Here, zebras, giraffes, elephants, water buffalo, hippos, wildebeests, baboons, warthogs, gazelles, and ostriches wander among some of the world’s most dangerous predators: lions, leopards, and cheetahs. Among the most striking and curious scenes I saw that day were groups of zebras standing back to back, forming a continuous wall of vertical stripes. “Why do they do this?” an IPCC colleague asked the tour guide. “To confuse the lions,” he explained. Predators, in what I call the “Serengeti strategy,” look for the most vulnerable animals at the edge of a herd. But they have difficulty picking out an individual zebra to attack when it is seamlessly incorporated into the larger group, lost in this case in a continuous wall of stripes. Only later would I understand the profound lesson this scene from nature had to offer me and my fellow climate scientists in the years to come.
  


  
    For more than two decades, in their efforts to inform the public about climate change and its potentially disastrous consequences, scientists have run up against powerful vested interests who either deny that such change is occurring or, if it is, that human activity plays much if any role in it. I have been privileged to be part of this scientific effort and, indeed, at times singled out in the ensuing conflict. My story is that of a once-aspiring theoretical physicist, driven by a curiosity about the natural world, who wound up as a central object of attack in what some have characterized as the best funded, most carefully orchestrated assault on science the world has known.
  


  
    The extent of this assault was recently described by John M. Broder of the New York Times: “[T]he fossil fuel industries have for decades waged a concerted campaign to raise doubts about the science of global warming and to undermine policies devised to address it,” and they have “created and lavishly financed institutes to produce anti-global-warming studies, paid for rallies and Web sites to question the science, and generated scores of economic analyses that purport to show that policies to reduce emissions of climate-altering gases will have a devastating effect on jobs and the overall economy.”1
  


  
    A central figure in this controversy has been the “hockey stick,” a simple, easy-to-understand graph my colleagues and I constructed to depict changes in Earth’s temperature back to A.D. 1000. The graph was featured in the high-profile “Summary for Policy Makers” of the 2001 report of the Intergovernmental Panel on Climate Change, and it quickly became an icon in the debate over human-caused (anthropogenic) climate change.
  


  
    The hockey stick’s prominence in the climate change debate would secure its status as a principal bête noir for those who denied the importance or even the existence of climate change. Climate change deniers went on to wage a public—and very personal—assault against my coauthors and me in the hope that somehow they might discredit all of climate science, the fruit of the labors of thousands of scientists from around the world, by discrediting us and our work. The Serengeti strategy writ large.
  


  
    Why did our work stir such passions among the deniers of human-caused climate change? Perhaps because it addressed in such a graphic way the critical question of whether there was truly anything unusual about modern global warming. Instrumental records from around the globe indicate that Earth has warmed by almost 1 degree Celsius (about 1.5°F) over the past century. That may seem a small amount, but it is already noticeable in glacier retreat, rising sea level, more frequent heat waves, and more intense hurricanes, among many other phenomena. If the trend continues, the warming will have large and in some cases horrific consequences for the world’s agricultural production, seacoast settlements, ocean health, and biodiversity.
  


  
    Few records of thermometer readings reach further back in time than a century, however. Is it possible, then, that we have simply managed to catch a glimpse, through the myopic window of modern observations, of what is in reality a larger natural cycle of periodic cooling and warming and that in the decades to come, the average temperature will, by itself, stabilize or even begin to drop?
  


  
    The field of paleoclimatology seeks to address such questions by placing modern evidence of climate change in a longer-term context. Paleoclimatologists make use, among other things, of the indirect evidence provided by so-called proxy climate data—natural archives of information that record, either physically, chemically, or biologically, some attribute of the climate back in time. Scientists have found, for example, that the shifting ratio of oxygen isotopes in the frozen layers of ice cores, some of which date back thousands of years, can be used to estimate temperature changes back in time at the site of the core.2
  


  
    Some proxy records, such as the layers contained in deep ocean sediments, record only the coarsest changes, such as the coming and going of the major ice ages over eons. Other proxy records, such as tree rings, ice cores, corals, and lake sediments, can potentially tell us about climate conditions such as temperature, rainfall, or wind patterns for a single year or season. By using an array of such records, we can establish a year-by-year chronology of the climate changes of past centuries.
  


  
    In the late 1990s, my coauthors and I published an attempt to use such paleoclimate proxy data to obtain a quantitative assessment of how Earth’s surface temperature had varied in past centuries. We published our original findings, which spanned the past six hundred years, in 1998,3 and the following year we were able to extend the analysis back over the entire past millennium.4 The picture that emerged was a wiggly curve documenting past temperature changes over the entire Northern Hemisphere (the hemisphere with the most data) and indicating a sharp rise in temperature over the past century. The graph we drew looked fuzzy because for each point on the curve it included the margin of error, reflecting the simple fact that ice cores, corals, tree rings, and other proxies are useful but rather imperfect thermometers.
  


  
    Despite the uncertainties, my coauthors and I were able to draw certain important conclusions. We deduced that there had been a decline in temperature from the period running from the eleventh century through the fourteenth—a period sometimes referred to as the medieval warm period—into the colder Little Ice Age of the fifteenth to nineteenth centuries. Think of this as the shaft of a hockey stick laid on its back. This long-term gradual decline was followed by an abrupt upturn in temperatures over the past century. Think of this as the blade. In the original draft, our reconstruction ended in 1980, as relatively few long-term proxy records had been updated since the early 1980s. Yet much of the observed warming had actually taken place since then. An anonymous reviewer suggested that we bring the curve up to date by including the observational temperature data, that is, modern thermometer measurements available through to the present. That led to a sharpened blade. The warmth at the end of the record rose well above that of any period of the past millennium, even taking into account the increasing margin of error as one goes back in time.
  


  
    Thus was born the hockey stick—though the term itself was actually coined later by a colleague in Princeton.5 It didn’t take long for the hockey stick to become a central icon in the climate change debate. It told an easily understood story with a simple picture: that a sharp and highly unusual rise in atmospheric warming was occurring on Earth. Furthermore, that rise seemed to coincide with dramatic changes in human activity heralded by industrialization and increased use of fossil fuels. The controversy that the hockey stick would ultimately generate, however, had little to do with the depicted temperature rise in and of itself. Rather, it was a result of the perceived threat this simple graph represented to those who are opposed to governmental regulations or other social restraints aimed at protecting our environment and the long-term prospects for the health of our planet.
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    Figure P.1: The Hockey Stick

    The thin dark grey curve denotes the estimated Northern Hemisphere temperature for each year (relative to a baseline [0.0] marking the late twentieth-century average) as estimated from proxy data available through 1980. The gray-shaded region indicates the uncertainty in the annual temperature estimates (there is an estimated 95 percent certainty that the temperatures for any given year lie within the shaded region). The thick, smoother curve highlights the long-term variations. The modern instrumental temperature-gauge record through the end of the twentieth century (thin black curve) is shown for comparison. [Adapted from IPCC Third Assessment Report, 2001; a similar version of this graphic appeared in our original 1999 publication.]
  


  
    In this book, I attempt to tell the real story behind the hockey stick. I reflect on the emphasis, and indeed at times the overemphasis, that players on both sides of the climate change debate have often placed on this work. I explore the controversy associated with the hockey stick, some of it real, much of it specious. I use my own story, more than anything else, as a vehicle for exploring broader issues regarding the role of skepticism in science, the uneasy relationship between science and politics, and the dangers that arise when special interests and those who do their bidding attempt to skew the discourse over policy-relevant areas of science. In short, I attempt to use the hockey stick to cut through the fog of disinformation that has been generated by the campaign to deny the reality of climate change. It is my intent, in so doing, to reveal the very real threat to our future that lies behind it.
  


  
    Chapter 1
  


  
    
  


  
    Born in a War
  


  
    The balance of evidence suggests that there is a discernible human influence on climate.
  


  
    —The contentious sentence in “Summary for Policy Makers,” IPCC Second Assessment Report (1995)
  


  
    It is November 27, 1995, several years before my colleagues and I published our “hockey stick” study. Bill Clinton has been president for nearly three years. The Dow Jones Industrial Average just passed the 5,000 mark for the first time. The TV series E.R., created by novelist Michael Crichton, is the top-rated show on television.
  


  
    In Madrid, Spain, the Intergovernmental Panel on Climate Change (IPCC) is holding the final plenary meeting for the Second Assessment Report, the purpose of which is to summarize the consensus among scientists regarding the extent of humanity’s impact on Earth’s climate. At a nearly identical latitude on the other side of the Atlantic, I am working on my Ph.D. dissertation in New Haven, Connecticut. I am oblivious to what is taking place in Madrid; I’m just trying to finish up my research in time to defend my dissertation the coming spring and begin a career as a professional climate researcher.
  


  
    My research at the time focused on the importance of natural variability—that is, the role of nature, not man—in explaining changes in Earth’s climate. The one scientific article I had submitted for publication that touched on the topic of human-caused climate change would, ironically, a few months later be hailed by those who contest the proposition that humans play a significant role in observed climate changes. (That article simply demonstrated a relatively minor inconsistency between theoretical climate model predictions and actual climate observations.)1 I was especially interested in the role that natural oscillations in the climate system might have played in observed changes in climate during the modern observational era of the nineteenth and twentieth centuries. My first-ever article analyzing climate proxy records had just been published a week earlier.2 In that article, my coauthors and I showed that these natural oscillations persist over many centuries and might be more important than many scientists had acknowledged in explaining certain modern climate trends. This work, in another twist of irony, would also be celebrated by contrarians in the climate change debate, who were ostensibly unaware that both natural and human influences on climate can and almost certainly do coexist. I myself did not doubt that humans were changing the climate; the extent of evidence was already significant. I had simply chosen to focus in my research on the issue of natural climate variability.
  


  
    Meanwhile, back in Madrid at the IPCC plenary, a fierce argument had broken out between the scientists crafting the report and government delegates representing Saudi Arabia, Kuwait, and some other major oil exporting nations that profit greatly from societal dependence on fossil fuel energy and, according to the New York Times, had “made common cause with American industry lobbyists to try to weaken the conclusions” of the report.3 The tussle was over whether one could state with confidence that human-caused climate change was already observable. The scientists argued that “the balance of evidence suggests an appreciable human influence on climate” because only when human impacts were included could the rise in temperature over the past century be accounted for. The Saudi delegate complained that the word appreciable was too strong. He demanded weaker wording.
  


  
    For two whole days, the scientists haggled with the Saudi delegate over this single word in the “Summary for Policy Makers.” They debated, by one estimate, nearly thirty different alternatives before IPCC chair Bert Bolin finally found a word that both sides could accept: “the balance of evidence suggests a discernible human influence on climate.” The term discernible established a middle ground by suggesting that climate change was indeed detectable, as the scientists argued, while acknowledging that humanity’s precise role in that change and its magnitude were still subject to dispute—a concession that no doubt pleased the Saudi delegate. This sentence would go on to become famous or, in some circles, infamous. The fact that two entire days at the final plenary were devoted to debating a single word in the report’s summary gives you some idea of how contentious the debate over the reality of human-caused climate change had become by 1995.
  


  
    Why did the scientists care so much about the wording? What would be the harm, after all, if the wording were weakened a bit? I suppose it comes down to how deeply scientists care about getting things right. Details matter, and we argue passionately with each other about them. We don’t suffer perceived inaccuracies lightly, and more than anything else, we don’t like being misrepresented. The fact that the science in this case might have deep real-world consequences only amplified these natural inclinations.
  


  
    Among the scientists who fought hard against any watering down of the report’s key conclusion was Ben Santer, a climate specialist who works for the Department of Energy’s Lawrence Livermore National Laboratory in California. The recipient of a coveted McArthur “genius” award in recognition of his groundbreaking contributions to our understanding of climate change, Santer was a primary author on a series of important papers establishing the human role in observed climate change. As such, Santer was in a better position than anyone—and certainly than a bureaucrat with a political agenda—to assess the level of scientific confidence in concluding that human activity was changing the climate.
  


  
    As it happens, I had met Santer for the first time a little more than a year earlier, in July 1994, at a two-week workshop on climate science at the National Center for Atmospheric Research. I was attending the workshop as a graduate student invitee, and Santer was one of the invited speakers. I asked him a question about certain details of his analysis following his presentation. His response came across as a bit defensive, as if he perceived my question as an attack. Only later would I understand why.
  


  
    Santer’s work on climate change detection, unbeknownst to me, had been under increasing attack from contrarians in the climate change debate. In 1994, for example, his findings regarding the match between observed and model-predicted surface temperature changes was criticized4 by Patrick Michaels, a University of Virginia climate scientist who edited the World Climate Report,5 a newsletter with fossil fuel industry funding6 that featured criticisms of mainstream climate change research.
  


  
    The attacks against Santer were ratcheted up dramatically following the November 1995 IPCC plenary. In February 1996, for example, S. Fred Singer, the founder of the Science and Environmental Projection Project and a recipient over the years of substantial fossil fuel fund-ing,7 published a letter attacking Santer in the journal Science.8 Singer disputed the IPCC finding that model predictions matched the observed warming and claimed—wrongly—that the observations instead showed cooling. Singer went further. He claimed that inclusion of Santer’s work in the report violated IPCC rules because the work hadn’t yet been published. In fact, the IPCC rules did not require a work cited to be published at the time of the report; if it did, the lag time involved in getting a publication to print would essentially render the report obsolete on arrival. The IPCC requirement was simply that the work be available to reviewers upon request, which Santer’s work was. Moreover, a substantial component of the research in question had been published.
  


  
    Meanwhile, the Global Climate Coalition (GCC), a group also funded by the fossil fuel industry,9 circulated a report to Washington, D.C. insiders accusing Santer of abusing the peer review system and of “political tampering” and “scientific cleansing”—a charge that was especially distasteful given that Santer had lost relatives in Nazi Germany.10 The purported basis of these allegations? At the request of the IPCC leadership after the Madrid plenary, Santer, as lead author on an IPCC chapter, had removed a redundant summary so that his chapter’s structure would conform to that of the other chapters, all of which had summaries only at the beginning.
  


  
    A few months later, Frederick Seitz, the founding chairman of another industry-funded group,11 the George C. Marshall Institute, published an op-ed in the Wall Street Journal repeating the same charges. While the paper’s editors did eventually publish Santer’s rejoinder, they in effect neutered his response by editing his words beyond recognition and removing the names of the forty colleagues who had cosigned the letter, thus leaving Journal readers with the misleading impression that Santer stood alone in his defense against the specious charges.12
  


  
    With the help of sympathetic media outlets such as the Wall Street Journal, climate change deniers were able to spread false charges about Santer faster than he—or his colleagues—could possibly hope to refute them. The practice of isolating someone like Santer to make an example of an individual scientist—what I call the “Serengeti strategy”—is a tried-and-true tactic of the climate change denial campaign. The climate change deniers isolate individual scientists just as predators on the Serengeti Plain of Africa hunt their prey: picking off vulnerable individuals from the rest of the herd.
  


  
    The Santer episode encapsulates the toxic and incendiary environment that existed, largely unbeknownst to me, at the time that I was finishing my Ph.D. and preparing to enter the world of climate research. Little did I know that similar attacks might be made against me just a few years hence, when my work, like Santer’s, would be featured as a major pillar of evidence by the IPCC.
  


  
    Tricks and Treats
  


  
    It is late December 1974. I’ve just turned nine, and, as usual, my family and I are celebrating my birthday with relatives in Philadelphia. For more than a year now, I’ve been pestering my Uncle Paul—an artist and successful entrepreneur to whom I’d always looked for wisdom on all matters of life—to explain what it means to go faster than the speed of light. I was intrigued by such “gee whiz”—but ultimately scientific—concepts. For my birthday that year, Uncle Paul had given me a copy of a popular novel considered inspirational at the time, with an inscription indicating that it would answer my questions. I enjoyed the book, though to this day I can’t figure out what it had to do with warp speed, time travel, or any related topics. But I know that already by that age I was fascinated with the world of science.
  


  
    Math and science were the subjects that had always come most easily to me; perhaps having a father who was a college math professor had something to do with it. In high school, when other kids were partying on Friday nights, I was hanging out with my computer buddies writing programs to solve challenging problems. In fall 1983, after having seen the movie War Games, I became determined to write a self-learning tic-tac-toe computer program, just as in the movie, a program that could learn from its mistakes, a rudimentary type of artificial intelligence. The movie carried a thinly veiled lesson about the futility of global thermonuclear war: There can be no winner in a tic-tac-toe game expertly played; if neither player makes a mistake, the game will always result in a tie. Perhaps if the computer—in the movie, it had seized control of America’s missile program and was preparing to launch a massive nuclear attack—could be brought to understand this paradox, it could recognize the futility of nuclear war. For me at the time, however, it was just an interesting and challenging computer problem to tackle.
  


  
    Machine learning of this sort was in principle relatively straightforward. The real challenge was in how to go about constructing an algorithm—a set of operations or calculations, here in the form of a computer program—to solve the problem as efficiently and elegantly as possible. I had the computer play itself, just like in the movie. That was the easy part. In the beginning, I simply had it make random moves every turn. When it lost to itself, however, I would store both the final and previous configurations of the tic-tac-toe board in a “blacklist”—moves that would no longer be available to the computer.13 The blacklist was used to ensure that the computer, while it continued to make random moves, would not make the same losing move again; in this way it would gradually “learn” how to play tic-tac-toe.
  


  
    In practice, it might take a very long time for the computer to become skilled enough to avoid losing because there are so many possible sequences of moves, and the program gets slower and slower as it has to scan an increasingly long list of disallowed moves before each turn. But I discovered a “trick”—the term scientists and mathematicians often use to denote a clever shortcut to solving a vexing problem—to get the computer program to learn much faster. The trick was to exploit the concept of symmetry. A tic-tac-toe game is the same no matter how you rotate the board, whether you flip it vertically or horizontally, or whether you switch the role of Xs and Os. When you take that symmetry into account, there are actually many fewer truly unique board configurations and many fewer losing moves that need to be stored in a blacklist. Now I could get the computer to become unbeatable in tic-tac-toe far more readily. The adrenaline rush, for the scientist, comes from finding tricks that make a problem easier to crack. That—and eating pizza with my friends—was my idea of a fun Friday night.
  


  
    A Random Walk
  


  
    A year later, in August 1984, as Ronald Reagan was completing his first term in office and Michael Jackson’s Thriller was the top-selling record album, I headed off to college at the University of California, Berkeley (UC Berkeley). In part, I must confess, I was looking to get away from the harsh Amherst, Massachusetts, winters I’d endured for the first eighteen years of life, but I was also attracted by the school’s reputation as one of the world’s leading scientific research institutions. I chose to major in physics, with a second major in applied math. The summer following my freshman year, I began doing research in theoretical physics that emphasized the computational approaches to problem solving I so enjoyed.
  


  
    The project I was working on bore some resemblance to the tic-tac-toe problem that had captivated me in high school; it too involved the concept of randomness. The project employed what is known as a Monte Carlo method, named for its resemblance to a casino game—a method that I would make use of years later in my climate research. Much as gamblers in Monaco’s famous casino town engage in random rolls of the dice in hope of monetary reward, scientists generate random numbers on a computer in hope of simulating processes in nature that have a random component.
  


  
    One example is the molecular interactions that govern the behavior of a solid or liquid. While the fluctuations of the individual molecules are random in nature, external conditions—the ambient temperature, in particular—influence the collective behavior of the molecules. The warmer the temperature, for example, the more energetic the random fluctuations. Thus low temperatures favor relatively ordered states (e.g., ice crystals), while high temperatures favor relatively disordered states (e.g., water vapor). Shifts between these states are typically abrupt. There is a critical temperature at which the system, when warmed, will suddenly undergo a phase transition from the ordered state to the disordered state, or vice versa in the case of cooling. One can explore phase transitions by representing the interactions between molecules in a computer model simulation, generating random molecular perturbations in the model to mimic the real-world random fluctuations of molecules.
  


  
    I was using this type of Monte Carlo approach to investigate the theoretical behavior of liquid crystals—the materials used in liquid crystal displays (LCDs) employed in laptops, TVs, and digital watches. My research was aimed at determining how the critical temperature of the transition between the ordered and disordered phases of liquid crystals might vary under different conditions.14 My adviser was a theoretical physical chemist named Tony Haymet, who much later—coincidentally enough—went on to direct one of the world’s premier climate research institutions, the Scripps Institution for Oceanography at the University of California, San Diego.
  


  
    When Tony left UC Berkeley a couple of years after my arrival, I continued my undergraduate research with Didier de Fontaine, a professor of materials science studying the properties of an exciting new material—a high-temperature superconductor. A superconductor is a material that conducts an electric current with no resistance, a property with profound real-world applications such as in the operation of super-fast bullet trains. Conventional (metallic) superconducting materials need to be cooled nearly to a temperature of absolute zero, making them expensive to maintain. In the mid-1980s, scientists discovered that certain ceramic materials had a remarkable property; they super-conducted at much higher temperatures, above even the temperature of liquid nitrogen (a very inexpensive coolant).
  


  
    When I joined de Fontaine and his group in late 1987, they had been working for months to model the behavior of just such a material: yttrium barium copper oxide (YBCO). They were using Monte Carlo computer approaches similar to those I’d been using to study liquid crystals, so the project was a natural fit. Over the next two years, I worked with de Fontaine’s group on modeling the transitions between ordered and disordered phases of YBCO. We were stymied by one vexing problem. At very low temperatures, the simulation would get stuck in a temporary state and wouldn’t settle into the true equilibrium state. My key insight—my ansatz—was in recognizing that the fact that the material was organizing itself into parallel, variably spaced, linear chains of copper and oxygen atoms was telling us something fundamental about the symmetry of YBCO at very low temperatures. The material was behaving not as a two-dimensional planar system, but as a much simpler one-dimensional linear system. Unlike the two-dimensional problem, the one-dimensional problem had an analytical solution; we could solve it with paper and pencil, allowing us to fully map YBCO’s phase behavior.15 Disappointingly, this behavior turned out to have little if anything to do with the superconductivity of the material. Nonetheless, I had once again found a satisfying trick to solve another challenging scientific puzzle, and that’s all that mattered to me at the time.
  


  
    After graduating from UC Berkeley, I went off to Yale University in fall 1989 to pursue a Ph.D. in physics. I was planning to study theoretical condensed matter physics—the theory behind the behavior of solids and liquids. After two years, I’d completed my coursework and passed my exams, and it was time to select a Ph.D. topic and adviser. Funding was tight, however, and, like other graduate students in physics, I was being steered toward increasingly applied areas of research—in my case, the study of semiconductor devices. This wasn’t quite the “big-picture” science I’d had in mind when I decided to go into physics in the first place. I was somewhat disillusioned and felt as if I’d lost my bearings. Facing a vocational crisis, I opened up the university catalog one day to see what other scientific research was being done at Yale where I might be able to apply my math and physics interests to working on a big-picture problem of significance.
  


  
    As I scrolled through the catalog, I discovered that a professor in the Department of Geology and Geophysics, Barry Saltzman, was using the tools of physics to simulate Earth’s climate. That sounded like a big-picture problem to me, and an important one at that. I scheduled an appointment to meet with Saltzman that week. As I talked with him, I became even more excited about the possibility of doing research in this area. He gave me a few articles to read and told me to get back to him if this subject matter seemed to be my cup of tea. I scoured the papers over the weekend. While the terminology and mathematical conventions were a bit different from those I’d encountered in my physics training, I got the gist of the articles—much as someone who speaks Spanish can roughly understand a person speaking Portuguese. On Monday, I told Barry that I was indeed interested in pursuing research in this area. He had some additional funding and could support me on a trial basis for the summer. If all worked out, I could stay on with him to do my Ph.D.
  


  
    That summer, I assisted a postdoctoral researcher of Barry’s with a project aimed at simulating the climate of the Cretaceous period with a state-of-the-art computer model. The Cretaceous period ended about 65 million years ago—with a bang, in fact. That’s when the dinosaurs went extinct, due to—it is now generally accepted—the impact of a large asteroid that struck Earth, sending massive amounts of dust into the atmosphere, blocking out much of the incoming sunlight, and sending Earth—in essence—into a quasi-perpetual years-long winter. What we were interested in, however, was the period of peak Cretaceous warmth roughly 35 million years earlier. We were trying to figure out how the high-latitude continents could have been as warm as they were. Fossil evidence indicates that dinosaurs back then were wandering Antarctica! Geological evidence suggests that greenhouse gas concentrations were higher than modern levels by perhaps a factor of four or more—enough to account for the overall extent of apparent global warmth at the time. What the models could not explain, however, was the paleodata indicating that the tropics warmed up only a little, while the poles warmed up a lot—a mystery that is still unsolved today, though some intriguing hypotheses have been proposed.16
  


  
    I spent most of my waking hours that summer of 1991 reading climate science textbooks and papers and soaking up all the knowledge I could about the field of climate research. With the beginning of the fall term, I switched into the Department of Geology and Geophysics, and I went on to take an additional two years of coursework to acquire knowledge in a whole new range of subjects, including fluid dynamics, meteorology, oceanography, climate dynamics, and statistical analysis methods. After passing yet another set of exams, I finally was ready to pursue Ph.D. research with Barry. I had no idea where my seemingly random scientific path would end up taking me, though much of the focus in the field of climate research at the time had to do with two central topics: natural climate variability and human-caused climate change. It was therefore likely that I would end up doing research related to one of these topics.
  


  
    Chapter 2
  


  
    
  


  
    Climate Science Comes of Age
  


  
    The ice we skate is getting pretty thin The waters getting warm so you might as well swim*
  


  
    —Smashmouth, “All Star” (1999)
  


  
    When I entered the field of climate research in the early 1990s, the science was just coming of age. Major research centers around the world were using some of the fastest supercomputers available to run ever-more sophisticated models of Earth’s climate. Important new observations were coming in. Thermometer measurements showed that the globe—both land and ocean—had by that time warmed approximately 1 degree Fahrenheit over the past century. The accumulated loss of ice during the previous four decades from melting glaciers around the world could fill Lake Huron. An increasing number of climate measurements were painting a picture of a climate that was changing in much the way models had been predicting it would if we continued to emit greenhouse gases. By the mid-1990s, enough evidence had accumulated to convince the IPCC, as we’ve seen, that there was a “discernible human influence on climate.” While the jury had been out when I began my studies in the early 1990s, it had come in with a judgment by the time I was completing them in the mid-1990s. What had led to that verdict can be described in five easy steps.
  


  
    Climate Change in Five Easy Steps
  


  
    By the mid-1990s, scientists were able to connect the dots when it came to establishing a human impact on our climate.
  


  
    (1) We knew for one thing that human activity—primarily the burning of fossil fuels—had increased carbon dioxide (CO2) concentrations in the atmosphere. The legendary atmospheric scientist Charles Keeling first began to make direct measurements of atmospheric CO2 in 1958 at a pristine location far from any pollution sources—nearly three miles above sea level at the top of Mauna Loa in Hawaii. Thanks to Keeling’s work, we had an instrumental record of CO2—the so-called Keeling curve—going back nearly half a century. But we could go back even farther by analyzing CO2 content in samples of the ancient atmosphere recovered from the layers of ice in ice cores stretching back hundreds of thousands of years.
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    Figure 2.1: The Keeling Curve

    Monthly measurements of atmospheric CO2 concentrations from Mauna Loa, Hawaii, dating back to 1958. The original measurements were made by Charles Keeling. The record is maintained and updated by scientists with the Scripps Institution of Oceanography. [From Scripps Institute of Oceanography/NOAA Earth System Research Laboratory.]
  


  
    These records indicate a steady two-century–long rise in CO2 concentrations coincident with the Industrial Revolution, culminating in modern levels that appear unprecedented in hundreds of thousands of years at least, long before modern humans arrived on the scene. The CO2 that was building up in the atmosphere as the Industrial Revolution progressed, moreover, had humanity’s fingerprints all over it; analysis of the carbon isotopes indicated that the source lay in the burning of fossil fuels. At current rates of fossil fuel burning, CO2 concentrations, it was estimated, would reach twice preindustrial levels within about four decades. We’d potentially need to reach back tens of millions of years, halfway to the age of dinosaurs, to find previous levels that high.
  


  
    (2) Scientists also knew that this increase in atmospheric CO2 (and other trace gases produced by human activity, such as methane) must have a warming effect on Earth’s surface. In fact, that had been known for nearly two centuries. The esteemed French scientist and mathematician Joseph Fourier (1768–1830) is generally credited with discovery of the warming effect of these gases. Other great nineteenth-century scientists such as England’s John Tyndall (1820–1893) and Sweden’s Svante Arrhenius (1859–1927) helped work out the basic physics and chemistry.
  


  
    Earth is heated from above by the Sun. The only thing keeping the planet from getting hotter and hotter is its ability to cool off by emitting its own invisible form of radiation (infrared radiation) to space. Certain gases in our atmosphere such as carbon dioxide, however, impede this heat loss mechanism by absorbing a fraction of that radiation and reradiating some of it back down toward the surface, rather than allowing it to escape to space. This requires Earth’s surface to send even more infrared radiation out to space. And that it can only do by warming up.
  


  
    This effect, which in some respects resembles how a greenhouse works, is known as the “greenhouse effect,” and the gases responsible for it are thus termed “greenhouse gases.” The greenhouse effect is hardly controversial. Indeed, without a natural greenhouse effect, Earth would be a frozen planet lacking life as we know it. By increasing the concentrations of these gases in the atmosphere, it was only logical that we should be further warming Earth’s surface.
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    Figure 2.2: The Atmospheric Greenhouse Effect

    Earth is warmed by the incoming radiation from the Sun, and its temperature can stabilize only by producing its own invisible outgoing (infrared) radiation. The greenhouse effect involves the absorption of some of that outgoing radiation by greenhouse gases in our atmosphere. The greenhouse effect warms the surface by sending some of this radiation back toward Earth rather than allowing it to escape to space.
  


  
    (3) Indeed, as mentioned earlier, thermometer measurements told us that by the mid-1990s Earth had already warmed a little more than a degree Fahrenheit (roughly 0.6°C) since the dawn of industrialization. The globe was in fact warming. This observation alone may not seem that decisive; after all, the warming might have been at least partly natural in origin. However, the observation did not exist in isolation. There was now evidence as to the probable cause.
  


  
    (4) By the mid-1990s, it was possible to investigate the causal mechanisms behind changes in Earth’s climate using relatively sophisticated mathematical models of Earth’s climate. These models solved the same complex equations of atmospheric physics that numerical weather prediction models did. But they also took into account components of the climate system other than the atmosphere, including the oceans, the continental ice sheets, and even life on Earth (collectively known as the “biosphere”), and they attempted to account for the physical, chemical, and biological interactions among these components. Of course, no theoretical model is ever perfect; even the best model is only an idealization of the actual world. There are always real-world processes that cannot be captured—for example, in the case of a numerical climate model, individual clouds or small-scale air currents like dust devils—that are simply too small for the model to resolve. The key question is, can the model be shown to be useful? Can it make successful predictions?
  


  
    Climate models had passed that test with flying colors by the mid1990s. James Hansen, in the late 1980s, successfully predicted the continuing warming that would be observed by the mid-1990s.1 Even something the model couldn’t have predicted in advance—the 1991 eruption of Mount Pinatubo in the Philippines—provided yet another key test. As soon as the eruption occurred, Hansen put what was known about the reflective qualities of volcanic sulfur particulates (known as “sulfate aerosols”) into the simulations. The aerosols cooled surface temperatures for several years in the model by shielding the surface from a fraction of incoming sunlight, leading Hansen to make what turned out to be a successful prediction of the temporary cooling that was seen over the ensuing few years.2
  


  
    (5) Finally, perhaps most significant of all, only when human factors were included could the models reproduce the observed warming—both its overall magnitude and, equally important, its geographical pattern over Earth’s surface and its vertical pattern in the atmosphere. The primary such human factor was increasing greenhouse gas concentrations due to fossil fuel burning and other human activities. A secondary human factor, sulfate aerosols emitted from industrial smokestacks, also played a role, however. Like volcanic sulfate aerosols, these industrial aerosols have a cooling effect. Unlike volcanic aerosols, which reach the lower stratosphere, allowing them to spread out into a layer covering the globe, industrial aerosols remain confined to the lower atmosphere, leading to localized patterns of cooling that offset global warming in some regions. The pattern of warming predicted by the models from the combination of these two human effects on the climate provide a unique “fingerprint” of what the human influence on climate should look like if the models were correct—and the fingerprint matched. The surface and lower atmosphere showed an irregular pattern of warming, while the atmosphere aloft was cooling, just as the models indicated it should.3 The fingerprint predicted for natural factors alone—for example, from fluctuations in solar output—on the other hand, failed to match the observations. It was the work of Ben Santer and other climate scientists during the mid-1990s in establishing this fingerprint of human influence that provided the “smoking gun,” the fifth and final link in the chain of reasoning that allowed the IPCC to declare in 1995 that there was indeed at least a “discernible” human influence on climate.
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    Figure 2.3: Testing Climate Models

    A comparison of three different simulations of global warming through 2020 made by James Hansen in 1988. The curve made up of weather station observations (available through 2005 in this analysis) closely matches the curve of the middle scenario (B)—the one that is based on the trajectory of an emissions scenario that most closely matches actual greenhouse gas emissions over the preceding twenty years. The upper and lower curves correspond to scenarios A and C, which assume higher and lower emissions respectively.
  


  
    So the case could be made by the mid-1990s—in just five easy steps—that human activity was changing our climate. The case became stronger over the next decade and a half as increasingly more sophisticated models were developed and a wider array of data was collected that confirmed unprecedented changes taking place in our climate. It is fair to say, though, that even by the mid-1990s there was no longer reason for real scientific debate over the proposition that humans had warmed the planet and changed the climate. That conclusion was now supported by the efforts of thousands of scientists around the world whose work contributed to the various pillars of evidence detailed above. What scientists were still debating with each other at scientific meetings and in the professional journals was the precise balance of human versus natural causes in the changes observed thus far, and just what further changes might loom in our future.
  


  
    Answers to these more specific questions were far less clear. Climate scientists could surmise that if human civilization continued to follow its current upward trajectory of fossil fuel burning, we would likely see a near doubling of preindustrial atmospheric CO2 levels by the mid-twenty-first century. Furthermore, we could estimate that such an increase would lead to an additional warming of anywhere between 1.5 and 4.5°C (roughly 3–8°F).
  


  
    The large spread in estimated temperature increase arose primarily from uncertainty about the effects of so-called feedbacks, responses of the system that can either further amplify or diminish the warming. Certain feedbacks are almost certainly positive, amplifying the given effect; for example, a warmer atmosphere holds more water vapor, and water vapor is itself a greenhouse gas, further warming the surface. The melting of ice as Earth warms exposes more of the ground and ocean surface. These surfaces absorb sunlight more effectively than does ice, which further amplifies the warming. But other factors, such as how clouds change under warmer conditions and to what effect, were highly uncertain, and remain so still.
  


  
    Most models indicate a tendency for more low clouds in a warmer climate; low clouds mimic the effect of surface ice, for example, reflecting solar radiation back to space. Thus, in these models, clouds play the role of a negative feedback, diminishing the warming. Yet in other credible climate models, clouds behave differently, effectively enhancing the overall greenhouse effect and acting as yet another positive feedback. Representing cloud effects is perhaps the most daunting challenge for climate models, because they occur at scales too small to capture explicitly in the models, and their effects must therefore be represented only through approximations.
  


  
    What’s All the Fuss About?
  


  
    By the mid-1990s, larger questions regarding the potential societal and environmental impacts of climate change were beginning to receive more attention as well. Did climate change pose a threat to the future welfare of our civilization, and even possibly to our species? And if so, what, if anything, should we do about it, and when? Science alone could not, of course, answer many of these questions. They are as much matters of policy (and risk management, economics, and ethics) as they are matters of science. The science could, however, inform matters of policy.
  


  
    There was increasing recognition by the mid-1990s that another 2°C (3.5°F) warming beyond current levels (for a total of 3°C or 5°F warming relative to preindustrial times) could represent a serious threat to our welfare.4 Precisely what limitations in global greenhouse gas emissions would be required to avoid that amount of warming remained uncertain, and still does, because of the spread of predictions among models. If we choose to take the midrange model estimates as a best guess, avoiding another 2°C of warming would require stabilizing atmospheric CO2 concentrations at no higher than about 450 parts per million (ppm).
  


  
    Preindustrial levels were about 280 ppm, reflecting a long-term balance between natural processes that produce (sources) and those that take up (sinks) CO2 from the atmosphere. Humans, through extensive fossil fuel burning and other practices, have upset that natural balance, causing CO2 concentrations to rise steadily. Indeed, those concentrations will continue to rise until human emissions are brought essentially to zero.5 The carbon we emit into the atmosphere today has an extended legacy; it will potentially reside there for centuries.
  


  
    Levels, as of 2011, are nearly 390 ppm and are increasing by 2 to 3 ppm per year as a result of annual carbon emissions. The average American, through various actions and activities, emits roughly 20 tons—the weight of two very large adult male African elephants—of carbon per year. Globally, human beings emit the equivalent of more than 400 million of those elephants—roughly 8.5 billion tons—of carbon per year. A 450 ppm stabilization target would require greenhouse gas emissions be brought to a peak of no more than about 9 billion tons (450 million elephants) per year within the next decade, be lowered to mid-twentieth-century levels of roughly 1 billion tons (50 million elephants) per year by midcentury, and brought to near zero by the end of the century, to avoid breaching 450 ppm. That is a daunting task, as global population continues to increase, developing nations such as China and India continue to ramp up their own emissions, and industrial nations like the United States continue with business as usual. Given the enormity of the challenge, it was convenient for some to simply deny that climate change was happening at all, especially those who were profiting handily from civilization’s addiction to fossil fuels.
  


  
    Some leading climate scientists such as NASA’s James Hansen have argued that CO2 not only needs to be stabilized below 450 ppm, but in fact must be brought back to a level even lower than present. Based on geological evidence regarding ice amounts and sea levels that prevailed in past warm climates, Hansen argues that we need to bring CO2 down to levels lower than those that persisted when I first entered into climate research in the early 1990s—to 350 ppm, to be specific.6 In the December 2009 climate change negotiations in Copenhagen, Denmark, a consortium of low-lying island nations already threatened by rising sea levels lobbied for such a target.7 This target has even been incorporated into the name of the grassroots climate change campaign founded a few years ago by environmental writer Bill McKibben: 350.org. Lowering atmospheric CO2 concentrations from current levels would require not only dramatically reducing emissions, but in fact making them negative—that is, actively taking ambient CO2 from the air through expensive and, as yet, largely untested technologies such as open air carbon capture (which attempts to suck the CO2 out of the air, mimicking what plants do naturally, but at a greatly accelerated rate and without releasing carbon into the atmosphere as plant matter does when it dies and decomposes).
  


  
    Suppose we were instead to continue with business as usual, shunning efforts to curtail carbon emissions. The impacts on our civilization and environment could be profound. By doing so, we might well be committing ourselves to the melting of the major ice sheets, resulting in a sea level rise as much as six feet by the end of this century8 and, eventually, twenty feet or more, thus ensuring extensive loss of coastal settlements around the world, including the East and Gulf Coasts of the United States, and the potential disappearance of many low-lying island nations. Many coastal regions, including the U.S. East and Gulf Coasts, might feel the double whammy of inundation from sea level rise and increased erosion and destruction from potentially more powerful hurricanes fueled by warmer oceans. Increasingly widespread and severe droughts would likely take hold over the major continents, including North America, as precipitation became increasingly intermittent and moisture evaporated more readily from warmer soils. Many regions would likely also see increased flooding from more intense rainfall events.
  


  
    Among the potential impacts would be greater social conflict resulting from movements of large numbers of environmental refugees and increased competition for available resources within and among nations, more widespread famine due to declining agricultural productivity in developing tropical nations already struggling with hunger and malnutrition, and threats to human health and even mortality from potential increases in the spread of infectious disease and stress-related deaths from more frequent and extreme heat waves. Key ecosystems may be lost, including coral reefs and the summer Arctic sea ice environment critical to the survival of polar bears.
  


  
    Of course, there could be potential benefits in some cases. Agricultural productivity, for example, might increase in some midlatitude regions owing to longer growing seasons, as long as freshwater supply remains available—an important caveat. However, when all the various potential impacts of the climate changes are taken into account, the weight of impacts have been shown to be decidedly negative, and increasingly so as warming progresses.9 It is possible that the models that indicate a temperature rise of only 3 °F or so for CO2 doubling are right, that the changes will be modest enough that we, and many other living things, might be able to adapt. That appears unlikely, however, given the evidence, and in the worst case scenario, where considerably greater temperature rises occur, Earth will, as NASA’s James Hansen bluntly put it, resemble “another planet.”10 Environmental author Bill McKibben has even given a name to this planet: Eaarth.11 Ultimately the question boils down to this: Are we willing to roll the dice, with Earth lying in the balance? And is it within our rights to imperil future generations should we be wrong?
  


  
    Given the wealth of scientific evidence amassed by the mid-1990s, one might rightly wonder how there could be a viable opposing position on controlling our carbon emissions. It was already difficult for any scientist to credibly argue that Earth wasn’t warming, or that there was no impact on our climate by human activity (though a few still did, nonetheless, and still do). However, even among those who accepted the facts of global warming, there was still an awareness that much uncertainty exists, as we have seen. How much warming would there be? How much of the warming that had occurred could we confidently attribute to human activity? And precisely what impacts would the forecasted changes have on our daily lives? These were still wide-open questions. And while we continue to refine our understanding of climate change, many of these questions remain open to this day.
  


  
    Taking steps to reduce emissions to levels that would avoid breaching 450 ppm would have been far easier in 1995 than it is now, given that we have emitted more than 100 billion tons of carbon into the atmosphere in the meantime. But even then, it would have been challenging and potentially costly. Those opposed to action could point to that uncertainty for justification. Why should we engage in potentially expensive measures to reduce greenhouse gas emissions, they could say, when the benefits are unclear? The impacts of continued fossil fuel burning in the decades ahead might be mild, some asserted; they might even be favorable. Back when I was working on my Ph.D., I would sometimes encounter such an argument from friends and acquaintances who knew that my research, at least vaguely, had something to do with the topic of global warming.
  


  
    In fact, I wasn’t completely unreceptive to this argument at the time. It was at least an honest, if somewhat flawed, line of reasoning. The flaw, as I would gently point out, is that the logic could just as easily work the other way. What if the problem was actually worse than our current prevailing best estimates? What if the true response of the climate instead lay at the high end of the uncertainty range? The effects in that case could be catastrophic and the costs to civilization and our environment incalculable. In fact, the argument was not my own. I had seen it advanced by Stanford University climate scientist Stephen Schneider in an article that had left an impression on me. Schneider had used the analogy of buying an insurance policy.12 We don’t purchase fire insurance for our homes because we believe our homes are going to burn down. We purchase it because if our house did burn down, it could ruin our lives. We purchase fire insurance to hedge against a perhaps quite low-probability, but undeniably catastrophic, potential outcome. It is useful to think of climate change mitigation the same way. I find Schneider’s analogy as compelling today as I did then.
  


  
    But even in the mid-1990s, as the scientific case had become persuasive, some critics weren’t content to engage in the worthy debate to be had over climate change policy, cost-benefit analysis, and risk management. They were instead intent on preempting that debate by continuing to argue that climate change itself, if not a massive and deliberate hoax, was based on bad science. Perhaps they were afraid that general acceptance of the facts behind global warming and the risks it poses would lead the public to demand action to protect the future. Whatever their motive, they sought to deny the science altogether.
  


  
    The Six Stages of Climate Change Denial
  


  
    A leaked 2002 memo from leading Republican consultant Frank Luntz warned that the party had nearly “lost the environmental communications battle” and urged its politicians to double down in their efforts to deny the scientific consensus behind global warming.13 Luntz sounded an alarm: “The scientific debate is closing [against those who deny the reality of climate change] but not yet closed. There is still a window of opportunity to challenge the science…. Voters believe that there is no consensus about global warming within the scientific community. Should the public come to believe that the scientific issues are settled, their views about global warming will change accordingly.” Luntz suggested a full frontal attack: “you need to continue to make the lack of scientific certainty a primary issue in the debate.”
  


  
    Luntz has been heavily criticized for the now-infamous memo, but in his defense, he was simply the messenger. He was merely communicating the wisdom derived from careful polling and focus groups. From a purely pragmatic standpoint, he was also likely correct; the best tactic for those advocating inaction on climate change seemed to be to continue to attack the science supporting a human influence on climate, as they had for well over a decade.
  


  
    The climate change denial campaign has always seemed to enjoy the same advantage as the defense in a criminal trial. Those opposed to limiting carbon emissions recognized long ago they need only cast “reasonable doubt” to convince members of the public that it is too expensive to take action. They need not present a logically consistent case. It suffices for them to attempt to simply pick holes in the scientific evidence, however inconsequential. The greater burden lies with those making the scientific case. They must present a case so persuasive that even the most skilled artists of sophistry cannot undermine it. Critics frequently argue that until science is able to offer proof of the reality of human-caused climate change, it is too early to act. Yet this is a red herring. Science can only ever offer weights of evidence, degrees of confidence, and estimated risk. “Proof” is reserved for mathematical theorems and alcoholic beverages.
  


  
    While there has been little consistency over the years among the various arguments climate change contrarians have made, there is nonetheless a hierarchy to the denialist canon—what I refer to as the “six stages of denial.” It goes something like this:
  


  
    
      1.CO2 is not actually increasing.
    


    
      2.Even if it is, the increase has no impact on the climate since there is no convincing evidence of warming.
    


    
      3.Even if there is warming, it is due to natural causes.
    


    
      4.Even if the warming cannot be explained by natural causes, the human impact is small, and the impact of continued greenhouse gas emissions will be minor.
    


    
      5.Even if the current and projected future human effects on Earth’s climate are not negligible, the changes are generally going to be good for us.
    


    
      6.Whether or not the changes are going to be good for us, humans are very adept at adapting to changes; besides, it’s too late to do anything about it, and/or a technological fix is bound to come along when we really need it.
    

  


  
    Contrarians have tended to retreat up the ladder of denial as the scientific evidence has become more compelling. With the ever upwardly trending Keeling curve of CO2 levels plain for anyone to see, few were calling into question the rise in atmospheric CO2 by the time I had entered climate science in the early 1990s. But you could still find claims that there was no evidence of warming. John Christy and Roy Spencer of the University of Alabama at Huntsville, for example, argued in a series of papers in the early 1990s that the satellite temperature measurements they had analyzed demonstrated an absence of warming in the atmosphere.14 Problems with their estimation procedures were established by the late 1990s, however.15 When their original findings were found to have been almost entirely in error, they did acknowledge that Earth is warming. Spencer still contends, nonetheless, that humans are not to blame for the increase,16 while Christy accepts that there is a detectable human contribution to the warming, but argues that future warming will be less than standard climate models project.17
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    Figure 2.4: The Stages of Denial

    A cartoon that uses a thermometer to gauge one conception of the various stages of climate change denial. [TOLES ©2009 The Washington Post. Reprinted with permission of UNIVERSAL UCLICK. All rights reserved.]
  


  
    Contrarians in the climate change debate, oddly enough, have been known to jump several rungs of the ladder of denial at once. For example, S. Fred Singer appeared to leap from warming is not occurring (stage 2) all the way to it is warming but there is nothing we can do about it anyway (stage 6) with the book Unstoppable Global Warming: Every 1500 Years that he coauthored in 2006.18
  


  
    Yet one can still find some clinging to that lowest rung of the ladder, the rung I term “CO2 denial.” In a 2007 article in the social science journal Energy and Environment, a high school teacher in Germany, Ernst-Georg Beck, argued against there having been any increase in atmospheric CO2 over the past two centuries.19 It was an extraordinary claim, given the overwhelming evidence from the work of Keeling and others. What was the evidence that Beck pointed to? A hodgepodge of CO2 records that were either compromised by systematic errors or taken from heavily polluted urban locations, where CO2 levels are not representative of the overall ambient global levels. Keeling’s son Ralph, a respected atmospheric scientist in his own right, charitably assessed Beck’s paper as having “serious conceptual oversights that would have been spotted by any reasonably qualified reviewer.”20 Other commentators weren’t as kind.21
  


  
    To return to where things stood when I was completing my Ph.D. in the mid-1990s: No serious, well-credentialed, actively publishing climate scientists could be found clinging to the lower rungs of the ladder of denial. But you could find quite a few legitimately standing on the middle and upper rungs: Yes, there is warming, and some of it almost certainly is anthropogenic in nature. But just how much of it is due to human activity? How much of it might simply be due to natural variability? The implications of these very legitimate questions were potentially far-reaching. If the “noise”—that is, the natural variability—was large enough to have explained a substantial share of twentieth-century warming, it might mean that a relatively small amount of warming could be attributed to human influence. That would in turn imply that the sensitivity of the climate to increasing greenhouse gas concentrations might be at the lower end of the range of uncertainty. Some of this uncertainty persists today.
  


  
    *Words and Music by GREG CAMP. Copyright © 1999 WARNER-TAMERLANE PUBLISHING CORP. and SQUISH MOTH MUSIC. All Rights Administered by WARNERTAMERLANE PUBLISHING CORP. All Rights Reserved. Used by Permission.
  


  
    Chapter 3
  


  
    
  


  
    Signals in the Noise
  


  
    One man’s signal is another man’s noise.
  


  
    —Origin unknown
  


  
    When I first began to work with my Ph.D. adviser Barry Saltzman in the early 1990s, he, like many other climate researchers at the time, remained unconvinced that there was yet a detectable human influence on the climate. You might say that Barry was skeptical. Scientists should in fact strive to be skeptics—in the truest sense of the word. That is to say, they should always apply healthy scrutiny to any new claim or finding. True skepticism, however, demands that one subject all sides of a scientific contention or dispute to equal scrutiny and weigh the totality of evidence without prejudice. That should not be conflated with contrarianism or denialism, which is a kind of one-sided skepticism that entails simply rejecting evidence that challenges one’s preconceptions. Unfortunately, the term skeptic has at times been co-opted by those who are not skeptics at all, but are instead contrarians or deniers, predisposed to the indiscriminate rejection of evidence supporting a human influence on the climate.
  


  
    In the early 1990s, after carefully weighing all the evidence, scientists could honestly disagree with each other over whether there was a detectable human influence on the climate. They could legitimately be skeptical about whether the human climate change signal had yet emerged. The evidence was not as extensive as it would soon become, and the theoretical models that scientists then employed to study Earth’s climate system were still rather primitive. For these reasons, scientists like my adviser were holding out for more evidence, while other scientists, such as NASA’s James Hansen and Stanford University’s Stephen Schneider, were convinced by the evidence already in hand that human-caused climate change was indeed now upon us. I myself was closer to Barry’s position than to Hansen’s or Schneider’s. In particular, I felt that natural climate variability might be more important than some scientists thought. Indeed, it was that very assumption that motivated my Ph.D. research topic.
  


  
    Emerging from the Noise?
  


  
    Natural climate variability, in the view of many climate scientists at the time, was still a plausible competing mechanism for explaining observed climate trends. There were, in fact, two fundamentally different types of natural climate variability that could potentially explain observed trends. One is external to the climate system, relating to changes in the factors that govern Earth’s climate. On timescales relevant to modern global warming, the key natural external factors are the small but measurable changes over time in the output of the Sun (a fraction of a percent, but large enough to have a detectable effect on surface temperatures) and the effect of explosive volcanic eruptions, which place cooling sulfate aerosols into the stratosphere, where they can reside for some time, blocking some of the incoming sunlight and cooling the planet for several years. The problem in trying to explain the observed warming with these external natural factors is that they should have led to cooling, not warming, in recent decades: Solar output shows no increase over the latter half of the twentieth century, and two large cooling volcanic eruptions occurred near the end of the twentieth century: El Chichon in Mexico in 1982 and Mount Pinatubo in the Philippines in 1991.
  


  
    There is another source of natural variability, however, that could in principle have been responsible for recent trends: internal variability—oscillatory variations of the climate system that take place without any particular external cause such as changing solar output. These climate variations are analogous to weather, the chaotic, seemingly random1 everyday variation in the behavior of the atmosphere. On longer time-scales, the atmosphere doesn’t operate in isolation, but instead interacts with other, more sluggish components of Earth’s climate system, such as the oceans and the ice sheets. These interactions lead to oscillations with a considerably longer timescale than typical weather fluctuations. The most familiar example is what we know as the El Niño phenomenon, an oscillation in the climate system that arises from the way atmospheric winds and ocean temperatures in the tropical Pacific influence each other. While El Niño’s origins lie in the tropical Pacific, the phenomenon triggers, in turn, changes in wind patterns, temperature, rainfall, and drought around the world. El Niño (and its flip side, La Niña) comes and goes every few years, but there are other types of natural, internally generated climate oscillations that occur over time-scales of decades and even centuries.
  


  
    Work in the 1980s by climate scientists such as Klaus Hasselmann of the Max Planck Institute in Germany and Tom Wigley of the Climatic Research Unit (CRU) of the University of East Anglia in the United Kingdom demonstrated that the climate system was capable of generating sizable oscillations in global temperature on timescales of a century or longer. Such long-term natural variations might potentially have been large enough to explain the overall warming trend of the past century, which was just under 1°F at that time.
  


  
    By the early 1990s, various climate scientists were trying to determine whether there was specific evidence for natural long-term oscillations in the climate system that could be competing with—or even masquerading as—apparent anthropogenic (human-caused) climate change. In 1994, for example, while I was working on my Ph.D., Michael Schlesinger of the University of Illinois and coauthor Navin Ramankutty published findings suggesting that such oscillations do indeed exist.2
  


  
    They employed a simple theoretical climate model fed with data on anthropogenic impacts (the warming effect of greenhouse gas increases partially offset by the cooling impact of industrial sulfate aerosols) to estimate how the globe should have warmed in the absence of natural variability. Then they subtracted this estimate from the actual temperature record to see what residual variability, presumably natural, was left unexplained. They found some evidence in that leftover variability for the existence of natural temperature oscillations occurring in fifty- to eighty-year cycles. These oscillations could explain why some regions had warmed more than other regions, and why some areas of the North Atlantic had actually cooled in the latter half of the twentieth century. The oscillations, however, could not explain the overall warming of the globe since the nineteenth century. That warming was accounted for in their analysis primarily by an increase in greenhouse gas concentrations from fossil fuel burning—anthropogenic effects. Meanwhile, in my own work I had been employing both climate modeling and data analysis methods in an attempt to understand and identify these multidecadal climate oscillations.
  


  
    My collaborator Jeffrey Park, a seismologist, and I used an entirely different statistical approach than that employed by Schlesinger and Ramankutty, one borrowed from the field of seismology.3 Earthquakes and other seismological disturbances yield waves—oscillations—that travel through solid earth. These waves have a complex spatial pattern as they reach Earth’s surface. The surface disturbances are detected by a seismograph, which responds to the subtle vibrations of the ground and registers these vibrations in the form of a trace called a seismogram. Much like medical technicians use electromagnetic oscillations (X-rays, to be precise) in the form of CAT scans to examine the interior of the human body, seismologists study seismograms to infer the structure of Earth’s interior. Jeff and I realized that we could apply the same techniques to search for oscillatory signals in the climate record. Just as with seismograms, we had the benefit of a large array of climate measurements around the globe. Much as seismological signals consist of oscillations obscured by random local effects (noise), the climate signals we were looking for were climate oscillations buried in their own type of noise: instrumental biases, episodic climate events like volcanic eruptions, and other competing impacts, including anthropogenic climate change. Our method attempted to identify global-scale climate oscillations with a particular periodicity, buried in the noise, and it tested whether the putative oscillations were statistically significant (i.e., that the apparent signal was sufficiently unlikely to arise from the chance random fluctuations of the noise). Just as in my childhood tic-tac-toe discovery, we had found what scientists and mathematicians call a “trick,” a shortcut in systematically attempting to solve a problem, in this case adapting a method originally designed for seismological signals to search instead for climate oscillations.
  


  
    To me, this kind of work is what made science so exciting. We could now apply our method to search for oscillatory signals in a dataset of global surface temperature records spanning the past century. Our findings, published around the same time as Schlesinger and Ramankutty’s study, provided further evidence for oscillations in the surface temperature record.4 Some of them had periodicities in the three- to seven-year range and were related to El Niño, while others had periodicities in the interdecadal (ten- to twenty-year) range and appeared to be related to the interaction of the atmosphere with the sluggish subtropical ocean gyres—ocean current systems that include the well-known Gulf Stream in the Atlantic and the Kurushio current of the Pacific.
  


  
    The longest oscillation detected in our study, however, was centered in the North Atlantic region and had a periodicity of sixty to eighty years, consistent with the multidecadal oscillation Schlesinger and Ramankutty had found independently. What’s more, other scientists were finding evidence that such oscillations were being produced in theoretical climate models by the interactions between the ocean and atmosphere in the North Atlantic, with the long timescales set by the very sluggish subpolar North Atlantic ocean current systems.5
  


  
    None of these studies suggested that such multidecadal oscillations could explain away modern global warming, though. In fact, those oscillations were only of secondary importance in characterizing long-term variations in the global surface temperature record. The primary pattern was instead one of long-term warming of the globe, and that long-term warming had already been attributed to human influences.
  


  
    The multidecadal oscillation I’d helped discover would nonetheless become a cause célèbre among climate change contrarians. It would even get a name: the “Atlantic multidecadal oscillation” (AMO)—a moniker I coined off the cuff in a phone interview with science writer Dick Kerr.6 The AMO appeared to be real, and at least partly responsible for certain phenomena, such as the acceleration of recent warming in parts of the Arctic, that some had attributed to anthropogenic climate change. Other phenomena that have been blamed on the AMO, such as the increase in Atlantic hurricane activity in recent decades, arguably have nothing to do with it all.7 That hasn’t stopped climate change contrarians, however, from dragging out the AMO as a favorite catch-all explanation for just about any observed climate trend. At times I have felt like I helped create a monster.
  


  
    A Century Is Not Enough
  


  
    The evidence for AMO-like oscillations in the climate system seemed reasonably strong. What remained vexing to us, however, was that the short instrumental temperature record simply wasn’t adequate for any scientifically confident characterization of such a signal. Covering little more than a century, instrumental global temperature observations could capture at most one complete cycle of the oscillation we were studying—not enough to detect a persistent pattern. The apparent oscillation could simply be an artifact of having such a short and noisy record from which to tease out a natural climate oscillation from long-term climate trends.
  


  
    It was the search for more compelling evidence of these oscillations that first led me to examine longer-term proxy records of climate (records that, as you may recall, stand in past centuries as a proxy for the direct measurements of climate that modern instruments make possible). Well, that, and a bit of serendipity. My parents were attending an event in my hometown of Amherst, Massachusetts. They happened to strike up a conversation with a University of Massachusetts professor over a bottle of wine (in vino veritas?). As it turned out, he was a climate researcher. My parents said something to the effect of “What an interesting coincidence! Our son is doing his Ph.D. in climate research.” The end result was that the professor, Raymond Bradley, and I were set up on a sort-of scientific blind date. We would meet to talk science the next time I was in town.
  


  
    It was evident upon our first meeting that there were synergies between our respective research interests. Ray’s research specialty involved the use of climate proxy data such as that derived from tree rings, ice cores, corals, lake and ocean sediments, and other natural archives of past climate. These were to become central to our collaboration and to many other studies of changing climate conditions.
  


  
    Most widespread of all these climate proxies are tree ring data. Depending on the region and environment, tree growth may largely be controlled by growing season conditions such as the warmth of the growing season (typically summer) or the precipitation that falls during the rainy season. One can therefore analyze annual growth rings (the width of the rings and, in some cases, the density of the wood formed) for insights into past climate changes.
  


  
    One obvious limitation with tree ring data is that they are restricted to the continental regions where trees grow. That is a major problem for the mostly water-covered Southern Hemisphere, but it’s also problematic for the Northern Hemisphere. Neither are tree ring data available in polar regions, where tundra and permanent ice cover prevail. And tropical tree species typically do not have annual growth rings (look at a palm tree stump sometime if you don’t believe this), limiting the usefulness of tree ring data as tropical climate proxies. Climatically useful tree ring proxies are thus primarily restricted to the midlatitude continental regions, leaving much of the globe un-sampled by this method. Fortunately, other types of proxy data can help fill the gaps.
  


  
    Corals, for example, are found in oceanic environments, generally in tropical regions, making them complementary to tree rings in the regions of the globe they sample. Corals assimilate oxygen atoms from the ocean in the form of the carbonate ion, CO3−2, as their layers of calcium carbonate (CaCO3) skeletons are formed. The ratios of the two main stable isotopes of oxygen (the common, lighter 16O versus the less common, heavier 18O) in the corals’ annual growth bands, as it turns out, depend on the temperature and salinity (in turn influenced primarily by rainfall) of the near surface ocean waters they grow in. Other chemical measurements from corals such as the ratio of the elements strontium and calcium in the annual skeletal layers provide complementary climate information (the ratio tends to decrease as temperature increases).
  


  
    In the polar regions, where neither tree ring nor coral records are available, yet another important climate proxy, ice cores, proves useful. The ratios of the 16O and 18O oxygen isotopes in the frozen water (H2O) that constitutes the annual ice layers recovered from ice cores can tell us about past atmospheric temperatures at the time the snow or ice was laid down. Other information from ice cores, such as dust layers and trace chemical constituents, can provide further hints about both past climate variations and what may have driven them, such as volcanic eruptions and solar output changes. Sediment cores recovered from closed basin lakes in high-latitude environments can also tell us about past seasonal temperature variations, as these variations influence the amount of sediment flushed into the lake during a particular snowmelt season.
  


  
    These are but a few examples of climate proxy records that can potentially be analyzed to assess past climate phenomena. As the different types of proxy records provide information from complementary regions, and often for complementary seasons, a diverse (multi-proxy) network of these data proves particularly useful in characterizing past climate changes.8 Since my Ph.D. research was aimed at isolating and understanding long-term climate oscillations, such a network of proxy records could yield a desperately needed longer-term dataset to analyze. It was a logical scientific marriage. Ray and I proceeded to collaborate, even as I was still finishing up my Ph.D. research.
  


  
    Although proxy records are admittedly indirect and imperfect measures of climate, they could allow us to do something that the brief instrumental record simply could not: to go back centuries in time. Now we could see whether those multidecadal oscillations discovered in the data were real. Were they evident several centuries ago, or were they just figments of the modern record? To answer this question, we applied the oscillation detecting machinery that Jeffrey Park and I had developed to a considerably longer multi-proxy dataset that Ray had used in previous paleoclimate research. We concluded that these oscillations were indeed real.9 They continued to occur throughout a period stretching over six centuries, and they followed the regional pattern we expected, the signal seeming to be especially large in the North Atlantic.
  


  
    That wasn’t all we found in the data, however. We were able to detect an even longer-term apparent oscillation in the proxy data with a periodicity of roughly 250 years. This oscillation, too, had greatest amplitude in the region surrounding the North Atlantic, and it described a transition in climate conditions that occurred sometime prior to A.D. 1500, coinciding approximately with what is now generally accepted as the boundary, at the global scale, between the so-called Medieval Warm Period and the Little Ice Age. Could our longest-term oscillation, we wondered, be telling us something about that transition?
  


  
    At the time, we couldn’t really address that question. First, our proxy dataset only went back to A.D. 1400, perhaps close to the transition point between the two intervals, but not firmly back into the interval generally considered to constitute the medieval warm period. Second, we were not reconstructing temperature patterns per se, but simply evaluating whether the various proxy records were varying in a coherent oscillatory fashion. While most of the records were believed to reflect local temperature changes, we had not explicitly calibrated them against an actual quantitative temperature scale. To identify the relationship between the behavior in these proxy data and the long-term changes they implied in surface temperature patterns—in other words, to reconstruct past temperature patterns from the proxy data—we would need a different approach.
  


  
    The Medieval Warm Period
  


  
    Seemingly quite relevant to the issue of whether modern warming might be natural in cause, at least in substantial part, was the purported existence of a period in our not-so-distant preindustrial past characterized by warmth rivaling that of the present day. Evidence of such warmth would not, in and of itself, necessarily contradict a human role in the current warming; after all, that proposition, as we have seen, is based on multiple lines of evidence. However, if warmth less than a thousand years ago rivaled modern warmth, it might seem to support a far larger role for natural climate variability, and the possibility that a large fraction of the current warming could itself be natural.
  


  
    Investigations into the evidence for a medieval warm period begin with the work of Hubert Lamb (1913–1997), a prominent British scientist who founded the University of East Anglia’s Climatic Research Unit. Lamb’s seminal work on the climate changes of past centuries has, unfortunately, been among the most misunderstood and most misrepresented in all of paleoclimatology.
  


  
    In the 1960s, Lamb attempted to estimate past temperature changes in central England from various forms of qualitative and, in some cases, rather anecdotal information (such as reports of vineyards in southern Britain and Vikings in Greenland during medieval times, reports of frost fairs on the Thames, and icebergs off the coast of Norway during later centuries).10 From the 1960s to the 1980s, Lamb produced various versions of a curve depicting temperature variations over the past thousand years. The curve was at best a rough approximation and was certainly not offered by Lamb as a quantitative reconstruction of past temperature changes (with the exception of the portion of the record since the seventeenth century, which was based on actual thermometer measurements from central England). Nor was the curve ever supposed to represent temperature variations outside one small subregion of Europe. All of that notwithstanding, the Lamb curve was the only one available purporting to depict temperature changes over past centuries at the time of the IPCC First Assessment Report in 1990, wherein it had been featured.
  


  
    The Lamb curve appeared to suggest a warm period between roughly A.D. 1000 and 1400 during which temperatures in central England were rather warm, followed by an interval of relatively cold conditions from roughly 1500 to 1900, the Little Ice Age. The medieval warm period was depicted as even warmer than the present by a few tenths of a degree in Lamb’s estimate. This latter feature would be celebrated for decades to come by climate change contrarians who would continue to point to the Lamb curve as evidence that modern warming is not unusual, even as Lamb’s work was supplanted by an increasing number of more robust and quantitative studies suggesting otherwise.
  


  
    But what was the “present” in the context of the Lamb curve anyway? The record Lamb compiled captured temperature averages only over fifty-year blocks, and the end of the record roughly corresponded to the mid-twentieth century. It did not reflect most of the recent warming, which has taken place during the past half-century. In a recent reassessment of Lamb’s original work, Phil Jones—the current director of CRU—and a large group of other paleoclimate researchers (including me) tried to answer the question of whether Lamb’s reconstruction actually indicated greater than present-day warmth.11 They overlaid Lamb’s original estimate (as depicted in the 1990 IPCC report) with an up-to-date record of central England temperatures. This comparison made it clear that Lamb’s original estimate (if it is indeed reliable; Jones and others have argued otherwise) implies medieval warmth in central England that may have indeed rivaled mid-twentieth-century warmth. The warmth did not, however, reach current levels.
  


  
    As more widespread climate proxy records were developed through the early 1990s and researchers were able to begin to piece together a picture of the larger-scale patterns of climate during medieval times, a more nuanced view of this period emerged. While various regions of the globe—including parts of Europe, China, western North America, and Australia—appear to have been relatively warm by modern standards during some part of the medieval era, the warmth did not appear synchronous among the various regions. Other regions, including, for example, the southeastern United States and the Mediterranean, showed no evidence of warmth that rivals modern levels.12 Moreover, many of the more profound changes in regional climate that paleoclimate researchers were discovering were tied to shifts in atmospheric circulation and rainfall patterns, rather than to changes in temperature. For these reasons, paleoclimate researchers have increasingly favored the use of the term “medieval climate anomaly” (MCA) over the potentially misleading “medieval warm period” moniker.13
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    Figure 3.1: The Medieval Warm Period

    The graph shows two slightly different versions of Lamb’s early qualitative reconstruction of temperatures in central England over the past thousand years, compared with more modern instrumental temperatures beginning in the seventeenth century. One vertical tick mark spacing corresponds roughly to a 1°C temperature variation. [Adapted from Jones et al., “High-Resolution Paleoclimatology of the Last Millennium: A Review of Current Status and Future Prospects,” Holocene (2009): 34.]
  


  
    Toward the Abyss
  


  
    As I was completing my Ph.D. in 1996, I remained interested in using proxy climate records to study the longer-term patterns of natural climate variability. I remained intrigued not only about the role of what I had termed the Atlantic Multidecadal Oscillation, but also how the El Niño phenomenon had behaved in centuries past. I was also interested in teasing out the role of natural “forcing” factors (that is, natural external factors that force the climate to change), such as volcanoes and changes in solar output, in explaining past climate changes. Though I accepted the mainstream view that there was now a detectable human influence on the climate and I was vaguely aware of some of the contentiousness that surrounded that conclusion, anthropogenic climate change was barely on my radar screen. That was about to change, however. If I had avoided entanglement in the thorny issue of humanity’s role in global warming thus far, I would soon collide with it head on.
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