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PATTERNS OF THE PERFECT SWARM: VISIONS OF COMPLEXITY IN NATURE

How Complex Patterns Emerge from Simple Rules in Physical and Living Systems
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Pattern of Rayleigh-Bénard cells formed by convection in a layer of oil in a frying pan heated from below (see page 3).
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Patterns in coral at Madang, New Guinea, formed by walls of calcium carbonate secreted by individual polyps competing for space.
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Pattern of reaction products formed in a petri dish by an “oscillating” chemical reaction known as the Belousov-Zhabotinsky reaction. The black dots are adventitious air bubbles.

COURTESY OF ANTONY HALL, WWW.ANTONYHALL.NET

[image: 005]

Patterns formed by tens of thousands of the soil-dwelling “slime mold” amoeba Dictyostelium discoideum, growing on the surface of a gel-filledpetri dish. Each individual is responding to chemical signals from its neighbors that warn of a lack of bacteria that are its main food. Ultimately the cells will aggregate to form a “slug,” technically called a grex, which can crawl through the soil much faster than the individual amoebae to find new bacterial pastures (see page 18).
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Stripes in the Algodones sand dunes of Southern California, formed by a combination of wind driving the sand up and the force of gravity pulling sand grains down (see page 2).
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Stripes in the developing larva of a fruit fly (Drosophila melanogaster). The stripes are formed by the selective differentiation of cells in response to the presence of distinct neighbors. Each stripe will ultimately develop into a different part of the adult body—wings, thorax, eyes, mouth, etc.
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Stripes on a tiger, once thought by some biologists to emerge from a balance of chemical gradients in a manner reminiscent of the Belousov-Zhabotinsky reaction. This tiger was photographed in Pench National Park, Madhya Pradesh, India in 2004.
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Spiral pattern in a sunflower head, an arrangement that allows for “of the individual parts. This design is described mathematically by the Fibonacci sequence, in which each number is the two previous numbers (i.e. 0, 1, 1, 3, 4, 5, 8, 13, and so on).
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Spiral galaxy, whose formation is dominated by Newton’s Law of Gravity and his three laws of motion. Barred Spiral Galaxy NGC 1300; image taken by Hubble telescope
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Self-organization in a school of fish, produced by each animal following Reynods’ three laws. Shoal of Robust Fusilier,Caesio cuning, German Channel, Micronesia, Palau (see page 12).
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Self-organization in a herd of wildebeest crossing the Serengeti plain.
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Self-organization produced by “social forces” of people spontaneously forming “lanes” as they walk along a crowded street (see page 50).

COURTESY OF DIRK HELBING





ACKNOWLEDGMENTS

It is a pleasure to acknowledge the many people who have acted as advisors, mentors, and muses in my efforts to produce a simple guide to complexity. Amanda Moon, my editor at Basic Books, has done her usual extremely thorough and helpful job, as has Ann Delgehausen, who has performed marvels with the copyediting. Particular thanks must also go to my wife, Wendella, who has painstakingly examined every chapter from the point of view of the nonscientific reader, suggesting a multitude of interesting examples and pointing out where new ideas needed a clearer explanation.

The book has also benefited greatly from the advice of world experts in the various fields that it covers. I have named them individually in the notes to the appropriate chapters and here record my collective thanks, along with my thanks to other friends and colleagues (scientific and otherwise) who have gone to a great deal of trouble to read the manuscript and offer suggestions that have contributed considerably to its gradual improvement over the course of writing. I can’t blame any of them for errors that may still have crept in. Those, unfortunately for my ego, are my responsibility alone.

Here are the names of the people who helped, in alphabetical order, accompanied by the offer of a drink when we next meet: Hugh Bray, Matt Deacon, John Earp, David Fisher, Gerd Gigerenzer, Dirk  Helbing, Jens Krause, Michael Mauboussin, Hugh Mellor, James Murray, Sue Nancholas, Mark Nigrini, Jeff Odell, Harry Rothman, Alistair Sharp, David Sumpter, Greg Sword, and Duncan Watts.

If I have omitted anyone, I can only apologize, and extend the offer to two drinks.






Introduction

Shortly after Star Wars hit box office records, a group of ninety-seven locusts sat down to watch the film. They didn’t have much choice in the matter; they were strapped in place with their heads firmly clamped while experimenters monitored spikes of electrical activity in their brains as they reacted to the fleets of spaceships zooming at them from either side.

The scientists were trying to work out how locusts in a dense swarm manage to avoid colliding with each other. Studies on this aspect of swarm behavior have provided valuable information about our behavior in the human swarm, from working our way through crowds to the design of collision avoidance systems for cars. There are many other lessons that we can also learn from the behavior of animals in groups, such as swarms of locusts, flocks of birds, and schools of fish. This book is about how we can use such lessons to make better group decisions and better decisions for ourselves as individuals within a group.

The individual animals in a swarm, flock, or school follow rules that help them to get the most from the group. Some of these rules help them to stay together as a unit. Others allow them to act as if  they were components of a superorganism, which has no individual leader, and where the whole becomes greater than the sum of its parts as the group develops swarm intelligence and uses it to make collective decisions.

The modern science of complexity has shown that collective behavior in animal groups (especially those of insects such as locusts, bees, and ants) emerges from a set of very simple rules for interaction between neighbors. It has also revealed that many of the complex patterns in human society arise from similarly simple rules of social interaction between individuals. My ultimate aim in this book is to explore how the process works and, more importantly, to help find simple rules that might guide us through the fog of complexity that so often seems to enshroud our lives.

The process by which simple rules produce complex patterns is called “self-organization.” In nature it happens when atoms and molecules get together spontaneously to form crystals and when crystals combine to form the intricate patterns of seashells. It happens when wind blows across the sands of the desert to produce the elaborate shapes of dunes. It happens in our own physical development when individual cells get together to form structures such as a heart and a liver, and patterns such as a face. It also happens when we get together to form the complex social patterns of families, cities, and societies.

There is no need for a central director to oversee the process. All that is needed is an appropriate set of simple local rules. Individual sand grains form themselves into dunes under the combined forces of gravity, wind, and friction with nearby grains. Atoms and molecules experience forces of attraction and repulsion with nearby atoms and molecules, and these forces are sufficient in themselves to produce long-range order that can extend for billions of atomic diameters in all directions.

Our society is made up of billions of individuals also, and the forces of attraction and repulsion between us can act to create social structures among us as well. These structures, however, are not nearly as regular as those of atoms in a crystal. To use the complexity scientist’s picturesque but slightly misleading phrase, they are on the  edge of chaos.

The meaning of the phrase can be unclear because edge implies that our social structures are forever in danger of descending into anarchy. What it really means is that their degree of organization lies somewhere between complete order and complete chaos.

Complete chaos is rather hard to achieve, although my wife claims that the disordered piles of paper on my desk come pretty close. I argue that there is order within the chaos, even if I am the only one who can see it.

There is order within most forms of chaos. This is dynamic order, which you can see by simply pouring some cold milk into a cup of hot black coffee. Patterns appear on the surface that are an indication of what is going on underneath, where the mixing of the hot and cold liquids produces a set of swirling vortices that rapidly self-organize into a remarkably regular arrangement. These are called Rayleigh-Bénard cells. You can find them in a fraction of an inch-thick layer of liquid in a shallow dish and in the miles-thick layer of the Earth’s atmosphere.

Systems on the edge of chaos, including animal groups and human societies, also have dynamic order, but it lasts a lot longer than the vortices in a cup of coffee. The order arises from rules of interaction between individuals that produce large-scale dynamic patterns of interaction. The resulting set of emergent patterns characterizes the society as a whole rather than its individual members.

These patterns span a variety of time scales. Some, such as those of cities, can be very long lasting. Others, such as those of a moving  crowd, may be as evanescent as clouds in a windy sky. Still others, such as those of human relationships, can be anywhere in between.

Two sorts of dynamic pattern are possible in a system on the edge of chaos. In one, the system cycles endlessly between different positions, as sometimes happens in domestic arguments that go round and round without any resolution. In the other pattern, a much more productive one, the system adapts to meet changing circumstances, as does the shape of a school of fish when confronted by a predator.

When individuals in a group are able to respond collectively to changes in circumstances, the group becomes a complex adaptive system. The rules that produce such systems and govern their behavior are of considerable interest, and not just to students of human society but also to students of the whole of nature.

Successful ecosystems are complex adaptive systems, as are successful cities and societies. According to the scientist James Lovelock’s Gaia concept, the Earth as a whole is a complex adaptive system. One of its long-term adaptations that should be of concern to all of us may well be to get rid of our species to protect itself. Whether that happens or not could come down to whether we are able to understand the rules that govern its complexity, and whether we have the wisdom to adapt ourselves and conform to those rules.

For a complex adaptive system to evolve and grow, the interactions between its individual members must be of a special kind. Instead of being simply additive, in the manner of a number of individuals pulling on a rope in a tug-of-war competition, the interactions must be nonlinear, meaning that an action by one individual produces a disproportionate response in other individuals or in the group as a whole. Just one person clapping at the end of a concert, for example, can stimulate several others to start clapping, and they in their turn can each stimulate a number of others until soon the whole audience is applauding.

Collective clapping can sometimes fall into synchrony, which is a property of the audience as a whole, not of any individual member. Such emergent properties arise in complex adaptive systems when there are several types of nonlinear action going on at once.

One of the most important emergent properties a group can have is swarm intelligence, which allows a group to tackle and solve problems in a way that its individual members cannot. In this book I examine the simple rules that give rise to swarm intelligence in nature. I ask whether we can use swarm intelligence and its underlying rules (or other equally simple ones) to help us to steer our way through the complexities of life.

Our journey of discovery begins with the animal kingdom and progresses in nine stages. The first three cover the evolution of swarm intelligence in the natural world and what we can learn from its underlying rules. The following four focus on developing group intelligence in human society and using it to solve complex problems. The final two look deep into complexity itself to uncover new and simple rules that we can use to make the best decisions we can when we are trapped in its web.

Chapter 1 is an overview of swarm intelligence: What is it? How does it arise from nonlinear interactions? What sorts of animals use it? What advantages does it convey to the individuals within a group and to the group as a whole?

The following two chapters cover the rules that locusts and bees use when flying in swarms, and the land-based logic of ants. These three types of insect use the basic rules of complex adaptive systems to implement swarm intelligence in very different ways. We can learn something from each of them.

The collision avoidance strategies of locusts have implications for driving in traffic and walking in crowds. Bees use “invisible leaders” to direct the movements of the swarm. We can do the same, and also take advantage of such leaders when traveling in  unfamiliar surroundings. Ants use a specialized form of group logic that allows them to find shortcuts and optimum routes. We can follow their example while walking or driving. You may be surprised by the ways their problem-solving approach is being applied in many other situations.

After the chapters on insect logic, I look at individual behavior in human crowds and describe how recent research into complex crowd dynamics has revealed optimum strategies for making our way through them and handling ourselves in dangerous crowd situations.

In the next two chapters I focus on group decision making. In the first I ask whether we should follow an average course, one that takes equal account of everyone’s opinion, or whether we should go with one endorsed by the majority. In the second I show how we can use group intelligence to achieve the best consensus and how we can best avoid the perils of groupthink while doing so.

One way to implement group intelligence is through networking. In chapter 7 I explore different methods of networking, including those that lead to the famous six degrees of separation. I show how new understanding has led to more effective strategies for networking and communication, and contributed to our ability to prevent the spread of disease through the human network.

The penultimate chapter is devoted to the ways in which we can use simple rules to make the best individual decisions when we are confronted by complex problems. Some of the best approaches are very simple indeed and provide surprising insights into the amount and type of information that we need to make the best decisions.

Finally, in chapter 9 I explore one further way in which we might make decisions: by looking for patterns within the complexity. Sometimes these can guide us in the right direction, but, as the science shows, the whole of society is frequently greater than the sum of the parts and we need to be aware of times when overall complexity can  overwhelm the simplicity that lies buried within. Simplicity is OK, but complexity rules. OK?

[image: 014]

A Note on the Notes I uncovered many fascinating anecdotes, references, and points of interest during my research for this book that did not quite fit into the main text without disrupting the flow of the story. I have put these into a set of notes that are designed to be dipped into, enjoyed, and read quite independently of the main text. Several readers of my previous books, which I arranged the same way, have written to me to say that the notes section is where they start! If you would like to know more about any of the topics mentioned in the main text, there is very likely more detailed information in the notes.

Some of the references point you to the underlying scientific literature (usually accessible through websites such as Google Scholar). I have done my best to choose articles that are both seminal and easily readable.

Enjoy!






ONE

 The Emergence of Swarm Intelligence

The behavior of animals in a swarm used to be seen as almost magical. Some early scientists even thought that swarms of insects, schools of fish, and flocks of birds could produce their wonderfully coordinated movements only through some sort of extrasensory perception, or perhaps through the development of a group consciousness that required each animal to sacrifice its individuality and become a puppet of that consciousness.

Animal behaviorists, informed by the science of complexity, have now proved that swarm behavior does not need such outré explanations. It emerges naturally from simple rules of interaction between neighboring members of a group, as happens with a wave generated by a crowd of spectators at a football game. The wave might look to a visiting Martian like a complicated exercise in logistics, but its dynamic pattern emerges from a simple rule: stand up and stick your hands in the air (and then put them down again) as soon as you see your neighbor doing it.

Such a wave involves rapid transmission of information from individual to individual, and this is a key feature of swarm behavior. It happens in the human swarm in the form of gossip—neighbor chats with neighbor and additional information is channeled back along the same route until everyone knows what is going on and can act on the information. My wife and I once turned up at a country fair, to which we had been invited by friends, and were greeted at the gate by a perfect stranger who took one look at us and said, “Your friends are over in the beer-tasting tent.” She hadn’t actually seen our friends, but she had heard through the grapevine where they were and that they were expecting people who fit our description.

Swarm behavior becomes swarm intelligence when a group can use it to solve a problem collectively, in a way that the individuals within the group cannot. Bees use it to discover new nest sites. Ants use it to find the shortest route to a food source. It also plays a key role, if often an unsuspected one, in many aspects of our own society, from the workings of the Internet to the functioning of our cities.

Swarm intelligence is now being used by some people in surprising and innovative ways. Companies are being set up that are run by swarm intelligence. Computer programmers are using it in a radical approach to problem solving. There is even an annual event, Swarmfest, where scientists swarm together to discuss new applications of swarm intelligence.

Groups that use swarm intelligence need no leader, and they have no central planning. What, then, allows them to maintain their coherence and to make seemingly rational decisions? How do individual interactions translate into such complex patterns of behavior? To make the best of our own individual interactions, we need to understand the answers to these questions. The answers have come from three sources: the real world of animals, the imaginative world of science, and the virtual world of the computer. Here is a brief background for each one.




Learning from the Animal Kingdom

Animals use swarm intelligence to hunt for food and find shelter as a group, and to avoid predators. The scientific study of their behavior, ethology, has uncovered the simple rules they use to engender swarm intelligence. It has also caused the scientists concerned to face some unusual perils on occasion.

German ethologist Martin Lindauer was caught in a particularly bizarre situation in the mid-1950s while he was trying to understand how honeybee swarms find their way to new nest sites. His practice had been to run along underneath a swarm through the outer suburbs of war-ravaged Munich, always wearing a white lab coat while doing so, perhaps to publicize his scientific credentials. Unfortunately, his coat resembled the uniform that patients in a nearby hospital for the dangerously insane were forced to wear. One day, guards from the hospital mistook him for an escaped patient and gave chase. Luckily, he was able to run faster than the guards, which showed not only how fit he was but also how fast swarms of bees can fly.

We owe much to Lindauer, and to other ethologists who have exposed themselves to risk in the cause of science. When two Brazilian scientists decided to follow schools of piranhas by snorkeling directly above them, they dismissed the dangers of being attacked by the fish and were probably right to do so. They were on less sure ground in casually dismissing the danger of attack from caimans that were hunting nearby. With typical scientific understatement, they simply complained in their report that the caimans hampered their nighttime observations by muddying the waters with the lashing of their tails.

The Brazilians were not the first to use snorkeling as a means of following schools of fish. That honor appears to belong to the Greek philosopher Aristotle, who is believed by some historians to have donned a face mask and thrust his bearded visage under the waters  of the Aegean Sea to observe that “sea basse [Dicentrarchus labrax] and the grey mullet school together despite the hostility between the kinds.”

But Aristotle risked no more than a wet beard. A scientist with whom I was studying coral reef ecology on Australia’s Great Barrier Reef risked rather more when he teased a supposedly harmless gummy shark that was lying on the bottom by poking it with his flipper. He explained to us that the shark had weak jaws and tiny blunt teeth. The shark proved him wrong on both counts by biting though his flipper and hanging on to it grimly. The water was 6 feet deep; the scientist was 5’10”. The only way that he could escape drowning was to bend down, undo his flipper, and leave it with the shark.

All of these scientists made original discoveries about the animals they were studying. University of Miami biologist Brian Partridge, however, was the first scientist to make real progress in understanding how groups of animals can sometimes move, act, and make decisions as though they were a single superanimal. His chosen species was the saithe.

Saithe are also known as pollock (or pollack), and they are increasingly finding their way onto Western menus following the decline of the cod and haddock fisheries. There are two species: Alaskan pollock (Theragra chalcogrammais), said to be “the largest remaining source of palatable fish in the world,” and Atlantic Pollock (Pollachius virens). Both are around three feet long and weigh up to forty-five pounds.

Partridge was studying Atlantic pollock. Like many fish, it exhibits schooling behavior. Partridge realized that to understand how the school stayed together and moved as a unit he would have to be able to identify and follow every individual fish.

The first bit was easy—he simply branded each fish on the back (using a freezing brand rather than a red-hot one to make the mark). Following the fish was going to be rather more difficult. To do it he arranged to get schools of twenty to thirty saithe swimming around  a thirty-three-foot diameter doughnut-shaped tank at the University of Aberdeen in Scotland. While the fish were swimming, the experimenter lay on a rotating gantry above the tank and followed the movement of the school, recording a continuous race-track commentary on how the individual saithe were performing. Since the school was swimming at around one foot per second, this meant that the experimenter was being swung around, head down, at one revolution per minute. This doesn’t sound like much, but when I reproduced it on a merry-go-round at a child’s playground, I found it to be a fairly dizzying experience.

Dizziness, however, was the least of the experimenter’s worries. After the experiments had been completed and the fish released (or eaten—his paper does not say which), Partridge and his helpers sat down to painstakingly measure the relative fish positions in more than twelve thousand frames of film. At the end, they discovered the key rules that permitted the school to move as a unit. There were just two, which each fish obeyed: follow the fish in front (if there is one1) and keep pace with the fish beside you.

These two simple rules, expressed in various forms, are now known to underlie all sorts of complex group movements, from the wonderfully unified flashes caused by changes of shape or direction in schools of fish to the movements of flocks of birds, swarms of insects, and crowds of humans. But how does the complexity actually arise? What processes are involved? To find answers to these questions we must turn to another source, the world of physical science.




Learning from Science

My first encounter with the application of science to the problems of complexity came while I was playing bridge in the early 1970s.

My partner was Robert (now Lord) May, and I couldn’t understand the squiggles and marks he was making in a notebook on the corner of the table when he was not playing a hand. I had no idea at the time that he was making history.

Robert was puzzled by the behavior of a very simple equation called the “logistic difference equation,” which mathematicians use to describe how animal populations grow. It was a perfectly respectable equation, and it gave perfectly respectable answers. It predicted, for example, that populations would initially grow exponentially but that when food, space, or other resources became limited the population would plateau at a level that the environment could sustain.

Robert had discovered a paradox, though. At certain rates of population growth, the equation went crazy. Instead of predicting smooth changes, it predicted cyclic or chaotic transitions between boom and bust, indicating that populations could appear to thrive but then suddenly crash. The equation produced these results because it contained elements of positive and negative feedback, elements that are now known to be central to the emergence of all sorts of complexity, including dramatic population fluctuations in nature, equally dramatic fluctuations in the stock market, and stable patterns such as those involved in swarm intelligence.

Positive feedback is a cyclic process that is responsible for the squealing of a PA system at a concert when the amplification is turned up too high: the sound from the speakers is picked up by the microphone, which feeds it back to the speakers through an amplifier that makes it even louder, which sends it back to the speakers in a vicious circle that eventually overloads the system so that it produces a howl of protest. The scientific intelligence expert R. V. Jones observed a wonderful example at a lonely airfield during World War II. A microphone and loudspeaker had been set up on opposite sides of the landing strip, and someone happened to laugh near the microphone. The amplifying system was just on the edge of positive feedback, and the laugh was very slowly amplified after the person had  walked away, leading Jones to speculate that a human was no longer needed, and here was a machine that could laugh by itself.

The credit crisis that began in 2008 provides a less humorous example of the effects of positive feedback, which in this case amplified a mistrust of financial institutions until the worldwide financial system was in danger of collapse. Many individual financial institutions have already failed under the stresses caused by positive feedback, which makes its presence known in the form of a run on these institutions. One example is the collapse of Washington Mutual on September 25, 2008. Over ten days, more and more investors had realized that others were withdrawing their money, and they rushed to withdraw theirs as well. The total reached $16.7 billion.

Strong preferences, or fashions, can also arise from seemingly insignificant beginnings through the operation of positive feedback on a small random fluctuation. Say, for example, that most of your friends own either a Ford or a Toyota, and you are trying to choose between the two when it comes time to buy a new car. You ask around, and just by accident the first three people you encounter own a Ford and are perfectly happy with it. So you buy a Ford.

After you buy a Ford there is one more person in the group who owns a Ford, which slightly increases the chance that the next person who asks around will talk to Ford owners rather than Toyota owners. If she buys a Ford, too, there will be two more people in the group who own Fords. The “Ford effect” amplifies, and eventually most of the group owns Fords. (It would have been the “Toyota effect” if you had talked initially to several people who owned Toyotas.)

The pattern of everyone owning a Ford (or a Toyota) is one that has emerged from the application of a simple local rule (choose the car that the first three people that you meet own and are happy with) together with the action of positive feedback on a chance fluctuation (the first three happened to own the same brand).

Positive feedback is not the only way to produce a runaway effect. Such effects can also arise from a chain reaction, such as the one  described by James Thurber in “The Day the Dam Broke,” part of his autobiography. Triggered initially by the sight of just one person running, the entire citizenry of the East side of Columbus, Ohio, fled from a nonexistent tidal wave, despite reassurances that there was no cause for alarm. Thurber and his family were among those running. “We were passed,” says Thurber, “in the first half-mile, by practically everyone in the city.” One panicking citizen even heard the sound of “rushing water” coming up behind him; it turned out to be the sound of roller skates.

The panic arose because the sight of the first person running got several other people running, and the sight of each of these got a few more people running, and so on. The process continued until everyone was running. It is the same process that is at work in an atom bomb, when the disintegration of an atomic nucleus releases energetic neutrons with enough energy to break up several nearby nuclei, and each of these produces enough neutrons as it disintegrates to break up several more. The ongoing cascade produces rapid exponential growth in the number of neutrons and the amount of energy being released until there is a giant explosion.

The chain reaction is controlled in nuclear power stations by the insertion of cadmium rods into the disintegrating material. The rods absorb a sufficient number of neutrons to block the chain reaction and produce a controlled release of energy instead. One of the great discoveries of complexity science is that a similar stabilizing outcome can be produced in many social situations by introducing negative feedback to counteract the destabilizing effects of chain reactions and positive feedback.2 The result is a complex dynamic pattern with its own inherent stability, but also with the potential for evolution and growth.

Negative feedback exerts its balancing effect by acting to preserve the status quo. A simple example is a governor on a motor, which acts to progressively reduce the rate at which fuel is supplied as the engine speeds up, so that the engine can never run out of control.

Negative feedback is frequently used to “correct” errors. When an error starts to creep in, the change from the status quo initiates a feedback process that acts to correct the error. When you are driving your car, for example, and you start to drift slightly to the right, your brain automatically applies negative feedback to get you to turn the steering wheel slightly to the left so as to bring you back on course. Positive feedback, which progressively amplifies small effects, would have you turning the wheel farther to the right and sending you farther off course.

In economics, Adam Smith’s concept of the invisible hand, which says that the marketplace is self-regulating and will always return to equilibrium after a disturbance, is based on the idea that the institution of the marketplace has built-in negative feedback. As we shall see, modern complexity theory recognizes that this is far from being the case in practice, and that our complex economic system is governed by an intricate balance of positive and negative feedback, with the occasional chain reaction thrown in.

The balance ultimately depends on the rules of interaction between individuals (these rules are known technically as “behavioral algorithms”). Two of the key problems in understanding the emergence of collective properties like swarm intelligence are identifying the patterns of interaction that individual animals (including ourselves) follow and detecting how information flows between the animals. Much of this book is concerned with the former, and working out how we can use these patterns to our advantage.

For a group to have collective adaptability (the ability of the group as a whole to respond to changing circumstances) nonlinear rules alone are not usually sufficient. Complexity theorists John Miller and Scott Page list a total of eight criteria for collective adaptability, based loosely but respectfully on the Buddhist eight-fold path: Right View The individuals in a group (complexity scientists call them “agents”) must be able to receive and make sense of information from other individuals in the group and from the world in general.

 

Right Intention Agents must have some sort of goal that they want to achieve. Fish may want to avoid being eaten, for example, while people may want to act collectively to achieve political change.

 

Right Speech Agents must be able to transmit information as well as to receive it. This need not involve actual speech. Cells in the communal slime mold Dictyostelium discoideum, for example, communicate by sending chemical messages, and the neurons in our brains communicate via electrical impulses.

 

Right Action Agents must be able to influence the actions of nearby agents in some way.

 

Right Livelihood Agents must receive some sort of payoff for their actions within a group, such as a salary for a task performed or the threat of a punishment like dismissal if the task is not performed.

 

Right Effort Agents need strategies that they can use as they anticipate and respond to the actions of others.

 

Right Mindfulness There are many kinds and levels of rationality. Our task as agents in a complex society is to choose and use the right level of each.

 

Right Concentration To understand how complexity emerges, we sometimes have to go back to the old scientific approach of concentrating on one or two important processes, temporarily ignoring the rest.





All of these criteria are covered in the pages that follow, sometimes in very different contexts. Right mindfulness, for example, covers the level of detail that we need to have to make good individual decisions and also the ways of thinking that we need to adopt to reach consensus as a group.




Virtual Worlds

To understand how these criteria influence our choice of behavior in complex situations, we often need to resort to computer modeling. Predicting their consequences can be virtually impossible without the aid of such simulation, both for practical and ethical reasons.

One practical reason is that the human mind simply cannot encompass all of the variations and variability inherent in complex adaptive systems. This is why science has progressed almost exclusively in the past by making severe simplifications that allow us to abstract the essentials of a problem. Even when it comes to the relative movements of the sun, the Earth, and the moon, we can calculate the orbits of any pair around each other only by ignoring the effects of the third body. An exact calculation of the three together (known as the “three-body problem”) is beyond our analytical powers, and we have to rely on computer simulations just to get a close approximation.

Interactions in society are more complex, and it is only with the advent of powerful computers that we have been able to model how complexity can emerge from simplicity. Such models are now used to understand aspects of crowd behavior, networking, and other aspects of our complex society. (Studies of crowd behavior in particular frequently preclude experimentation because of ethical concerns, especially if an experiment would involve putting individuals in dangerous situations.)

The models are rather similar to those of games like Tomb Raider, where virtual individuals are given specific rules of behavior. In the  world of complexity science, though, there is no outside player to control what then happens. Instead, the virtual individuals are released in their virtual world, armed only with rules for interaction, while the programmer watches to see what happens.

The rules might be guesses about how people interact with each other in a crowd, for example, and the outcome would be the behavior of the crowd when the individuals follow those rules. By  tweaking the rules, the programmers can come up with reasonable suggestions for the most productive way for individuals to behave in crowds, and also for the best designs for the environments in which crowds might gather, such as city streets, stadiums, and nightclubs.

The Logistic Difference Equation

The equation below looks incredibly simple at first sight, but it has probably driven more mathematicians crazy than any other equation in history.

It was first applied to population growth. If a population of p individuals .can grow without limit, and it does so at a constant rate r, then we can simply write:[image: 015]



If the population were growing at 3 percent per year, for example, and the population were measured on the same date each year, then the value of r  would be 1.03.

This is called exponential growth, and it is quite clear that our planet cannot support it indefinitely. No matter what adaptations we make, there must be some upper limit. Let’s call K the largest population that the Earth could sustain, and follow the clever idea of the Belgian mathematician Pierre François Verhulst, who in 1838 proposed a simple equation to describe the way in which population growth must slow down as it approaches its upper limit, and even become negative if it overshoots that limit.

Verhulst’s equation, the logistic difference equation, is:[image: 016]



This simple-looking equation (note that it is nonlinear, because ppreviousgets multiplied by itself) has produced some truly extraordinary insights. If you really hate algebra, just skip the next two paragraphs, but do have a look at what follows.

At first sight, the equation looks really neat. When populations are far from their limit, pprevious is much smaller than K, and the equation simplifies to the exponential growth equation. When populations get close to their limit, the growth slows right down as (K-pprevious) gets closer and closer to zero.

This equation neatly describes the growth of bacteria in a petri dish and algae on a pond (so long as the food or light doesn’t run out). If you draw a graph of population total as a function of time, it comes out as a classical sigmoid shape, with exponential growth at the beginning and an asymptotic plateau after a longer time—so long as the rate of growth is not too high.

Everything stays normal until we reach a tripling rate of growth (r = 3), and then strange things start to happen. The smooth population growth curve breaks into oscillations between two values that correspond to “boom” and “bust.” By the time that the growth rate reaches 3.4495, the curve is oscillating between four values. When the growth rate reaches 3.596, there are sixteen states, with the population oscillating rapidly between them. A little above that, complete chaos ensues.

The mathematics of boom and bust accurately describes many events that happen in the real world. Unfortunately, this doesn’t always make them easier to predict (as demonstrated by the history of the 2008 credit crisis), partly because the model is always a simplified system compared to reality, but also because the behavior of the system can depend very sensitively on the precise conditions.



One other use of computer programming is to mimic the way in which social animals (particularly insects) use swarm intelligence to solve problems. A swarm of virtual individuals is let loose in the  artificial computer environment, but this time the environment is designed to reflect the problem to be solved. The individuals might, for example, be given the task of finding the quickest routes through a network that mimics the arrangement of city streets or the routes in a telecommunications network. Amazingly, the solutions that the swarm comes up with are often better than those produced by the most advanced mathematics.

All of these uses of computer programming, scientific rules, and lessons from the animal kingdom are covered in the following pages. We begin with the lessons that locusts, bees, and ants have to offer. Each of them uses subtly different forms of swarm intelligence, and each of their approaches has something different to tell us about group problem solving in our own world.





TWO

The Locusts and the Bees




Locusts and Us

Locusts are distinguished from other types of grasshoppers because their behavior changes radically when conditions become crowded. Normally shy and solitary, the close proximity of other locusts turns them into party animals. In the case of the African desert locust, this is because the proximity stimulates them to produce the neuromodulator chemical serotonin, which not only makes them gregarious but also stimulates other nearby locusts to generate serotonin as well. The ensuing chain reaction soon has all the locusts in the vicinity seeking each other’s company.

The locusts also become darker, stronger, and much more mobile. They start moving en masse, first on the ground and then in the air, gathering other locusts as they go and forming dense swarms that can eventually cover an area of up to 500 square miles and contain a hundred billion locusts, each eating its own weight in food each day over their lifetime of two months or so.

Descriptions of such locust plagues appear in the Qur’an, the Bible, the Torah, and other ancient texts, and modern plagues affect the livelihoods of 10 percent of the world’s population. It is little wonder that scientists want to understand what it is that drives the locusts to mass together and travel in such huge numbers. The behaviors they have uncovered give us vital clues about the self-organization of other animal groups, from social insects to human crowds.3

When individual locusts first start moving, they are still in their juvenile, wingless form. At first their movements are more or less random, but as the population density increases, their directions of movement become more and more aligned. When the population density becomes very high (around seven locusts per square foot), a dramatic and rapid transition occurs: the still somewhat disordered movement of individuals within the group changes to highly aligned marching.

Rather similar transitions happen in human crowds. At low densities, the movement of individuals can be likened to the random movement of molecules in a gas, as engineer Roy Henderson discovered when he monitored the movements of college students on a campus and children on a playground. In both cases, he found that the movements fit an equation (called the Maxwell-Boltzmann distribution) that describes the distribution of speeds among gas molecules. When he applied the theory to the observed movements of students and children, he found that their distribution of speeds followed the same pattern. The only difference between the students and the children was that the children had much more energy and consequently moved at much higher average speeds.

Video studies of pedestrians show that their movements have a similar random component, although an overall direction is super-posed on their movements by the desire to reach a goal. When the pedestrian density reaches a critical value, however, spontaneously self-organized rivers of pedestrians start to form and flow past each other, with everyone in a particular river walking at the same speed, just like marching locusts.

How does such self-organization occur? Are the basic mechanisms the same for locusts and for people? Can the collective behavior of locusts and other insects tell us anything about the behavior of human crowds? Over the course of the next four chapters I give answers to these questions, beginning here with the fundamental one: what are the forces that produce swarm behavior?

In the case of marching locusts, one of those forces is the simple desire not to be eaten by the locust behind! Marching locusts are in search of food, and the locust in front provides a tasty temptation. The way to avoid being eaten is to keep marching and to keep your distance, just as the way to avoid being pushed from behind in a human crowd is to keep moving steadily forward.

But keep-your-distance is not in itself sufficient to explain the self-organized synchrony of a group of marching locusts. If that were all there was to it, the group would simply disperse. There must be a balancing force to hold the group together.

That force is provided by the serotonin-induced drive for company, which increases disproportionately with the number of similarly inclined locusts nearby. It is, in other words, nonlinear, and positive feedback is thrown in as more and more locusts are recruited, increasing the gregarious drive of those already in the group—just the conditions that are needed for the emergence of complex collective behavior.

To understand how that collective behavior emerges, we need to turn to computer simulation. The first such simulation (produced in 1986 by animator Craig Reynolds) used small triangular objects called “boids.” The original animation is still worth a look. It laid the foundation for all of our subsequent advances in understanding complex collective behavior.




Boids

Reynolds’ boids are small isosceles triangles. They wheel, dive, and disappear into the distance in a manner highly reminiscent of flocks of real birds. The audience that experienced their first public presentation, at a conference on “artificial life,” was particularly impressed by the way in which the flock split into subflocks to go around a pole (a circle on the screen) and then unified itself again on the other side. They were even more impressed when one boid crashed into the pole, fluttered for a while as though stunned, and then flew on to rejoin the flock.

Such lifelike behavior would seem to require very complicated, very sophisticated programming. But in fact the program is quite short, and the individual boids follow just three simple rules:• Avoid bumping into other individuals.
• Move in the average direction that those closest to you are heading.
• Move toward the average position of those closest to you.



These can be more succinctly described as:• Avoidance (separation)
• Alignment 
• Attraction (cohesion) 



Next time you find yourself in a crowd at an airport, a train station, or a football game, take some time to watch those around you as they walk. You will usually find that most people are obeying the same three rules.

Reynolds’ goal was to demonstrate that lifelike collective behaviors can emerge from simple interactions between individuals. Although he did not know it at the time, the three rules he used corresponded to the empirical rules discovered by Brian Partridge in his studies of fish schools. Partridge didn’t mention avoidance (probably taking it as obvious), but the other two rules he identified are equivalent to Reynolds’ rules of alignment and attraction. The optimum way for all fish to maintain pace with those alongside them and simultaneously following those fish in front is to move in the average direction of the nearest individual fish and toward their average position (concomitant with not actually bumping into them).

Reynolds’ original model was taken up enthusiastically by the computer animation industry, where it is still used today. Its value to that industry is undoubted, but its deeper worth lies in the help it continues to give us as we unravel the secrets of collective behavior, such as that of locusts marching in synchrony.




Locust Logic

Computer simulations have shown that synchrony emerges because each locust acts as a self-propelled particle whose velocity (i.e., speed and direction) is determined by those of its neighbors according to a specific built-in rule. This sounds like one rule rather than three, but a closer look reveals that this single rule can be decomposed into three rules that are similar to those proposed by Reynolds: follow the locusts in front, keep pace with the locusts alongside, and keep your distance from the ones behind. When all locusts in the group obey the same rules, the result is synchrony. (I show in chapter 4 that a similar synchrony can emerge in dense human crowds.)

When locusts develop wings and start to fly, things change. Now the whole sky is at their disposal, and they have more to fear from birds and other predators than from their fellow locusts. The direction the swarm takes is determined by the wind, but the urge to stick  together is still strong, since flying with the group reduces the risk of predation on any individual. But when flying, locusts need more space, because a midair crash could damage their delicate wings, leaving them on the ground in an area where every vestige of food has already been consumed by the swarm.

The new balance of forces still reflects in Reynolds’ three rules, but the relative importance of the rules is different. The last two rules become relatively weak (although still strong enough to keep the swarm together), while the avoidance rule becomes stronger.

Implementing the avoidance rule starts with increased sensitivity to the presence of moving objects, especially to those coming from the side. The early Star Wars experiments showed that locusts flinched mentally when they noticed such objects approaching. Later experiments, in which the locusts were allowed to fly freely (although tethered to a length of cotton) showed that their response to an object coming from the side was to close their wings and go into a brief diving glide. This strategy gives them the best chance of avoiding a collision, and of protecting their wings if there is a collision.

We adopt a rather similar strategy when walking in dense crowds. Instead of folding our wings, we keep our arms close to our sides. Instead of going into a diving glide, we shorten our steps or even stop moving. The overall effect, as with locusts, is to strengthen the avoidance rule as much as possible.

This and other minor modifications of Reynolds’ three rules are sufficient to explain many aspects of swarm behavior, but no simple modification of the rules is sufficient to explain the emergence of true swarm intelligence. Reynolds’ rules explain how a group can collectively respond to external circumstances, but swarm intelligence needs something more—the ability to learn. This requires some additional form of communication within the group—the sort of communication that is shown, for example, by bees.




Bee Logic

Individual bees in swarms follow the basic rules of avoidance, alignment, and attraction, but the swarm as a whole has something that locust swarms don’t—an ability to fly directly to a target that has been identified by scouts. The way the swarm does this provides the first clue to the processes by which swarm intelligence emerges.

“Well,” you might think, “it’s pretty obvious how they find the target. They use the well-known waggle dance. It’s the method that bee scouts use to tell the others where something is, such as a food source or a site for a new home. The scouts dance like teenagers in a disco, waggling their abdomens while moving in a tight figure eight. The overall direction of the dance points in the direction of the target, and the speed of the waggling tells how far away it is.

Unfortunately this explanation doesn’t provide a full answer. The dance is performed in a hive that is almost as dark as some discos, so only those bees nearby (about 5 percent of the total) see the dance. The majority doesn’t see it, so most bees start flying in complete ignorance. Those that have seen the dance aren’t even out in front, showing the others the way. They are in the middle of the swarm, flying with the rest. So how does the swarm find the target?

There seem to be two main possibilities: (1) the bees who know where the target is might emit a pheromone, and (2) those bees may behave in a way that flags them as the leaders. To check out the first possibility, scientists covered the Nasonov glands (the ones that emit pheromones) of each bee in a swarm with a spot of paint. They found that the swarm still flew straight to the target, which disproved the pheromone hypothesis.

The swarm-following scientist Martin Lindauer discovered a clue that pointed to the possibility of leaders when he looked closely at swarms flying overhead. (Presumably he was running on flat ground.  If it had been me, I would have tripped over the nearest tree root and fallen flat on my face.) He noticed that a few bees were flying much faster than the others in the swarm, and that they seemed to be flying in the direction of the target.

Fifty years later, other scientists confirmed his observation by photographing a swarm from below, leaving the camera aperture open for a short length of time so that individual bees appeared as dark tracks against the sky. Most of the tracks were short and curved, but a few tracks were longer (indicating that the bees were flying faster), and also straighter, with the lines pointing toward the target.

The bees that produce the straight tracks have been evocatively named “streakers.” It seems at first that these would be the bees that know where the target is and that their behavior is intended to guide the other bees. It still remains to be proved whether the streakers are those that have received information from the scouts, but computer simulations of bee swarms have produced a stunning surprise—it doesn’t matter.

Simulations have revealed that the knowledgeable bees do not need to identify or advertise themselves to the rest of the swarm to lead it successfully. Just a few informed individuals can lead a much larger group of uninformed individuals simply by moving faster and in the appropriate direction. Guidance is achieved by way of a cascade effect, in which uninformed individuals align their directions with those of their neighbors. Even if only a few bees know their way, Reynolds’ three rules—avoidance, alignment, and attraction—ensure that the whole swarm moves in the direction that those knowledgeable bees take.

Leadership by these few individuals arises, according to the computer modelers, “simply as a function of information differences between informed and uninformed individuals.” In other words, it needs only a few anonymous individuals who have a definite goal in mind, and definite knowledge of how to reach it, for the rest of the  group to follow them to that goal, unaware that they are following. The only requirements are that the other individuals have a conscious or unconscious desire to stay with the group and that they do not have conflicting goals.

The purposeful movement of bee swarms, in other words, is an example of an emergent complex behavior that arises from simple local interactions guided by appropriate rules.

Japanese scientists have already taken advantage of this discovery to design robots that will swarm around a human leader and follow the leader happily across a factory floor as they are led to perform a task. The robots have no goals of their own, just a built-in desire to stay with the group, using only Reynolds’ three swarm rules to stay together and follow the leader.

Could rules that apply to robots also apply to us? Surely if we were in a group, we wouldn’t blindly follow unidentified “leaders” to a goal that only the leaders knew about?

Oh yes we would.




Invisible Leaders

Volunteer groups of university students were asked to participate in an experiment in which they were instructed to walk randomly in a circular room that had labels with the letters A to J distributed uniformly around the wall. The students were instructed to walk at normal speed, and not to stop until they were told to. They were allowed to walk anywhere in the space, required to stay within arm’s length of at least one other person, and forbidden to talk or gesture. This way, they met the swarm criteria of staying with the group but not having any particular goal in mind.

A few of the students were given an additional secret instruction: go to a specific label, but without leaving the group. By the time the students were told to stop walking, most of them had ended up near  the same label. They were led there, but they did not know that they had been led.

We tend to think of leaders as being highly visible and needing specific qualities in order to lead effectively. Leadership guru John C. Maxwell, author of the best-selling books The 21 Irrefutable Laws of Leadership and The 21 Indispensable Qualities of a Leader, lists qualities such as charisma, relationship, and vision as being essential.

The above experiments show, however, that there is another possibility: we can lead a group simply by having a goal, so long as the others in the group do not have different goals.

Leading from within is, of course, a well-known strategy, encapsulated in the phrase “the power behind the throne” or the term éminence grise. This sort of leading, though, is not what the experiments or the simulations were about. Persons such as Dick Cheney, Edith Wilson, and Cardinal Wolsey have exercised an influence that was not always visible from the outside; but George W. Bush, Woodrow Wilson, and Henry VIII—their respective puppets—certainly knew who was pulling the strings. What the computer models predict, and what experiments show, is that members of a group can be totally unrecognized as leaders by those whom they are leading.

Furthermore, computer simulations have shown that “the larger the group, the smaller the proportion of informed individuals needed to guide the group with a given accuracy.” In the case of the students, the group needed only ten informed people out of two hundred (just 5 percent of the group) to have a 90 percent chance of success in leading the rest of the group to the target.

Sometimes the target doesn’t even need to be a real one. In 1969, the famous social psychologist Stanley Milgram arranged for groups of people to stand in a New Haven, Connecticut, street and stare up at a sixth-floor window, an experiment that has become a classic. With just one person staring up, 40 percent of passersby stopped to stare with them. With two people, the proportion rose to 60 percent,  and with five it was up to 90 percent. His results conform beautifully with later discoveries about invisible leaders.

Maybe Connecticutians are unduly gullible, but when I repeated the experiment on a busy street in Sydney, I found that Australians are equally gullible, or at least biddable. I made my leaders even less visible, having them melt away when the crowd became large enough, leaving a crowd that stared by itself.

On a more serious note, the presence of a few knowledgeable individuals in a swarm can make a world of difference to its performance. Without such informed individuals, the group can only react to external circumstances, as fish do when their school reacts as a unit to the approach of a predator, or as locusts do when they fly as a group in the direction of the prevailing wind. Swarm intelligence in the absence of individual knowledge and goals keeps a group together and allows it to react to situations, but it is difficult, if not impossible, for the group to be proactive.

Bee logic changes all that. The Grammy Award-winning Orpheus Chamber Orchestra provides a real-life example. Audiences at Carnegie Hall who have not previously seen the orchestra can be surprised to see the black-clad members take their place on stage and begin to play—without a conductor. The orchestra, also the winner of a WorldBlu—a “Worldwide Award for the Most Democratic Workplaces”—appears to produce its beautifully coordinated sounds by democracy alone. How does this work?

The orchestra does it by using invisible leaders. The music does not degenerate into an anarchic mess because a core of six out of the thirty-one players sets the musical agenda for each piece. The leaders are not invisible only to us in the audience. They are also effectively invisible to the other players during the performance. Those players are aware of who the leaders are, but they are not consciously watching them in the same way that they would watch and obey a conductor. They have, however, set aside their own agendas so that  they are free to be swept along by those few in the group who do have a specific agenda.

The idea of an invisible leader working within a group is as ancient as civilization itself. According to a Chinese proverb often attributed to Laozi, the founder of Taoism, “a leader is best when people barely know he exists . . . when his work is done, his aim fulfilled, they will say, ‘We did it ourselves.’”

What is new here is the proof, both theoretical and practical, that a leader (or group of leaders) can guide a group toward an objective from within and never be recognized. This suggests a rule that we can use as individuals within a group: Lead from the inside (if possible with a coterie of like-minded friends or colleagues), but take care not to let other members of the group know what you are doing. Just head in the direction that you want to go, and leave it to the rules of the swarm to do the rest.

The process works in groups of individuals who have an innate or learned tendency to follow the example of those nearby. Just a few individuals taking the lead instead of copying is sufficient to induce a chain reaction of copying, and soon the whole group will be following their example. Any deviations will quickly be brought into line by negative feedback, physical and social pressures conspiring to push deviant individuals back into moving with the rest. The more the deviation, the stronger the pressure.

I asked Jens Krause, the supervisor of the original experimental study with the students in the circular room, whether he knew of any real-life examples of leading from within. He gave me one from his own experience. “Recently I got off the plane in Rome at midnight,” he said,and the airline stewards provided no help in directing us to the terminal. It was dark, the passengers didn’t know each other, nobody talked and most people looked utterly clueless. But suddenly two of them walked off purposefully in a particular direction and the group self-organized into following them [in a chain reaction where a few followed the first two, and then a few more followed each of them, and so on]. Sure enough, they guided us to the right terminal.

When the [experimental] study was published, we were contacted by historians of warfare who pointed out that the leadership of small groups can engage a whole army. Police officers pointed out that they try to remove a small proportion of troublemakers during demonstrations or town fights to control whole crowds. At conferences it often happens that scientists stand in small groups talking to each other and not realizing that it is time for the next thing on the agenda. However, it is enough for a few people to start walking, and once they initiate a direction, most people follow (often while still talking), not anticipating where they are going or what the next activity will be—they realize this only after they arrive.





These processes sound obvious, but the ways in which individual knowledge and behaviors can influence a group depend on a subtle dynamic interplay of positive feedback, negative feedback, and cascading chain reactions. Locust and bee logics provide important clues as to how these processes can interact to produce swarm intelligence, but these are just the first pieces in the puzzle. As I show in the next chapter, many more pieces have been discovered through the study of another social insect—the ant.
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