


[image: 001]




Table of Contents

 


Praise

ALSO BY LEN FISHER, PH.D

Title Page

Dedication

Acknowledgements

Introduction

 


Chapter 1 - Trapped in the Matrix

Changing Our Attitudes

Benevolent Authority

Self-Enforcing Strategies

 


Chapter 2 - I Cut and You Choose

Different Strokes for Different Folks

The Cake-Cutting Problem

 


Chapter 3 - The Seven Deadly Dilemmas

The Tragedy of the Commons

The Free Rider

Chicken

The Volunteer’s Dilemma

The Battle of the Sexes

Stag Hunt

 


Chapter 4 - Rock, Paper, Scissors

Opting Out as a Third Strategy

The Truel

 


Chapter 5 - Let’s Get Together

Communication

Negotiation

Coalitions

Commitment

Are We Rational?

 


Chapter 6 - Trust

The Origins of Trust

The Evolution of Trust

Credible Commitment

Generosity and Altruism

The Trust Bond

The Mistrust Barrier

Ritual

Offering Trust

 


Chapter 7 - Tit For Tat

Breaking the Cycle

Mrs. B and Mrs. D Get Together

Why Be Nice?

New Strategies for Ongoing Cooperation

The Proximity Factor

Bringing the Threads Together: Repeated Interactions, Proximity, and the  ...

 


Chapter 8 - Changing the Game

Introducing New Players

Using Quantum Mechanics to Read Each Other’s Minds

 


Conclusion

Notes

Index

About the Author

Copyright Page




Praise For Rock, Paper, Scissors

“Rock, Paper, Scissors brings the evolution of cooperation to everyone with a succinct summary of how these exciting ideas change the way we look at the world and the way we think.”

—John R. Hauser, Kirin Professor of Marketing, MIT Sloan School of Management

 

“This is a super account of the most important unsolved problem in all of science: how did co-operative behaviour evolve, enabling complex human societies to arise and persist. Effective action to address issues such as climate change, biodiversity loss, or feeding tomorrow’s still-growing population depend on still better understanding of this problem. Read the book!”

—Lord Robert May, Zoology Department, Oxford University

 

“In its sixty years of evolving, game theory has emerged from a mathematical phase, to a pedagogical phase, to a level of development that can be understood and useful to the intelligent reader. Len Fisher’s book clearly outlines the uses of game theory in everyday life in general, and in encouraging cooperative behaviour in particular. A tour de force of exposition, with many amusing and enlightening vignettes of the application of game theory to real-world interactions in the home, amongst friends, in business, and in international relations. A great introduction to several themes in recent game theory for the intelligent reader.”

—Professor Robert Marks, Australian Graduate School of Management

“Why be nice? In answering this simple question, Len Fisher takes us on a wry, fascinating tour of one of the most momentous sciences of our time. You couldn’t ask for a better guide to the games we all play.”

—William Poundstone, author of  Gaming the Vote and Fortune’s Formula

 

“Rock, Paper, Scissors is a refreshingly informal as well as insightful account of key ideas in game theory.Len Fisher gives many examples, several from his own life, of games that pose harrowing choices for their players. He shows how game theory not only illuminates the consequences of these choices but also may help the players extricate themselves from situations likely to cause anger or grief.”

—Steven J. Brams, New York University, author of Mathematics and Democracy
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Introduction

A FRIEND CALLED ME RECENTLY with the news that a group of scientists had just published a study on how teaspoons gradually disappear from the communal areas of offices. “Game theory!” he screamed triumphantly. I thanked him profusely, and added yet another example to my already thick file.

Game theory is all around us. Despite its name, it is not just about games—it is about the strategies that we use every day in our interactions with other people. My friends have been sending me examples from newspaper stories and their own personal experience ever since I announced my intention to write a book about it. I wanted to find out whether its surprising new insights could help us develop fresh strategies for cooperation, and to try them out for myself in environments that ranged from the polite confines of an English dinner party to baseball games, crowded sidewalks, shopping centers, congested Indian roads, and Australian outback pubs.

Game theory tells us what is going on behind the confrontations, broken promises, and just plain cheating that we so often see in domestic quarrels, neighborhood arguments, industrial  disputes, and celebrity divorce cases. It also gives guidance to the best strategies to use in situations of competition and conflict, which is why big business and the military have taken to it like ducks to water since it was invented in the late 1940s. It provides businessmen with strategies to get the better of their competitors, and guides Western military thinking to an alarming extent. Professional game theorists have often had a foot in both camps. To give just one example, all five game theorists who have won Nobel Prizes in economics have been employed as advisors to the Pentagon at some stage in their careers.

But there is another side to game theory—a side that concerns cooperation rather than confrontation, collaboration rather than competition. Biologists have used it to help understand how cooperation evolves in nature in the face of “survival of the fittest.” Sociologists, psychologists, and political scientists are using it to understand why we have such problems in cooperating, despite the fact that we need cooperation as never before if we are to resolve important and worrying problems like global warming, resource depletion, pollution, terrorism, and war. I wanted to see whether it could be used in everyday situations and to find out whether the lessons learned might be helpful in resolving larger-scale problems. At the least, I thought, I might discover some clues as to how we as individuals could help to resolve such problems.

Game theorists have discovered an amazing link between all of these problems—a hidden barrier to cooperation that threatens to produce untold damage unless we learn to do something about it, fast. The barrier presents us with a catch-22 logical trap that is a constant, if often unrecognized, presence in family arguments, neighborhood disputes, and day-to-day social interactions, as well as in the global issues that we now face. It even  accounts for the way that spoons mysteriously disappear from the communal areas of offices.

The scientists who studied the problem, who were otherwise perfectly sane and respectable Australian medical epidemiologists, had a lot of fun dreaming up unlikely explanations. One was that the spoons had escaped to a planet entirely populated by spoon life-forms, there to live an idyllic existence in which they were not being dunked head-down in cups of hot tea or coffee. Another was resistentialism—the belief that inanimate objects have a natural antipathy toward humans and are forever trying to frustrate us, in this case by hiding when they are most wanted, in the manner of single socks in a washing machine.

The serious explanation, though, was that this was an example of the Tragedy of the Commons—a scenario that was brought to public attention by the Californian ecologist and game theorist Garrett Hardin in a 1968 essay, although philosophers have been worrying about it since the time of Aristotle. Hardin illustrated it with the parable of a group of herders each grazing his own animals on common land, with one herder thinking about adding an extra animal to his herd. An extra animal will yield a tidy profit, and the overall grazing capacity of the land will only be slightly diminished, so it seems perfectly logical for the herder to add an extra animal. The tragedy comes when all the other herders think the same way. They all add extra animals, the land becomes overgrazed, and soon there is no pasture left.

The scientists applied the same argument to teaspoons: “teaspoon users (consciously or otherwise) make decisions that their own utility [i.e., the benefit to themselves] is improved by removing a teaspoon for personal use, whereas everyone else’s utility is reduced by only a fraction per head (‘after all, there are  plenty more spoons . . .’). As more and more teaspoon users make the same decision, the teaspoon commons is eventually destroyed.”

It sounds funny when applied to teaspoons, but if you replace the word teaspoon with land, oil, fish, forest, or the name of any other common resource, you will soon see that some very serious global problems have their origins in this vicious circle of logic, which can make its unwelcome presence felt whenever profit goes to an individual person or group of people but costs are shared by the community as a whole.

The Tragedy of the Commons exerts its destructive power whenever some of us cooperate for mutual benefit but others see that they could do better for themselves by breaking the cooperation (in game theory parlance, defection or cheating). So they can, until everyone else starts thinking in the same way, when the cooperation collapses and everyone ends up worse off. Through following the logic of self-interest, they have somehow landed everyone in a position where self-interest is the last thing that is being served.

This intractable logical paradox links the collapse of the Newfoundland cod fisheries, the ruinous civil war in Sudan, China’s massive expansion in fossil fuel-driven power stations, and the tendency of many Americans to drive wasteful gasguzzling cars. It underlies spam on the Internet, burglary, cutting in line, and many traffic accidents. It was probably the logic that led to the felling of the last tree on Easter Island. It is certainly the logic that leads people to dump their household waste on a vacant block instead of disposing of it properly, and to exaggerate insurance claims or “forget” to declare income on tax forms. It is also the logic that governments use when they refuse to sign international agreements like the Kyoto Protocol. Most  importantly, it is the logic of escalation. In the words of the great 1970s protest song: 



Everybody’s crying peace on earth,  
Just as soon as we win this war.



 

When both sides use the same logic, however, there is never going to be any peace in this world.

We could avoid the Tragedy of the Commons if we were to change our behavior and become more moral or more altruistic, caring for our neighbors at least as much as we do for ourselves. It would be great if this were to happen, but the reality is that we are not all Mother Teresas, and we had better face the fact that we often cooperate only when we can see something in it for ourselves. This applies to nations as much as it does to individuals; the author of the influential 2006 “Stern Review on the Economics of Climate Change” made the point, for example, that nations would only cooperate to solve the problem if they could see some direct, short-term economic benefit to themselves.

Game theory makes no moral judgments about such attitudes. It simply accepts the fact that self-interest is one of our primary motivations and judges different strategies according to how they serve that interest. The paradoxes and problems come in when a strategy of cooperation would lead to the best outcome for all concerned but each party is tempted to try for a better outcome for itself, only to become trapped by its own greed in an inferior situation, like a lobster caught in a pot.

There’s not much point in criticizing the greed, although it would certainly help if people (and nations) were content to accept no more than their fair share of the world’s resources. What is more important is to understand the trap, which is the first  step in finding ways to avoid it or escape from it, and reach cooperative solutions to problems instead.

The trap has been with us since time immemorial. Examples can be found in the Bible, the Koran, and many ancient texts, as well as in history books, the plots of novels and operas, and many modern news stories. Its true nature was not understood until the late 1940s, though, when the advent of game theory permitted the Nobel Prize-winning mathematician John Nash (the schizophrenic antihero of the film A Beautiful Mind) to reveal its inner workings.

Those inner workings are the central theme of this book. They catch us in a series of social dilemmas to which game theorists have given evocative names. One is the Tragedy of the Commons. Another is the famous Prisoner’s Dilemma, which is exemplified by the U.S. practice of plea bargaining, and which is the subject of chapter 1. Others are the game of Chicken (which nearly led to world catastrophe when Kennedy and Khrushchev played it during the Cuban Missile Crisis), the Volunteer’s Dilemma (encapsulated by the word mamihlapinatapai, of the Yagán language of Tierra del Fuego, which means “looking at each other with each hoping that the other will do something that you both want to have done but which neither of you wants to do themselves”), and the Battle of the Sexes (in which a couple wants to go out together rather than separately, but he wants to go to a baseball game while she wants to go to the opera).

Cooperation would lead to the best overall outcome in all of these cases, but Nash’s trap (which is now called a Nash equilibrium ) draws us by the logic of our own self-interest into a situation in which at least one of the parties fares worse but from which they can’t escape without faring worse still. (That is why it  is such an effective trap.) If we are to learn to cooperate more effectively, we need to find ways to avoid or escape from the trap. Game theory identified the problem. Can game theory provide any clues that might help us to resolve it? The answer is yes.

Some of those clues have come from studies of the evolution of cooperation in nature. Others have come from a close examination of the strategies that we have traditionally used in our efforts to win and maintain cooperation. Promising strategies for cooperation that have emerged include variations on the I Cut and You Choose theme, new methods of cooperative bargaining (including an amazing application of quantum mechanics), eliciting trust by ostentatiously limiting your own options to cheat or defect, and changing the reward structure to remove the temptation to break cooperative agreements.

Some of the most significant clues have come from computer simulations in which different strategies were pitted against each other to find out which would succeed and which would fall by the wayside. The initial results appeared in Robert Axelrod’s book The Evolution of Cooperation, which was published in 1984 by the publishers of the present book. According to a later foreword by the biologist Richard Dawkins, “the world’s leaders should all be locked up with this book and not released until they have read it.” Judging by the history of the last twenty years, few world leaders have taken the opportunity to look at the problem of cooperation in such a new and constructive way.

The crunch point is the tit-for-tat strategy (and subsequently discovered variants), which can lead to the escalation of conflict, but can also lead to you-scratch-my-back-and-I’ll-scratch-yours cooperation, both in nature and in our own society. It can be a very tight question as to which will emerge, with just a small  change in circumstances making a vast difference to the outcome, as happens in boom-and-bust economic cycles and in the expansion and contraction of animal populations. Mathematicians call the critical point a bifurcation point, with the prospect of two very different futures depending on which path is followed. The problem of cooperation is often the problem of finding a strategy that will tilt the balance of tit for tat toward a cooperative, back-scratching future rather than one of escalating conflict.

Recent studies have offered some tantalizing hints as to how this might be achieved. That’s not to say that game theory offers a panacea—that would be a ridiculous claim—but it has certainly provided new insights into the way cooperation evolves and suggested new strategies and new twists to the old strategies. In this book I describe my efforts to understand these strategies and to try them out for myself in everyday situations. My aim was to assemble a toolkit of potential strategies for cooperation, in the same way that I have built up a toolkit of techniques for tackling scientific problems during my life as a scientist. I have had a lot of fun during that life but never so much as when I was performing these experiments on cooperation. The results were sometimes hilarious, sometimes alarming, but invariably enlightening in providing lessons about just what it takes to get people to cooperate—and to keep cooperating.

Finally, I should emphasize that I am not a professional game theorist but a scientist and concerned human being searching for answers to some of our most pressing social questions. Game theory illuminates these questions from a perspective with which many people will be unfamiliar and I wanted to find out just how relevant its answers might be to the problems of real life. I hope that you enjoy sharing my journey of discovery.




The Organization of This Book 

The book begins with a chapter on the basic nature of the Nash equilibrium, showing how it leads to the famous Prisoner’s Dilemma, which underlies many of our most serious problems (including the Tragedy of the Commons). This is followed by a chapter on ways to divide resources fairly using strategies such as I Cut and You Choose. My conclusion in these two chapters is that we can’t rely on external authorities or on our own sense of fairness to produce lasting cooperation, and that we must look more deeply at how we can use our own self-interest to make the cooperation self-enforcing.

In chapter 3 (a key reference chapter) I use game theory to examine how different social dilemmas actually arise. This is followed by a series of chapters on strategies for cooperation that include a remarkable variant on the childhood Rock, Paper, Scissors game, new methods of cooperative bargaining, methods of eliciting trust, and the use of tit-for-tat strategies. I show how such strategies emerge in nature, and investigate how we might be able to use them to promote cooperation rather than confrontation in our own society. I then investigate how we might avoid social dilemmas by changing the game itself, either by introducing new players or by an amazing application of quantum theory. Finally, I review the strategies for cooperation that I have uncovered and present my personal top ten list of tips for effective strategies in different situations. If you want to see how it all pans out, feel free to take a glance at this chapter first.

As with my previous books, there are extensive notes at the back that contain anecdotes, references, and expanded discussions of some points that could not be comfortably fitted into  the main chapters. These are designed to be read independently and can be dipped into just for fun. Some readers of my previous books have even written to say that this is where they start!




A Note of Explanation 

As I pursued my investigation I became painfully aware that almost any paragraph could have been expanded into a major article, if not a full book. In order to keep this book shorter than the Encyclopaedia Britannica, I have minimized or omitted discussions of many complicating factors. If the reader is sufficiently stimulated to want to pursue these further, they can be found in any standard textbook on game theory. The main ones are:• Nash’s Trap. Professional game theorists may not much like my describing the Nash equilibrium in this way, because it implies that the equilibrium always leads to a bad outcome. I am sticking with it, though, because this book is about bad outcomes and how to get out of them. The reader should be aware, though, that the trap actually comes in three varieties: tender, tough, and terrible. The tender version is one in which we are trapped into the same set of strategies that we would have come up with if we had agreed to cooperate for mutual benefit. This sort of trap doesn’t get much attention in this book, although it does make a walk-on appearance in chapters 5 and 6. Most of the book is concerned with the tough and terrible traps that land us in social dilemmas.
• N-person Situations. Cooperation can be between two individuals (or groups of individuals), or it can involve many  individuals or groups. I have kept my examples mainly to the former, with an occasional bold excursion to the more complicated case.
• Perfect and Imperfect Information. Game theorists distinguish between the two situations. So do I, but without saying so. Sometimes we have a clear knowledge of someone else’s past actions. Sometimes we have to use what information we have to make an educated guess. It will usually be obvious from the context which of these two situations I am describing.
• Simultaneous or Sequential Strategic Decisions. We can make strategic decisions without knowing what the strategy of the other party is (game theorists call this simultaneous), or we can make them after the other party has made and acted on theirs and we know what they have done (sequential). It will again be obvious from the context which sort of situation I am talking about.
• Rationality. There is a lot of discussion among game theorists and others about just what it means to be rational. Maybe the sort of logic that leads to the Tragedy of the Commons and other social dilemmas isn’t really so rational. Sometimes, also, it turns out that the most rational thing that we can do is to appear to be irrational! All of these points will come up in the course of this book.



 

LEN FISHER  Bradford-on-Avon, U.K. and Blackheath, Australia May 2008




1

Trapped in the Matrix

THE HIDDEN LOGICAL TRAP that John Nash discovered pervades our lives. It leads us into a devastating series of social dilemmas—the game theorist’s rather insipid term for situations like the Tragedy of the Commons, in which cooperation would produce the best overall outcome but individuals can be tempted by the logic of self-interest to cheat on the cooperation. When both sides cheat, however, the results can be catastrophic, as the characters in Puccini’s opera Tosca discover when they are caught in the situation that game theorists now call the Prisoner’s Dilemma.

Tosca, the heroine of the plot, is faced with an unenviable choice. Her lover, Cavaradossi, has been condemned to death by the corrupt police chief Scarpia. Tosca is left alone with Scarpia, who thinks that he is on to a good thing when he offers to have the firing squad use blanks if Tosca will let him have his wicked way with her. What should Tosca do? She spies a knife on the table and figures out that she can win both ways by agreeing to Scarpia’s proposal, but actually stabbing him when he comes close. Unfortunately for her, Scarpia has already worked out that  he can win both ways by not really telling the firing squad to use blanks. He dies, Cavaradossi dies, and when Tosca finds out what has happened, she flings herself off a castle parapet and dies too. Everyone is a loser, as is often the way with opera.

Everyone is a loser in real life as well when caught in what game theorists call the Prisoner’s Dilemma, after an example used by Princeton University mathematician Albert Tucker to illustrate the problem to a group of psychologists in the early 1950s.

The story has since appeared in various incarnations. In one of them, two thieves (let’s call them Bernard and Frank, after two of the conspirators in the Watergate scandal) have been caught by the police, but the prosecutor has enough evidence to put them behind bars for only two years, on a charge of carrying a concealed weapon, rather than the maximum penalty of ten years that they would get for burglary. So long as they both plead not guilty, they will both get only two years, but the prosecutor has a persuasive argument to get them to change their pleas.

He first approaches Bernard in his cell and points out that if Frank pleads guilty but Bernard doesn’t, Frank will receive a reduced sentence of four years for pleading guilty, but Bernard will get the maximum ten years. So Bernard’s best bet, if he believes that Frank will plead guilty, is to plead guilty as well and receive four years rather than ten. “Furthermore,” says the prosecutor, “I can offer you a deal that if you plead guilty and Frank doesn’t, you can go free for turning over state’s evidence!”

No matter what Frank does, it seems that Bernard will always do better for himself by pleading guilty. The logic seems irrefutable—and it is. The trouble is that the prosecutor has made the same offer to Frank, who has come to the same conclusion.  So they both plead guilty—and they both end up sentenced to four years, rather than the two years they would have received if they had both kept their mouths shut.

If you think that this little story has uncomfortably close parallels with the U.S. legal practice of plea bargaining, you are dead right. This is why the practice is outlawed in many countries. The logical paradox illustrated by the story affects us in many situations, from divorce to war—so many, in fact, that it has been proposed as the basic problem of sociology, since our efforts to live together in a cooperative and harmonious way are so often undermined by it.

It certainly undermined my young brother and me when we stole a cake that our mother had made and gorged ourselves with it. We could have escaped punishment, and the dog might have received the blame, if we had both kept our mouths shut, but I thought it would be less risky to lay the blame on my brother. He had the same idea, however, and we were both confined to our rooms with our aching stomachs and backsides.

The insidious logic of the Prisoner’s Dilemma caught us out again in our late teens when each of us developed an interest in the same girl, whose family had just moved to the neighborhood and joined our local church. We weren’t the only boys whose interest was sparked by the attractive new arrival, but our efforts to snare her in our adolescent nets were doomed to failure as soon as each of us tried to win the day by telling her undermining stories about the other. It wasn’t long before we saw her going out with another boy altogether.

The Prisoner’s Dilemma is always with us. Another nice example from the United Kingdom concerns price-fixing by supermarkets after the 2002-2003 foot-and-mouth disease outbreak that led to many dairy cattle being slaughtered. Four  large supermarket chains raised the price of milk, butter, and cheese, saying that they were paying more to farmers to help keep them in business. They weren’t—two at least were just pocketing the extra profits. These owned up to it after they were charged with collusion by the Office of Fair Trading, and they pointed the finger at the other two (who denied price-fixing) in return for a much reduced fine compared to what the others will get if they are found guilty.

Yet another example comes from the history of the Dead Sea Scrolls, which were discovered at the Qumran cave site near the northwest corner of the Dead Sea. After the first scrolls were found, the Bedouin shepherds in the area discovered that archaeologists were willing to pay high prices for them, and the shepherds began to look for more, finding some in a rather dilapidated condition. They had also discovered that the archaeologists were willing to pay piece rates for the fragments, so they began to tear up intact scrolls in order to offer them progressively as separate pieces! The archaeologists could have escaped from the situation only by paying disproportionate sums for larger pieces. Otherwise, the shepherds could only lose by offering larger pieces. Together, they were trapped in a Prisoner’s Dilemma, to the detriment of biblical scholarship and culture.

The Prisoner’s Dilemma presents us with a logical conundrum that lies at the heart of many of the world’s most serious problems. The arms race that began in the 1950s is a good example. Cooperation to limit arms production and save the money for more constructive purposes would have benefited everyone, but no nation could benefit from unilaterally disarming so long as other countries continued to build up stocks of nuclear weapons. More recently, our efforts to resolve the threat of global warming are being hampered by the same paradoxical  logic, because many polluting nations feel that there is little incentive to control their carbon emissions so long as other nations continue to pollute.

The physical sciences can’t resolve such problems for us in the long term; the best that they can hope to do is to ameliorate them in the short term. To do any better, we need to develop a deeper understanding of ourselves. This was one reason why I took some time off from science to study philosophy, in the hope of finding some answers. What I found, though, brought me right back to science. I soon discovered that the whole field of ethics, which is concerned with the principles that we should live by to create a stable and just society, comes down to the story of historical attempts to get around the problems exemplified by the Prisoner’s and other social dilemmas, which have their basis in logic and mathematics. I rather enjoyed delving into the mathematics and the formal logic, but fortunately one needs neither of these to understand where the problems come from and how they affect us.

The great breakthrough in understanding social dilemmas came in 1949, when John Nash discovered that all of them arise from the same basic logical trap. Nash is now familiar to many people as the antihero of A Beautiful Mind, but the film focused almost exclusively on his mental illness. It gave little indication of what his Nobel Prize-winning discovery actually was or how incredibly important it is to our understanding of the problems of cooperation and what we might be able to do about them.

Nash made his discovery when he was just twenty-one and not yet suffering from the schizophrenia that was to blight much of his life. He is even able to joke about his mental illness, saying in one interview: “Mathematicians are comparatively sane as a group. It is the people who study logic that are not so sane.”  He had arrived at Princeton University in 1948 to study for a postgraduate degree in mathematics, bearing a laconic one-line recommendation from his previous professor: “This man is a genius.” He proved his genius within eighteen months by using the recently developed science of game theory first to identify the logical trap (now known as the “Nash equilibrium”) and then to prove a startling proposition—that there is at least one Nash equilibrium lying in wait to trap us in every situation of competition or conflict in which the parties are unwilling or unable to communicate.

The idea behind the Nash equilibrium is deceptively simple (see Box 1.1). It is a position in which both sides have selected a strategy and neither side can then independently change its strategy without ending up in a less desirable position. If we’re walking toward each other on a narrow sidewalk, for example, and we both step aside to squeeze past, we’ll find ourselves in a Nash equilibrium because if either of us independently changes our mind and steps back, we will come face-to-face again, with the consequent merry little dance that most of us have experienced.

Nash called such a state of affairs an equilibrium because it is a point of balance in a social situation, from which neither side can independently escape without loss. Note that word  independently—it is key to what follows. So long as we act independently, with each of us pursuing our own interests, the Nash equilibrium will continue to trap us in a plethora of social dilemmas. If the two people walking along the narrow sidewalk both independently decide that they would prefer the side farther from the gutter, for example, their attempts to improve their own situation by avoiding being splashed by passing cars will mean that they can’t get past each other without one or the other giving way.

➤ BOX 1.1

THE NASH EQUILIBRIUM AND THE PRISONER’S DILEMMA

 

The game theorist’s way of describing a Nash equilibrium is that if each party has chosen a strategy, and no party can benefit by changing his or her strategy while the other parties keep theirs unchanged, then that set of strategy choices and the corresponding payoffs constitute a Nash equilibrium. Game theorists use shorthand diagrams to summarize the choices and rewards in the same way that builders use diagrammatic plans of a house to make sure that all of the bits fit together. The possibilities are laid out in a matrix that represents the reality in which the participants are trapped, much as they are in the 1999 science fiction film The Matrix. To make the comparison stronger, this representation of reality was devised by the Hungarian-American mathematical genius John von Neumann, the inventor of game theory.

Here are Bernard’s and Frank’s prison sentences for their various choices in the Prisoner’s Dilemma, represented as this sort of matrix:

[image: 002]

I have drawn little passages between the cells, with arrows pointing in the direction that Frank and Bernard can move to reduce their sentences. These diagrams make it obvious that their logical choice is always to confess, no matter what the other does. Game theorists would say that confess is the dominant strategy, since it is the strategy that leads to the best outcome no matter what the other party does.

Game theorists combine these two diagrams into one, which still contains all the information, but which can be harder to interpret at a glance without practice:

[image: 003]

This type of diagram makes the pairs of outcomes obvious, with Bernard’s on the left and Frank’s on the right in each cell. It shows, for example, that (0,0) is not an option, because one prisoner can only get off scot-free if the other gets ten years (i.e., their only choices are [0,10] or [10,0]).

If we add little corridors between the cells, with the proviso that Bernard can only move from one choice to another in the vertical direction while Frank can only move horizontally (as is obvious from the earlier diagrams), and we follow their chosen movements by putting the arrows back, it becomes clear why Frank and Bernard are in such a pickle. The cooperative choice (both keeping their mouths shut) is the (2,2) option, but the moment that one or the other tries to do better for himself, the  chain of arrows inexorably takes them to the (4,4) cell, from which they can never escape, because there is no choice arrow leading out of that cell for either of them! This time, I have added their faces to show what they think of their various possible positions:

[image: 004]

The (4,4) cell represents a Nash equilibrium (drawn here and elsewhere with a grey background) because neither prisoner can independently get out of it without ending up in a worse position. If Bernard chooses not to confess, for example, he will end up in jail for ten years instead of four, and the same thing goes for Frank. Only by making the cooperative, coordinated move of both not confessing can they get to the (2,2) option.



The secret to resolving such situations is for the parties to find some way of agreeing to coordinate their actions and for all parties to stick to the agreement. A friend of mine saw a hilarious example of what can happen when these conditions are not fulfilled while he was driving on a mountain road in Italy. A short section of the road had been reduced to one lane. Cars coming from opposite directions were taking turns to pass through it by implicit mutual agreement until two drivers coming from opposite directions each decided to race the other. They came face-to-face in the middle of the narrow stretch, each honking furiously for the other to back up. Neither would budge, and other cars soon crowded in behind them, their horns honking furiously as well. It took the authorities three days to clear the resultant traffic jam.

“It served them right,” you might think, “for being so selfish.” You would be right, but the real problem was that each was acting independently in what they perceived to be their own best interest. This is something that we often do and that can land us in devastating Nash traps, as Tosca and Scarpia, and Frank and Bernard, discovered. In one of the shortest scientific papers ever to win its author a Nobel Prize, Nash used a combination of symbolic logic and advanced mathematics to prove the ubiquity of his trap in noncooperative situations—that is, situations in which the parties are not willing or able to communicate.

Before Nash published his paper, our frequent failure to cooperate with others for mutual benefit was usually thought of in terms of our psychology or our morality, or both. These are obviously important factors, but Nash demonstrated that a deep-seated problem in logic often lies at the heart of such problems, and that it can frequently be the dominant factor. This logical conundrum, baited with the appeal of our own self-interest, repeatedly draws us away from the cooperation that would serve us best and into situations that serve our interests much less.

Just look through any newspaper or celebrity gossip magazine and you’ll find examples of the sort of logic that Nash was talking about. Think of two people involved in an acrimonious divorce. It would usually pay both parties to compromise, but so long as one refuses to compromise, it is not worth the other party’s while to give way. They become trapped in a Nash equilibrium, so both lose out through the money they have to pay to lawyers and the emotional stress they end up going through.

It is important to emphasize that the parties are trapped in a genuinely paradoxical circle of logic that arises because they are unwilling or unable to communicate and to coordinate their strategies. But there is an escape clause: if the parties can communicate and negotiate, they may be able to break out of the dreadful trap.

Unfortunately, this is not as easy as it sounds. Too often, parties will agree to a negotiated compromise and then one party will break the agreement when it suits them. The problem is that if the cooperative solution (a negotiated agreement) is not a Nash equilibrium, one or both sides can generally do better by subsequently changing their strategy. This is a major problem in general, and solving the question of cooperation involves two major challenges: finding some way to reach coordinated agreements and finding some way to make people stick to those agreements. The latter must be sufficiently robust that each side will trust the other to stick to the agreement, and to have that trust justified by results.

This book is about my search for answers to these two major challenges to cooperation, both on a personal level and in the context of the major issues with which we are faced. I discovered  that there were three main approaches to meeting the challenges, each favored by different groups of people and by different cultures. They are: 



Changing Our Attitudes: If we came to believe that it was immoral to cheat on cooperation, for example, that would obviously help to resolve many social dilemmas.

 

Benevolent Authority: Relying on an external authority to enforce cooperation and fair play.

 

Self-Enforcing Strategies: Developing strategies that carry their own enforcement so there is no incentive to cheat on cooperation once it has been established.


 

Here I examine all three, arguing that only the third is viable in the long term and that the fresh insights of game theory can help us to devise such strategies in many cases.




Changing Our Attitudes 

Philosophers and spiritual leaders have long argued that the road to cooperation is made more difficult by our own greed, selfishness, fear of people who are different from ourselves, and mistrust and ignorance of cultures and beliefs that are different from our own. Can we really expect people to change these attitudes? This was the question I asked a senior Church of England bishop when I debated the question of future cooperation with him in the unlikely setting of the garden of an English country pub.

The event was part of a local cultural festival, and the beer-drinking audience was looking forward to a science-versus-religion confrontation. They must have been disappointed when I agreed with him that the principles of Christian ethics could help to solve the problems of cooperation. “No one could argue with these principles,” I said, “and they would certainly work if everyone (or even a sufficient number of us) adopted them. So would the principles advocated by the Dalai Lama: compassion, dialogue, and the ‘secular ethics’ of human values. But what can we do when people don’t adopt such caring principles and attitudes?”

His answer was that there is little or no hope for a peaceful and cooperative future unless people do adopt them. The people in the audience pricked up their ears when I said that I could respect his answer but that there were at least two other answers—one from history and one from science. The one from history is that strong authority, superior force, and divide-and-rule strategies can produce relatively stable societies that can last for long periods of time, albeit at the expense of individual freedoms. The one from the science of game theory is that it is at least sometimes possible to devise strategies for cooperation that do not rely on any of these measures.

“There is one other answer,” I continued. “We could sit back and wait for evolution to do the job for us. It has solved the problem for species such as ants, bees, and wasps by genetically programming them to cooperate, albeit at the expense of their own individuality. Maybe the human race will also eventually evolve a cooperation gene, and that will solve the problem.”

I could tell that he knew I was pulling his leg, because a broad grin spread over his face. We both knew that it would be ridiculous for us to sit back and rely on nature to help solve the problems of human cooperation. Its solutions can often be drastic, including major changes and even wholesale extinction. But  evolution (or a divine source, depending on your point of view) has given us the ability to think problems through for ourselves. Is there some way that we can think this one through?




Benevolent Authority 

One answer to the problem of cooperation that has been suggested by philosophers since at least the time of Plato has been to rely on an external authority to see fair play. Plato’s particular answer was probably the most impractical of the lot. It was to rely on rule by a set of philosopher-kings (trained by philosophers such as himself, of course). Judging by some of the philosophers I met when I was studying the subject, this would be a surer route to anarchy than most.

Plato’s idea was that his philosopher-kings would be benevolent rulers, which is fine in theory but walks bang into the Prisoner’s Dilemma in practice. Take King Solomon. Wise he might have been, and benevolent, but he could afford to be benevolent because he had annexed most of his country’s wealth for himself. In other words, instead of being a benevolent ruler who distanced himself from the competition for resources and simply oversaw their equitable distribution, he cheated by joining in the competition for those resources. His yearly take of gold alone was around 600,000 troy ounces, which equates to $480 million in today’s money. This puts him in the Bill Gates class when taken with his other wealth (including the $60 billion that was left to him to build his famous temple), with the small difference that Solomon’s wealth was derived from taxing his people rather than selling things to them.

By joining in the competition for resources, he became part of the problem instead of the key to its solution. That’s the issue with  relying on authority in general. Authorities can have their own agendas, and these are not always consistent with cooperation and fair play. As soon as they start to follow these agendas, they become a part of the problem instead of the key to its solution.

This can even apply to parents and teachers, the benevolent authorities of our childhood. My own father prided himself on his fairness, but he spent more time and effort on me than he did on my brothers because I happened to perform quite well in exams. His own education had been disrupted, and this was his way of vicariously enjoying the benefits of education.

Let’s face it—benevolent authority is largely a myth. We would certainly love to have access to it when we read of bullying in schools, army generals grabbing power in some far-off country, or innocent people being massacred in civil wars. Surely, we think, there must be someone who could act as a powerful independent arbiter to stop these things—a teacher, a big power, or even a world body like the United Nations. But the truth, which screams at you from any newspaper, is that authority needs power, and those with power almost invariably use it to pursue their own interests. Benevolence, however much the powerful might preach it, is the last thing on their minds.

Most autocratic rulers throughout history have used their power to implement their own ends. Philosophers, political theorists, and political activists have tried to get around the problem by placing limits on power, usually by spreading it among members of some small group within the community, or even throughout the community (this is the principle of democratic and communist societies alike). This sounds like a good idea in theory, but in practice the same problems are still there, albeit in different forms, which means that those of us who live in democracies shouldn’t be too complacent. We may not have absolute  rulers, but we frequently have a majority or majorities that are in a position to suppress the interests of minorities, and often do. Small groups of people can also carry disproportionate power, especially when wealth is involved. Individuals may feel that they are represented, but many analyses of voting systems (see p. 49) have shown that equal representation can be as much a myth as benevolent authority. Elected representatives themselves often kowtow to vested interests and have even been known to take bribes. Certainly legal and judicial systems can play the role of an independent authority, but the law can also be a tool used by those in power. In the immortal words of Charles Dickens’ Mr. Bumble, it can even be an ass when judges rely on the letter of the law instead of its commonsense interpretation.

The law can also be powerless in many commonplace situations. If someone pushes into a line of traffic or fails to do his fair share of the work in a communal enterprise, it’s not much use shouting for the law. It’s not much use shouting for it in serious international situations either. Sometimes it can help to maintain an unsteady peace, as it has in the divided country of Cyprus, for example, but more often it is ineffectual (just think of how many appeals to abide by the United Nations Core International Human Rights Treaties are totally ignored by the offending country) or it becomes a tool of the more powerful side (in the case of the UN, mainly those that hold the power of veto). How else, though, are we to enforce cooperative agreements? Is there another way? Game theory suggests that there is.




Self-Enforcing Strategies 

The game theory approach is to avoid the need for an external authority by using the Nash equilibrium as a self-enforcing  mechanism to ensure that there is no incentive to cheat on cooperation. This is easily achieved if the cooperative solution is a Nash equilibrium (as is the case in my example of two people approaching each other along a narrow sidewalk), because in this case it would not pay either party to change their sidestepping strategy. It is much more difficult when the cooperative solution is not a Nash equilibrium, because we are then (by definition) in a social dilemma, and there is always a temptation for one or both parties to cheat in the hope of doing better by breaking the cooperative agreement (which, of course, they can until the other party decides to cheat as well, and they both lose out).

In the rest of this book I explore ways in which this might be achieved, in both everyday situations and national and global contexts. Most of them rely on changing the reward structure so as to turn a situation into a Nash equilibrium. An obvious commonsense approach that we often adopt is to use social conventions, since these change the reward structure by adding the punishment of disapproval if they are not adhered to.

The disapproval does not have to come from others. Most of us are trained from childhood to feel bad about ourselves if we have done something that goes against that training, and this feeling can be strong enough to stop us from doing it. This constitutes a powerful force, and adherence to the social norms we have been taught is a major factor in a stable society. Even if others don’t call us out, there is always that secret shame.

Unfortunately, it is not a shame that we can always rely on. I was brought up as a strict Methodist within a social group that strongly disapproved of drinking and dancing. Puberty saw to the latter, since the developing sexual urge was more than sufficient to overcome any shame that I might have felt about holding a girl close while dancing. University saw to the former, since the  desire to be accepted by my beer-drinking peers meant that the reward for joining in their drinking was greater than any feeling of shame that I might have had.

Even so, social conventions can be very powerful. Witness the obedience of most of the male passengers to the women-and-children-first policy when it came to loading the lifeboats as the Titanic sank. Even then, one male passenger seems to have made it into a lifeboat dressed as a woman. That’s the problem with social conventions: they may be powerful, but there is no  guarantee that they will be adhered to. Pressure from society is not always as strong as pressure from rational self-interest.

This applies even when the social convention has been translated into law, such as the one that requires us to drive on the right-hand side of the road. This works well enough in the United States, where it puts us into a cooperative Nash equilibrium that provides us with safety, and anyone who takes it into their head to deviate from it risks serious injury or death. The situation can be very different in other countries, though, as I discovered when I was a passenger in a car in India and looked up to see a truck loaded high with vegetables swaying wildly as it bore down on us while traveling along the wrong side of the dual highway. The truck driver was trying to save time by cutting across a break in the center median instead of traveling past his destination to a point where he could make a legal U-turn and come back along the correct side of the road. When I climbed back off the floor and took my hands from my eyes, I found that my driver had chosen the best available Nash equilibrium, coordinating his strategy with that of the truck driver by steering our car up onto the sidewalk and staying there until the truck had passed.

The problem was that the truck driver’s idea of rational self-interest was rather different from mine or my driver’s. This points up one of the main problems in applying game theory to real life, which is the assumption that the other person’s rationality is the same as your own. It is not an insuperable problem, but it can certainly lead to some tricky situations.

I was once confronted in a Sydney pub by an inebriated soldier waving a gun after I had accidentally knocked a glass of cold beer into his lap. His behavior was hardly rational, but a modern game theorist might have been proud of my solution, which was to appeal to the rationality of his still-sober friends (and to reach a coordinated agreement) by screaming “Hold his arm!” as I dived for cover under the nearest table. Fortunately, they did.

We may sometimes act irrationally, but rationality is still our starting point. It is, after all, the feature that is supposed to distinguish us from other species, and it usually helps us to reach coordinated agreements if we are able and willing to communicate. Social conventions and social clues can help to maintain those agreements, especially if they are reinforced by a feeling on both sides that the agreement reached has been a fair one. As I show in the next chapter, though, just reaching fair agreements can be a tricky business, even when we use a strategy that is as simple and obvious as I Cut and You Choose.




2

I Cut and You Choose

ONE OF OUR MOST POWERFUL CHILDHOOD DRIVES is a sense of fairness, which we carry through into adulthood as a sense of justice. These senses were my first point of call in my search for tools that could help to promote and maintain cooperation. If an agreement to cooperate seems fair to all sides, I thought, then surely the parties will be less inclined to break it.

The sense of fairness seems to be deeply ingrained in our psyche and may come from a long way back in our evolutionary history. Monkeys have a sense of fairness, for example. Brown capuchin monkeys get frustrated and angry when they see others receiving better rewards for performing the same task. Researchers have found that they will sulk, refuse to do the task anymore, and even throw their food rewards at the researcher in frustration, just as I once threw a bowl of fruit and custard at my mother because I thought my brother had got more than his fair share of this, my favorite dessert.

What could she have done to ensure that I was not envious of my brother’s portion? The obvious answer would have been to use the I Cut and You Choose strategy, in which one of us divided the  pudding into two portions and the other then chose which portion to take for himself. It may not have worked too well for us in practice, since I was only four at the time and my brother was only two, but game theorists have shown that this sort of procedure is the most equitable way in principle to distribute any finite resource so that the result is envy free. This is because the cutter has every incentive to divide the resource as equitably as possible while the chooser can’t complain because he or she was the one who made the choice.

One of my first experiences of this strategy came on the day when I launched a rocket into my grandmother’s bedroom. It was a big blue rocket, and it cost three times as much as the red firecrackers that accompanied it into the flames when I accidentally kicked my brother’s box of fireworks into the family’s bonfire during a holiday celebration. The fireworks went off with a splendid explosion that would certainly have woken Nanna, sleeping peacefully in her room. The rocket got there first though, carving a golden path through the air, passing through her open door, and lodging itself under her dressing table. It fizzed and spluttered briefly before exploding in a shower of blue and white sparks that brought her out of bed with a speed that belied her seventy-odd years. She appeared at the door brandishing her stick and mouthing words that I never thought she knew. It wasn’t the stick that hurt, though. It was my father’s declaration that I had to give half of my own box of fireworks to my brother.

I was only seven at the time, but even though I did not have the benefit of my later study of philosophy I still came up with what seemed to me to be some pretty good arguments. I pleaded that it wasn’t fair, that tripping over his box wasn’t my fault, that  he shouldn’t have put it so close to the fire. My father was adamant. The only concession I could wring out of him was that I should divide my fireworks into two piles and then my brother could choose which pile to take.

I made my selection with great care, determined that whichever pile my brother chose, I should not end up as the loser. It was the best that I could do. It was also the best that he could do. If either of us had insisted on more, my father had threatened to give all of the fireworks to the other one. Although I did not know it, my commonsense strategy of I Cut and You Choose was just the one that game theorists would have recommended in response to my father’s strategy. (I discuss other strategies that my father could have adopted in chapter 5.) It was a simple application of the principle that they had christened Minimax.

Minimax means looking at a situation to see how much you might lose and then planning your actions so as to minimize that loss (that is, minimizing your maximum possible loss). It is the principle that Adam and Eve would have been well advised to adopt in the Garden of Eden, instead of risking losing the whole garden by indulging their curiosity about the taste of apples. We are also attempting to minimize our maximum possible loss when we take out insurance on a house or a car, reasoning that it is better to accept the cost of the premium rather than risk a larger, maybe catastrophic loss if we are involved in a car crash or if the house burns down.

I Cut and You Choose is a Minimax procedure because the cutter has every incentive to divide the resource equitably so as to lose as little as possible (the Minimax principle at work), while the chooser will obviously choose the piece that fits the same principle  in her eyes. Its appealing fairness makes it an obvious candidate as a strategy for the cooperative sharing of resources in this troubled world. One common example is the division of property in divorce cases, which is usually done at present by assigning cash values to assets and then dividing the total cash value in some proportion. Game theorists have demonstrated that I Cut and You Choose would allow for other values, such as emotional attachments to particular objects, to enter the equation in an equitable way, which would be to everyone’s advantage.

I Cut and You Choose has even been incorporated into some international treaties. The 1994 United Nations Convention on the Law of the Sea, for example, incorporates it into a scheme that is designed to protect the interests of developing countries when a highly industrialized nation wants to mine a portion of the seabed underlying international waters. The country seeking to mine would divide that area into two portions. An independent agency representing the developing countries would then choose one of the two tracts, reserving it for future use.

➤ BOX 2.1

MINIMAX

 

Minimax is a new name for an old idea. Its essence is reflected in the old proverb “half a loaf is better than none.” The comic novelist and bridge expert S. J. Simon described it in his book Why You Lose at Bridge as the principle of aiming for “the best result possible” rather than “the best possible result.” With this description he got Minimax down to a T.

The power of the principle was discovered by John von Neumann during his pioneering studies of game theory—a theory that he developed because he wanted to win at poker. In von Neumann’s terminology, poker is a zero-sum game, because the gains of some players must come from the losses of other players, so the total gains and losses at the end of the  game add up to zero. The phrase has gained some popularity with headline writers, but zero-sum interactions are not in fact very common in real life. In the early days of game theory, though, they were the only situations that it could handle. Von Neumann and his co-author, the economist Oskar Morgenstern, analyzed the best strategies for winning at such games in one of the most unreadable books in history: Theory of Games and Economic Behavior, a 648-page tome, heavily laden with mathematics, which in my own library now serves as a doorstop, having been replaced on my shelves by later, more accessible works.

Their conclusion was that the Minimax principle always  leads to the best strategy—for both sides! Unfortunately, this conclusion applies only to zero-sum situations, where the gains and losses balance out neatly. Such situations are rare in real life. When a thief smashes your car window to steal your radio, for example, he may make some money selling it later, but your loss (or that of the insurance company) can run to hundreds or even thousands of dollars. No balancing of gains and losses there. When business competition bankrupts one competitor while marginally increasing the profits of another, the balance is surely negative. It is negative for all parties in situations of conflict, from divorce to civil war.

Minimax can still be useful in such situations—it’s not a bad idea to use business strategies that minimize your chance of bankruptcy, for example—but it can’t be guaranteed to produce the optimum result. You might do better by gambling on a large return if the risks are low. When it comes to games with agreed sets of rules, though (such as poker and baseball), Minimax is guaranteed to give you the best chance. But how should you go about achieving the best result possible rather than chasing after the best possible result?

The answer, proved by von Neumann to be the optimum one, is often to use a mixed strategy, which means mixing up your actions or responses so as to minimize your possible maximum loss by not being too predictable. Baseball pitchers do this instinctively when they use a combination of fastballs, sliders, and curveballs during an important inning. But do they always get the proportions right? There are many possible permutations, but von Neumann proved that there is always just one that is optimum. This need not be mixing the pitches randomly and in equal proportions, because some will be more rewarding than others. A particular pitcher’s fastball may be stronger than others, for example, and less likely to be hit. If he throws it all the time, however, it will become predictable and more likely to be hit, so it pays to mix in some of the weaker pitches. Von Neumann’s mathematics allows us to predict the correct mixture, but I have been unable to discover whether any baseball teams are now taking advantage of it.

In sports where the mathematics has been compared with intuition, it has been found that intuition produces results that are in close accord with the Minimax principle. Take soccer. Economist Ignacio Palacio-Huerta from Brown University, a soccer enthusiast, watched over a thousand penalty kicks taken in professional matches in England, Spain, and Italy and analyzed them in terms of a two-person, zero-sum game. Both the penalty taker and the goalkeeper have to decide which way to shoot or dive respectively, and each will be stronger on one side than he is on the other. If neither has a clue as to what the other is going to do, each should choose to play his strong side. But neither player can choose his strong side all the time, because then the other player will quickly figure out from previous matches that this is what his opponent might be expected to do, and will react accordingly. In game theory terms, each player must mix his strategies up to maximize his expected payoff (for the shooter, the probability of scoring; for the keeper, the probability of preventing a score). According to the Minimax principle, the players should mix them up so that their expected payoff (success rate) will be the same whether they aim or move to the right or to the left, doing so randomly from game to game but in the appropriate proportions according to their strengths. When Palacio-Huerta analyzed his observations, he found that almost all goalkeepers and shooters were superb exponents of game theory, choosing to aim right or left with appropriate frequencies.



It sounds brilliant in theory, and a great poke in the eye for the selfishness of the developed nations. When I experimented with the strategy, though, I found that it faced three major difficulties. The first was that different people can have very different values, which is not a problem in itself, but which can make it very difficult to assess and compare these values. The second difficulty is practical implementation, especially when more than two people are involved. The third and most serious difficulty is how to get people to accept the outcome when there is no independent authority to stop them from trying to get more than their fair share by cheating or bullying.




Different Strokes for Different Folks 

My first experiment with people’s values wasn’t meant to be an experiment at all, and the surprising result was pure serendipity. I was at a party where a plate of cake slices was being passed among the guests. When there were just two slices left, I took the plate and politely offered it to a fellow guest, who promptly took the smaller of the two pieces that were left, leaving me with the larger. That wasn’t what game theory had led me to expect at all, since it assumes that people will always respond in the way that benefits themselves most.

Sometimes that response will be preemptive, in response to an expected action. On this occasion it was direct: I offered the two pieces of cake, she responded by taking the smaller one. How could this possibly have benefited her more than taking the larger piece? There was only one way to find out, and that  was to ask her why she had taken the smaller piece. Her answer was very revealing. She said that she would have felt bad if she had taken the larger piece. The benefit she would have gotten from taking the larger piece (in terms of satisfying her own hunger or greed) would have been more than offset by the bad feeling she would have had about herself for being seen to be so greedy.

So the assumption of game theory was right in this instance, once all of the factors had been taken into account. My fellow guest had taken the action that was of the most overall benefit to herself. Game theorists call that sort of overall benefit utility.

If they could measure it accurately, in the way that physicists measure the speed of light or chemists measure the concentrations of solutions, they could compare the values of rewards for different strategies, and game theory might become an exact science. As things are, game theorists have to resort to measuring  devices that help them to make comparisons but that might not tell the whole story.

One of those devices is to assign a dollar value to the benefit. This may not be as difficult as it sounds. Our local corner shop, for example, charges around 5 percent more for most goods than does the big supermarket a couple of miles down the road. They are still in business after many years because the locals find it more convenient to shop there, at least for small items. We can assign a dollar value to that convenience in terms of the higher prices that they are willing to pay.

We assign dollar values to otherwise intangible benefits in many areas of life—in fact, this is what the modern science of economics is largely about. I have to admit to doing this when my children were young and I was trying to persuade them to clean up their rooms. Moral arguments weren’t very effective, and neither was leading by example. What really worked was a  bribe. The cost to me was negligible in terms of my income, but the gain to them as a percentage of their income was considerable. What I was really paying them for was giving up their play time for a while, and the amount that they were willing to accept reflected the value that they attached to that play time.

The same principles apply to some of the wider problems that we are faced with. In England, for example, tourists value the beauty of a countryside where the fields are divided by hedges. Farmers, however, have been busy digging up hedges to make larger fields. The answer? Find out how much the farmers would have to be paid to stop digging up their hedges and then pay them with money derived from tourism.

On a larger scale still, we are faced with the prospect of worldwide ecological catastrophe if habitat destruction goes on at its present rate in places like Brazil and Indonesia. But how much would you be willing to pay (as extra taxes, say, to support  overseas aid) to stop a Brazilian farmer or a logging company from clearing rainforest for farmland? How much would you be willing to pay to stop the clearing of rainforests in Indonesia (habitat of the endangered orangutan), which is currently happening over a large area so that palm trees can be planted to provide cheap palm oil for Western markets? How much would the producers have to be paid to stop these activities? Do these two figures coincide, or are they wildly different?

By looking at problems in this way and attaching dollar values to otherwise intangible things, such as natural diversity, we can at least get a handle on the scale of the problem and what might need to be done to solve it. One of the difficulties, though, is that the size of the handle might change. When I paid my children to clean their rooms, for example, it worked well for a while, but then they began to expect bribes, and things escalated, just as they have in parts of the world in which bribery of officials is an accepted way of life. This was when I learned the practical difference between the sort of strategies that work well as a one-off and the sort of strategies that work best with repeated interactions—but more on that in chapter 5.

Bribes might sound like bad news, but game theorists have shown that they are an essential component of cooperation, although they usually prefer to call them by less pejorative names such as inducements, rewards, or side-payments (this latter is the correct technical term). Whatever you call them, they are payments (in terms of money, material goods, or even emotional support) that some members of a group have to offer to others in order to ensure a binding commitment of that person to the group. It sounds like a coldhearted way of looking at things, but it can provide a clear-sighted view of what is going on behind the scenes in even the most emotional of circumstances. When my  first marriage broke down, for example, a counselor sat us down together and asked each of us whether the other person was offering enough to keep them in the marriage. After getting an answer, she turned to the other person and asked whether they were willing to offer more to save the marriage.

She wasn’t talking about money but about respect, emotional support, and the whole host of things that make up a successful marriage. In doing so she was also implicitly treating human interactions as games that we play, with strategies and outcomes, gains and losses, winners and losers. This is nothing new to psychologists, and it does not necessarily devalue relationships—it merely looks at them in a different and often illuminating way. Game theorists use a similar model of human behavior to compare the outcomes of the different strategies we use as we play the game of life, and to find out which strategies are best for different situations. At the very least they aim to list the outcomes of those strategies in rank order (bad, good, better, best, for example). To get full value from their methods, though, they need to be able to attach numerical values to these outcomes.

Sometimes this can be done by attaching realistic dollar values, but often it cannot. To overcome this problem as best they can, they have coined one of the ugliest words in the English language—util. A util is simply a number that expresses the relative utility of an outcome when that utility can’t be interpreted in terms of money. It seems like a pointless exercise, but it actually permits comparison of the outcomes of strategies when money is not an appropriate or usable measure.

When we are asked to score preferences on a scale of 1 to 10, we are actually scoring in utils. The result of my cake-sharing experiment made sense as soon as I asked my fellow guest to score her preferences in this way. I first asked her to score the  two pieces of cake as though she had been buying them in a shop where they were both the same price and where they were neither a bargain nor too expensive. She scored the larger piece at 5 and smaller piece at 4. I then asked her to score her feelings about taking the smaller or larger piece on the same scale. She scored the smaller piece at 8 (it was a very nice cake) and the larger piece at 4. Treating these scores as utils and adding them up, she scored a total of 12 for the small piece and 9 for the large piece. This clearly illustrated her preference for the small piece. Perfect!

I repeated my experiment at other parties with other trays of cakes, and with trays of drinks. The results were almost always the same, and they didn’t depend on whether it was a man or woman that I was offering the tray to—both seemed to gain more utils from taking the smaller piece of cake. This was confirmed when I asked them to assign numerical values. What may have made a difference was the country I was in, which happened to be England, where this sort of politeness is highly regarded. I repeated the experiment in Australia, though, and obtained the same result—except when I offered the tray to my brother, who promptly took the largest piece of cake with a big grin on his face. How I felt about it didn’t bother him—the size of the cake took precedence. (Maybe he was also getting back at me for the fireworks.)




The Cake-Cutting Problem 

When I looked into the matter further, I discovered that attaching numerical values to human feelings is just one of the problems that we face in working out how to divide a finite resource in a fair, envy-free manner. A second problem is finding a workable formula to produce such a division. This is known as the  cake-cutting problem, and a full general solution evaded mathematicians until well into the twentieth century.

An ancient group of rabbis found a solution to a particular case without the aid of modern mathematics, though, when they were confronted with the case of a man who had three wives. Their solution appears in the Babylonian Talmud.

The wives weren’t actually the problem; it was how the man’s estate should be shared among them when he died. Each of them had legally binding nuptial agreements (unlike some celebrities today), but the three agreements were different. One wife’s agreement specified that she should receive 100 dinars from his estate (approximately $8,500). The second wife, who seems to have had a better lawyer, was to receive 200 dinars. The third wife, who had the best lawyer of all, was owed 300 dinars.

The rabbis had the job of coming up with a mishna (a brief set of conclusions) that would provide guidelines on what to do if his estate amounted to less than the required 600 dinars. How could it be divided up in the fairest way that still accorded with the spirit of the different marriage contracts? After due consideration they came up with three different recommendations, depending on what his estate was worth. Two of the recommendations made intuitive sense, but the third puzzled Talmudic scholars until very recently.

If the estate was worth 300 dinars, they recommended proportional division (50, 100, 150), which satisfies the ratios specified in the marriage contracts. If the estate was worth only 100 dinars, the sages decided that equal division would be a fairer split. What scholars could not understand until 1985 was why the rabbis had recommended a 50, 75, 75 split if the man left an  estate worth the intermediate amount of 200 dinars. The recommendation did not seem to make any sort of sense, and many scholars dismissed it outright. One even claimed that since he could not understand it, it must be a mistranslation. Then the problem came to the attention of the Nobel Prize-winning game theorist Robert Aumann, who in collaboration with economist Michael Maschler used game theory to prove that the rabbis involved in the original discussion had brilliantly hit upon the optimum, fairest solution to the problem.

The argument that they presented is both beautiful and simple. They began by considering the problem of how to divide a resource when one person claims ownership of all of it and another claims ownership of half of it. The answer? Divide it according to the ratio 75:25, because the ownership of half the resource by one of the parties is undisputed (and goes to that party), leaving the other half in dispute, for which the fairest solution is to divide the second half 50:50. They called their solution “equal division of the contested sum,” and proved that in the case of the man with three wives “the division of the estate among the three creditors is such that any two of them divide the sum they together receive, according to the principle of equal division of the contested sum.”

It sounded to me as though this would be an excellent principle to apply to sharing in everyday life, first because it is so simple and second because it feels so fair. I had the opportunity to try it out when a friend and I went to a garage sale and found a stall loaded high with secondhand books. Rather than competing for the most desirable books, we pooled our resources and bought all of the books that either of us wanted. Then we divided them into three piles: the ones that I particularly liked but he didn’t want, the ones that he particularly liked but I  didn’t want, and the ones that we both wanted. We then took turns in choosing a book at a time from the third pile (the contested sum) until we had divided it equally. Very simple. Very satisfying.

Equal Division of the Contested Sum can even be applied to global problems. It is now being looked at seriously, for example, as the fairest way of settling territorial disputes. It might be worth applying it to the present dispute concerning oil exploration rights on the Arctic Lomonosov Ridge: just grant each country the rights to the uncontested bit of its claim and divide the rest equally among them (see the note on the 1994 UN Convention on the Law of the Sea). Admittedly such problems are very complex, but as a scientist I can certainly see the appeal in such a simple solution. It might work.

The I Cut and You Choose strategy is a scaled-down version of Equal Division of the Contested Sum, since it produces equal division when there is no uncontested sum to worry about so everything is up for grabs. This is by no means the end of the matter, however, as my brother and I discovered when my father used this strategy to divide up the household jobs. He would write out a list of them (putting out the garbage, washing the dishes, sweeping the floor) and get one of us to divide it into two lists that we thought were equal. The other could then choose which list to have. Just to make sure that there were no complaints, he alternated the lister and chooser each week.

So far, so fair. But we also had a younger brother, and when he became old enough to do his share of the jobs, all hell broke loose. With three of us to share the jobs, it seemed impossible to divide up the list of chores and share out the three sublists without arguments. We never managed to balance the lists fairly without subdividing some jobs, and even then there were arguments  that led to further subdivisions, and so on in a process that seemed to have no end.

We didn’t know it, but we were replicating some of the early efforts (and dilemmas) of mathematicians to solve the cake-cutting problem when more than two people are involved. One of the problems (even with a cake) is that the initial division into three parts is bound to produce slightly unequal segments in practice. This means that the first person to make a choice can pick the larger one, to the envy of the other two.

The earliest attempts to resolve the problem produced a complicated procedure that started with the person who took the first choice (and the largest slice) being required to cut a sliver from it to be further subdivided. Unfortunately this procedure produced an infinite cascade of division and subdivision, as happened with my brothers and me. It wasn’t until 1995 that Steven Brams from New York University and Alan Taylor from Union College came up with a practical solution that had a finite number of steps. Their calculations were cumbersome, but they were manageable with the aid of computers. Brams and Taylor subsequently patented a procedure for the fair allocation of multiple goods based on the concept of the “adjusted winner.” Their basic principle was to take account of the fact that different people can attach different values to the same assets, so a division between two parties, for example, can be worked out in such a way that each party gets more than 50 percent as they perceive it—a win-win solution if ever there was one, equally applicable to birthday parties and legal parties! Their method (now licensed to Fair Outcomes Inc. at www.fairoutcomes.com) and its potential applications are described in their book The Win-Win Solution: Guaranteeing Fair Shares for Everyone.

One of those applications is in the negotiation of land rights and other territorial deals, in which considerable progress is now being made in working out more fair and equitable approaches. A more surprising application is to voting. In this case the problem of ensuring fair and equal representation in a democracy is simply the cake-cutting problem applied to millions of voters so that all of their votes have equal weight. Interestingly, no current voting system comes close to being representative when judged in the light of the Brams-Taylor solution. To give one example, the weight of individual votes in closely contested electorates is far higher than that of votes for the losing side when the election is more one-sided, which count for virtually nothing since that candidate is never going to win.

The Brams-Taylor solution provides a benchmark for fair division, though. The best that we can hope for in real life is that our solutions should come as close to this benchmark as practicable. My father eventually achieved this in dividing up the household chores by allowing each of us to make just one change to the three sublists, after which he shuffled the lists and gave us one each at random.

His solution worked because we didn’t have much of a preference for one chore over another (we just hated them all). Random distribution isn’t always the answer, however, as I discovered when I experimented with the best way to divide up a wedding cake. I carried out my experiment at a friend’s wedding reception. The wedding was over, the speeches were over, and the cake had been cut into slices that were now being distributed. It was a beautiful chocolate cake, covered with layers of icing, and I was curious to see whether people would take the larger slices first. It seemed, though, that most people were more interested in the  composition of the slices than they were in their size. Some were choosing slices that had the most icing, while others were eyeing the icing with distaste and going for slices that had more cake. The “fair” division of the cake into approximately equal slices, with each slice consisting of a piece of cake covered with icing, had not completely satisfied any of them.

People at other tables were leaving chunks of icing or pieces of cake on the sides of their plates (when the reception was over I counted thirty-one chunks of leftover icing and seventeen pieces of leftover cake). Some people at my table had started swapping their pieces of icing for a piece of their neighbor’s cake when I suggested that we turn it into a community effort. I got them to separate the icing from the cake and put the separate pieces on a large plate. We then passed the plate around the table with everyone choosing one piece of cake or one chunk of icing at a time until there was no cake or icing left. It was that simple. No one was unhappy with the outcome, and more than half the people at the table said that they had done better than their original choice.

My experiment suggested that subdivision by the people who are going to do the choosing is the best practical approach to sharing out a resource when different people have different preferences for different bits of it. I was interested to find out, from a friend who works in foreign aid, that this is just the way that some villagers share out aid among themselves. One person may end up with blankets, and another with food, for example, when the aid is initially distributed under often-chaotic conditions. They could swap with each other but find it much more effective to keep what they really need and lump the rest together, with each choosing successively from the pile. The pot-latch ceremony of the indigenous peoples of the Pacific Northwest performs a similar function in redistributing wealth, with the interesting variation that prestige can be counted as one of the goods, since those who contribute most to the communal pile gain the most prestige.

Democratic sharing isn’t always so easy to achieve, as I found when I was the policy coordinator for a newly formed, and now extinct, political party in Australia. One of the reasons for our extinction was our keenness to be truly democratic. Every policy decision had to be discussed, decided, and agreed upon democratically by the whole of the membership. This took an unconscionable amount of time and a huge amount of administration, and often resulted in watered-down or even self-contradictory policies.

I decided to try an experiment in making things easier for the members (and for myself) by introducing a decision-making method called the Delphi technique. The idea has game theory roots, and it is very simple in principle. Everyone has their say (about policies in this particular case) in a questionnaire, and then an independent facilitator (me again, in this case—we were a very small party!) summarizes their arguments and conclusions and sends the summary back out to all members of the group. Everyone can then vote again after they have considered and revised their arguments and conclusions in the light of what the others have said.

The idea is for the members of the group to use the best information available to them to converge on the best decision. Businesses use it for market forecasting, since it can be reasonably argued that the averaged opinion of a mass of equally expert or equally ignorant observers is more reliable as a predictor  than the opinion of a single randomly chosen one of the observers. Author James Surowiecki provides an entertaining example in The Wisdom of Crowds when he points out that the TV show “Who Wants to Be a Millionaire? pitted group intelligence against individual intelligence, and that every week, group intelligence won.”

When I tried to use it to make political decision making as democratic as possible, however, the members didn’t like it at all—not because it was unfair but because I had introduced it without consulting them! But how then was I to consult them about how I should consult them? Caught on a sinking ship in their whirlpool of logic, I followed the only course possible: I jumped ship and left them to it. I have had no direct involvement with politics since.

My brief excursion into politics, however, was connected to my deep concerns about the direction the world was heading in. I now know that politics isn’t my forte. For one thing, I retain my childhood sense of fairness and fair play, which is not something that fits very well with practical politics. But I have never stopped thinking about the issues that I entered politics to address, in particular how to promote and maintain cooperation, justice, and fairness.

My investigation of I Cut and You Choose revealed that it can be a very effective strategy for fair sharing but that it usually requires enforcement by an external authority to make it work (as in my father’s division of the fireworks). Fairness itself does not provide guaranteed self-enforcement of cooperative agreements when it comes to the practical politics of everyday living. I needed to look further for strategies that would carry their own enforcement. Before doing so, I decided that it was time to look  more closely at the logic that draws us into social dilemmas and to see if I could garner any clues for new cooperative strategies from the nature of the logic itself. When I did, I discovered that there is not just one social dilemma, but seven, waiting to snare us in our everyday lives!
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