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Introduction

On the night of Thursday, May 8, 1997, my father had a stroke. I’d been repeatedly reassured that the stroke was “very minor.” Nevertheless, when I visited him in the hospital, I felt profoundly disturbed by what I witnessed. This sluggish, exhausted man in front of me looked like my father, but I knew, deep down, that he wasn’t.

There were subtle clues that betrayed this impostor. Some changes verged on the comical, such as his newfound obsession for Kit Kats—he would eat nothing else for days. Others were more disconcerting. These differences could generally be characterized as a reversion from a sharp, responsible man into a confused child. Even more bizarrely, his attitude toward me would radically alter depending on whether I sat on the right or left side of his bed. When I sat on his right, he would take an interest in me, and we’d have a semi-coherent conversation. When I went instead to his left, it was as though I wasn’t in the room. He simply wasn’t aware of my presence.

I found myself morbidly wishing that he’d suffered a mild heart attack instead of a stroke. Then, at least, my dad would still be alive, as my dad. As it was, if this situation persisted, a portion of my father would already have died, and every time he spoke, I would be reminded of that fragment of his identity that was lost.

Amid my sense of shock at this new person that wasn’t Dad, and my chest-gripping anxiety that he would never fully recover, I couldn’t help examining his symptoms dispassionately. My father’s stroke had struck a few weeks before my university finals. I was studying philosophy and biological psychology, and consciousness was a hot topic in both fields. On the one hand, I was revising elegant philosophical arguments proposing that consciousness was  nonphysical and had little to do with brains. On the other hand, I was poring over the evidence for whether consciousness lay in this cortical region or that, and learning the details of “neglect”—the common stroke condition my father showed by ignoring the left side of space.

Sitting by my father’s bedside, I felt sure that the esoteric philosophical position was alien—so mistaken as almost to be offensive. Here was a man I loved dearly, robbed of his identity because a small clot on his brain had potently wounded his consciousness. Of course consciousness is a physical thing, I thought, as I sat on his left, achieving the painful magic trick of turning invisible. I didn’t exactly know why the philosophical arguments were flawed, or which brain theory of consciousness was most compelling at the time, but I did know which road I wanted to take to find out.

Although previously I was considering a PhD in the philosophy of mind, now there was no contest—a PhD in the neuroscience of consciousness it was. Soon afterward, I was accepted to study this at the University of Cambridge. I’ve been investigating this and related fields ever since, mainly at Cambridge, but also recently at the newly opened Sackler Centre for Consciousness Science at the University of Sussex. From the first painful glimpse of my father’s fractured consciousness, I understood how vital and fundamental this field is, but over the years I’ve increasingly discovered its fascinating and far-reaching twists and turns. Now I want to share each of these facets with you.

 

There is nothing more important to us than our own awareness.1 We see the breathtaking beauty of snowcapped mountains, the exhilarating grace and speed of a cheetah on a hunt. We hear melodic birdsong in our gardens. We fall in love, or experience the joy of our child’s first smile. We compose and appreciate music, art, and literature. We talk and laugh with our friends and family. All these, and everything else we care about, are conscious events. If none of these events were conscious, if we weren’t conscious to experience any of them, we’d hardly consider ourselves alive—at least not in any way that matters.

When I’m reveling in a glowing pleasure, or even if I’m enduring a sharp sadness, I always sense that behind everything there is the privilege and passion of experience. Our consciousness is the essence of who we perceive ourselves to be. It is the citadel for our senses, the melting pot of thoughts, the welcoming home for every emotion that pricks or placates us. For us, consciousness simply is the currency of life.

 

However, the scientific study of consciousness, for most of its existence, claimed the prize for the most vital, intimate, meaningful topic with the smallest research interest. Never before have we come within touching distance of understanding the history of our universe, its shape and form, the laws that govern every sparkling star and every dancing atom. Never before have we realized that within every cell in our bodies there lies, coiled up, the code that both defines us and connects us with all life on this planet. All of our wonderful toys of technology and all of our shining scientific discoveries have conscious endeavor to thank for their existence. Yet, until only a couple of decades ago, virtually no one was interested in the science of consciousness, and very little was understood about how the brain generates our experiences.

Historically, it was not scientists who grappled with the conundrum of consciousness, but philosophers. Nearly four hundred years ago, Descartes asserted that consciousness was an entirely personal, subjective entity, impenetrable both to the physical sciences and the minds of other people. When I listen to a Beethoven piano sonata, the sounds I hear, the way that the notes move me, is something that I can only ever imperfectly communicate via the crude medium of words. No one else can ever truly know what I experience—at least that’s what many people assume. The peculiarity and power of this observation is highlighted when consciousness is contrasted with any physical entity. Take any object one would care to name, from a subatomic particle to a brick to a star: Thousands of people all could, in principle, explore the same object from different angles, yet uncover an identical set of facts about it. For consciousness, it seems that there is no objectivity. Nor are there multiple viewpoints: There is only one viewpoint—mine.

Modern philosophers have expanded on this foundation, providing arguments for the position that consciousness is elevated beyond the pedestrian whirrings of our brains. Similarly, they claim that the sumptuous,  varied menu of feelings and knowledge we experience simply cannot be reduced to some tawdry computer or machine. I begin this book by addressing these stances, rooted in history. There’s no denying their intuitive and emotional appeal, but this should always be trumped by the picture that the empirical evidence paints. Indeed, when the light of science shines with forensic detail on this set of philosophical positions, their seeming validity dissolves. Instead, I argue, the most plausible view is that consciousness is a product of the brain, which is a form of computer.

 

Placing consciousness within the framework of a computational brain suggests a connection between awareness and information processing, since data analysis is the overriding purpose of our inner neuronal world. This general context also implies that our capacity to experience might have an evolutionary heritage, just as our neural machinery does.

Indeed, the common waters between consciousness, information, and biology run deep. A fundamental feature of nature is its ability to store and manipulate information. Evolution ensures that every life-form is a master at hoarding useful “ideas” about the world—not consciously, but via the blind representation of information in its chemical makeup. Consequently, there are countless examples to illustrate that animals aren’t the only clever organisms around. Plants have spikes, poisons, and a plethora of other ingenious tools to ward off predators. Even bacteria have an incredibly sophisticated arsenal of weapons designed to infiltrate a host, or thwart a potential assailant. These strategies are written in the language of deoxyribonucleic acid (DNA), a recipe of implicit beliefs about how best to function in the world. But how does this DNA-based system “learn” to build and adapt such accurate blind concepts in the first place?

In any form of learning, from bacteria becoming resistant to antibiotics, to a child making the tentative transition from crawling to walking, there is a tension between holding on to the familiar—to an existing bank of beliefs, a known way of life—and moving toward something new. This novelty injects a bit of chaos into the mix to shake up existing, stubborn ideas. These stumbling movements can potentially make matters worse, but, crucially, they at least allow for the possibility of improvement.

DNA is a fantastic medium for maintaining those stable implicit concepts about the world, and undoubtedly this is why it became the universal  carrier for the recipe of life. But there are also mechanisms that can rearrange the letters of the DNA recipe, so that a new collection of ideas can be written in future generations. When the world has moved on without you, when you and your current DNA-based beliefs are heading toward extinction, new concepts become essential, and this random mixing of the DNA pot might just create a few surviving organisms amid the many that fail. Such winners will in their DNA be carrying successful novel insights to steer them through these difficult times. In other words, this section of the species has blindly learned, over the generations, to innovate its way around a dangerous obstacle.

Without this ability to innovate, albeit in a random, cruel, inefficient manner, life simply would not have persisted on earth, and so this skill of nature to track the changing tides, and to exploit any advantage it can latch onto, is in some ways the essence of evolution. It’s no wonder, therefore, that such a fundamental attribute of life would burst the seams of its original DNA dam and spill into new territory. And the premier example of this expansion of learning dimensions is the evolutionary invention of a bundle of specialist computational cells that constitute a brain. Now an extra, panoramic range of innovations can occur within a single organism in a pointed, purposive way as it mentally probes the environment and stores within its neurons any new information, not coded in its DNA, that is relevant for survival.

Humans, too, are clearly cast in evolution’s intense furnace of the fight for survival. Although our mental life sometimes appears opaque by its sheer complexity, evolution has carefully finessed the foundations of every facet of our biological makeup—including our most sophisticated emotions and most inspired ideas.

Although humans are only one tiny strand of the web of life, we have a unique place in nature because of the vigor of our intellect and the extent of our awareness. We can muster up only about a fifth of the physical strength of our nearest relatives, the chimpanzees; even the sharpness of our senses is feeble compared to our chimp cousins. And yet, along with our supreme consciousness, we in some ways encapsulate evolution’s fundamental driving force by being absolute masters of innovation. Every species pushes to control and dominate its environment. But we, via our own ingenuity, have reshaped a staggering portion of the globe for our own benefit.

I will propose that innovations, those brightest of information-processing gifts, are the main purpose of consciousness. But it’s certainly not the case that all flavors of neural information will reach awareness. Many basic computational functions, such as the control of our breathing, can tick along perfectly well without any input from our conscious minds. Widespread, though simple, statistical learning constantly occurs without the aid of our awareness. Also, importantly, if we’ve previously consciously mastered some skill, such as walking, then our unconscious minds can almost entirely take over such tasks. In all these cases, the staid, pedestrian parts of information processing are handled by our unconsciousness, while our conscious minds are freed to dwell on newer, more difficult topics. And for any lesson involving even a smidgen of novelty or complexity, we simply have to engage our conscious minds to learn it.

Consciousness is the shining, gold-plated experimental laboratory of our mental mansion where we can analyze virtually anything to great depths. So as not to waste time and energy-intensive neural resources, our brains have to be extremely picky about what they let into this prized place. Attention is the gatekeeper of our awareness, only pushing through those items from our senses or inner cogitations that have the most pressing biological salience, and especially those unexpected features that offer us the greatest potential insights.

The space inside this playground of experiences, though, is frustratingly cramped. Our consciousness can only simultaneously deal with about four items, fully processed. But the magic arises by the amazing variety of ways that we can manipulate what resides within our conscious minds, and it is in these shuffling mental actions that we can learn profound truths about the world.

 

Crucially, our rich experiential landscape reflects the fact that awareness isn’t concerned with just any raw snippet of data. In fact, the absolute opposite is the case, as illustrated by the following curious, niggling conundrum: When most animals have fed well and found a safe place to stay, they normally then make the eminently sensible decision to rest. Admittedly, some species occasionally play in ways that look perfectly like practice for hunting or fighting. But that’s about it. Humans, in striking contrast, when all biological needs are met, reach for a sudoku puzzle or a games console—or we may even peruse a science book. Astoundingly, a few of us see the extended crossword puzzle of scientific research as a wonderful hobby. We therefore get the  biologically perverse situation of Albert Einstein converting the fiendish cryptic clue of the whole universe into the neat five-character solution of E = mc2—in his spare time!

Thus, one defining characteristic of humanity is its ravenous appetite for facts. But we don’t hunger for any old ragbag of information—no, we especially crave that small subset of knowledge that involves patterns. Uncovering the hidden structure in a puzzle may seem like a trivial idiosyncrasy of the human mind, as far removed from our evolutionary drive for survival as it is possible to be. But looks can be deceptive. This chronic mental hunger might dabble occasionally in intellectual play, rather like a thoroughbred horse that spontaneously chooses to gallop, just to exercise its sinewy, muscular frame. Much of the time, though, our restless, roving curiosity will latch onto real wisdom—not the limited, quiet wisdom of an old man imparting measured advice, but, in a broader meaning of the term, any bold innovation that suddenly empowers us with impressive new tools of understanding and control. Consciousness as a ravenous appetite for wisdom led us to discover fire, farming, and, indeed, all the modern products of science and technology that make our lives easier, longer, and more entertaining. On a smaller scale, this hunger for innovation, burning with a particularly bright restlessness when we’re young, guides us toward our first words and then toward the myriad stepping stones of knowledge needed to negotiate adulthood in a complex, modern world.

 

Consciousness is that choice mental space dedicated to innovation, a key component of which is the discovery of deep structures within the contents of our awareness. Latching onto this patterned, meaningful form of information processing is an immensely powerful way to learn, which accounts for why human consciousness has enabled us to take such great strides in every intellectual field we explore. By discovering the hidden rules in nature, by linking disparate ideas together according to their underlying common informational structure, we can weave a vast tapestry of meaning inside us. One consequence of this patient, piecemeal endeavor is that when we spot a chair, we don’t see it according to its basic sensory features. Instead, we unavoidably recognize it as a chair, and immediately have access to a pyramid of meaning relating to this one object—what forms chairs take, what functions they serve, their relationship to other furniture, the rooms and buildings they inhabit,  and so on. In fact, as we gaze around our world, our unconscious minds might be busily processing the basic sensory properties of each feature, but within the citadel of our awareness, we ineluctably view each component of the scene via the dense filter of the structure of knowledge we’ve acquired throughout our lives. Every single object on which we cast our eyes triggers a conscious wave of understanding, its own pyramid of meaning.

This roving appetite—not only for knowledge, but for profound patterns—is both the mechanism of innovation and the signature feature of human consciousness. DNA-based “ideas” cannot be conscious, partly because they are constrained to represent only the most basic facts of the world. Even chimpanzees struggle to understand hierarchies of meaning, but human consciousness thrives on this mental architecture, which enables us to understand and control the world with unique depth.

 

Consciousness concerns itself only with the most meaningful mental constructions and is ever hungry to build new patterns over existing architectures. To help in this aim, it itches to combine and compare any objects in our awareness. How the brain supports consciousness closely mirrors these functions. Those specialist regions of the cortex that manage the processing endpoints of our senses—for instance, areas involved in recognizing faces, rather than merely the colors and textures that constitute a face—furnish our awareness with its specific content. But there is also a network of our most advanced general-purpose regions that directly draws in all manner of content from these specialist regions. This is the core network, incredibly densely connected together, both internally and across major regions throughout the brain. In this inner core, multiple sources of meaningful, potentially highly structured information are combined by ultra-fast brain rhythms. And this, neurally speaking, is how and where consciousness arises.

We now have a sufficiently clear understanding of which brain regions are involved in awareness, how they communicate, and so on, to propose mathematical models of consciousness based on neural architecture and information signature, and indeed such models are already being proposed. Simultaneously, new empirical methods of indexing levels of awareness are emerging. The blistering progress underway promises answers to the previously impenetrable question of how we gauge the conscious levels of beings that aren’t equipped to tell us about their consciousness, via language. This  list of awkward subjects includes other animals, fetuses, babies, and—in the future—robots.

But there is another group of subjects who would call out even more pleadingly for a validation of their capacity for consciousness, if only they could. Patients with severe brain injury can appear to hover on the edge of awareness, with negligible behavioral signs that they are conscious. These patients’ doctors may naturally conclude that the ravages of injury or illness have truly robbed them of the capacity for awareness. But what if the damage includes the brain’s motor centers, leaving the patient utterly paralyzed? Are such patients secretly fully conscious, or has the extent of brain damage destroyed their capacity to experience the world, with paralysis therefore an irrelevance? How can we apply our scientific knowledge of consciousness to distinguish between these possibilities?

Our awareness gives us incredible gifts of understanding, though there is a heavy price to pay for such a vast consciousness. In the final sections of this book, I discuss the fragility of the organ that has grown so large and complex in order to support the amazing innovation machine of human consciousness. We are especially prone to serious brain injury, which can persistently rob us of awareness. Thankfully, though, many new techniques are arising to diagnose the levels of awareness that may still secretly reside in brain-damaged patients. Extensions of this research are beginning to offer us a chance to “hear” these patients, just by reading their brain signals, and for them to communicate with the outside world. Some emerging methods may even allow us to restore some degree of consciousness to patients in which it is clear that awareness is tragically absent as a result of injury.

Cases where severe brain injury leads to a persistent twilight of awareness are, thankfully, relatively rare. Unfortunately, though, the fragility of the human brain manifests very commonly, in more subtle forms. For optimum consciousness to occur, a complex interplay of various brain chemicals and activity between regions must be balanced just right. Some people have genes that make brain instabilities likely, and much of the population can be repeatedly battered by life’s stressful events, which further strains their intricate neural machinery. The result can easily be mental illness, a pandemic that gets far less focus than it deserves.

But vital new clues in both understanding and treatment are arising, with almost all psychiatric conditions being repainted in terms of disorders of  awareness. Some psychiatric conditions involve a deeply deflated conscious space, like a car that can only crawl on a dangerously icy road. Such patients are desperate to move through life at a more normal pace. They frantically cling to any meager hint of a pattern that they perceive, like a driver who assumes that the only solution is to slam his foot on the gas pedal. This panicked response causes the car to skid out of control. Likewise, the patient’s mind freewheels, generating a multitude of paranoid, spurious innovations, which we call delusions.

 

Various techniques that literally expand and reinvigorate consciousness are being successfully applied to almost all psychiatric patient groups. However, this is not just the story of what consciousness is, and when it breaks down, but how we can apply this knowledge to aid our daily lives. For instance, many of these awareness building approaches could just as easily be adopted by all of us, both to reduce the daily weight of stress we endure and to enable us to view the world more directly, with fresh eyes. And, in time, we can learn tenderly to nurture a consciousness that is quiet, open, and ready to discover many beautiful new patterns around us.
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Conceptual Conundrums of Consciousness

Philosophy




TECHNOLOGICAL TELEPATHY

Many people share the easy intuition that our minds are somehow separate from our bodies. Most religions have encapsulated this notion via the supposition that we continue to live, in some form, after our bodies have perished, either in the afterlife or within another animal via reincarnation. Therefore, according to such theologies, the brain and body have nothing to do with our consciousness. But if this were really true, then how could an aspirin pacify my pain? How could that morning shot of espresso dispel my drowsiness? Is it really a remarkable coincidence that these drugs change my brain chemistry at the same time that specific aspects of my experience are altered?

If these examples of the physical world influencing our mental states are too subtle, then let me provide a more direct case. A few years ago I went into a brain scanner as a guinea pig for a friend and colleague, Martin Monti, who was trying out a new experiment. I’d been inside the scanner many times before—it is common practice for researchers to scan each other using rough-and-ready versions of a test before finalizing the experiment and bringing in volunteers from the general population. But this time was very different. This time, Martin was going to use the scanner as a telepathic tool.

Normally I would be performing a task in the scanner as I watched a series of images, and the complicated demands of imaging analysis meant that my brain activity could only be deciphered days later. But Martin was now using a newer procedure to carry out a far cruder analysis on the fly that would enable him to see my brain’s activity mere seconds after it occurred. The resulting picture of which regions had lit up would be far less detailed than what we normally viewed, but for his purposes they were sufficient.

This particular study involved him asking me various questions. If I wanted to answer yes, then I’d imagine looking around my house, which would activate the navigation region at the bottom of my brain (the parahip-pocampal place area). If I instead chose to answer no to his question, then I was to imagine playing tennis, which would activate the part of my motor cortex responsible for my hand and arm—at the top of my brain. These two tasks were deliberately designed to produce well-documented, robust, but diametrically opposite activation patterns, thus making them amenable to crude real-time analysis. Such a pattern of brain areas lighting up works consistently between subjects because our brains compute such tasks in very similar ways.

The experiment was part of a project to attempt to communicate with patients who might be fully conscious, but are unable to show this to the outside world because they have lost all motor control. But before subjecting severely ill patients to the inconvenience of a scan, Martin needed to hone the technique on guinea pigs like me.

During most former occasions when I lay in the scanner, I had felt relaxed—even a little bored—and occasionally struggled to stay awake (not that I would admit this to the researcher!). Now, though, I was surprised to find how excited I was. As the radiographer pushed the bed I was lying on into the large, white, fattened-donut shape of the fMRI scanner, so that only my feet were outside, I realized I was even a little nervous. It almost felt as if I were mentally naked—that Martin could actually watch my thoughts from the console room as he stared at the scanner monitor. I knew that this wasn’t really how it worked, but nevertheless I felt a palpable, exhilarating vulnerability. I was about to become more mentally transparent than almost anyone in the world had been before.

After the various loud beeps and clicks of the calibration scans, I heard Martin’s voice in my earphones asking me whether I had any siblings. For  the next 30 seconds I recalled the various pieces of furniture and the shape and size of rooms in my home: meaning yes. Then I could relax for 30 seconds (the control) before repeating this minute-long cycle another four times. After the 5-minute train of piercing scanner beeps had stopped, the brief silence was broken by Martin’s voice in my headphones: “Okay—so you do have siblings. More than one?” Another 5 minutes passed as, in the non-rest periods, I imagined wild forehand swings with the tennis ball coming at me very fast: no. Then Martin’s voice again: “Okay, so you only have one sibling. A brother?” More house-browsing for yes. Martin correctly deciphered every answer I gave, simply by staring at a computer monitor that was representing my brain activity. In fact, he could normally do this within the first minute, with the other 4 minutes of trials seemingly only there for reassurance.

Once the family questions had been exhausted, the conversation resorted to outright chattiness: “So do you think England is going to win the world cup match tonight?” Knowing little about soccer, except for the quality of the England team, I frantically started playing tennis to indicate: not a chance. We continued to have a conversation like this for about half an hour, with me thinking in these 30-second chunks, and Martin looking at the pattern of brain activity, and knowing very quickly whether I had answered yes or no. Admittedly, with a question every 5 minutes, it was not the most efficient conversation I’d ever had, but let me emphasize what was occurring: This conversation was being carried out without one of us engaging in any form of speech, gesticulation, or writing. I was answering in my mind by pretending to do various things, and Martin was detecting my answers by looking at my brain activity, as I was thinking those answers. When the radiographer helped me off the scanner bed and removed the various wires and equipment that had surrounded me, I paused for a moment and thought: I have just participated in about the most definitive demonstration in existence that the mind is nothing more than the brain.

It’s not as if this were the first time I had believed this, of course, having been heavily swayed by the evidence of the personality changes my father endured when the right side of his brain was swollen and constricted. But even that didn’t diminish the impact of what I’d experienced. I had successfully undergone science’s equivalent of telepathy; Martin had watched the inside of my skull as if it were a film—right at the time when I was  co-opting my imagination to project the right images onto this “movie screen” of my brain.




PHILOSOPHY VERSUS SCIENCE

This book is shamelessly about the science of consciousness. Every chapter except this one will explore the evolutionary background and psychological and neural mechanisms of our own experiences. But questions about the relationship between the mind and body have been fiercely debated in philosophical circles for well over two thousand years. In fact, only in the past two decades has there been a clearly visible consciousness research field. It would therefore be remiss of me in a book on consciousness to ignore the major philosophical debates, which are such a well-established ancestral influence on consciousness science.

I will firmly assert, however, that these philosophical arguments, which rely so heavily on abstract logic for ammunition, as they neglect the scientific enterprise, provide very limited insights into consciousness, and can be positively misleading.

I’ll be centering on two key questions. First, is there nothing more to consciousness than brain activity, as my time in the scanner implied, or is awareness somehow independent of brains, bodies, and the rest of the physical world? And second, are we as mental beings nothing more than biological computers, or is there something special about the sensations we experience, and the meaning we attribute to the world, that could never be captured in software form?




DESCARTES AND THE MIND-BODY DUALITY

The seventeenth-century philosopher René Descartes is the landmark father figure of the philosophy of mind. In his most famous work, Meditations on First Philosophy, Descartes contemplated the possibility that a “malicious demon of the utmost power and cunning” had deceived him about the existence of all external things, including his own body. This is essentially also the premise of the film The Matrix, in which the hero, Neo, goes about his daily life believing that he is living in a twentieth-century U.S. city, only to  be woken up from this extended dream to realize that it was a simulated reality that devious computers had been generating and wiring into his brain.

Descartes recognized, though, that no matter how malicious this demon was, there was one realm of thought that was certain, impervious to the demon’s illusions: his own existence as a thinking being. Like Neo, you may believe in blissful ignorance that you have the same body you’ve always had, as that is what the computers feed into your senses. But the one act beyond the power of these evil computers is to fool you about your own existence. There are two options: If you do believe you exist, then logically you must exist—at least as some kind of conscious being—since the act of believing requires the existence of a conscious being to believe it. Alternatively, if you try, somehow, to believe you don’t exist, then the very act of doubting confirms your existence again, since doubt also requires a conscious being to perform the doubting, as it were. Therefore, just by the act of thinking (with doubt as one example), you know that there must be a conscious entity around, and you also know that it is you!

In the meditations, Descartes articulated this idea as: “I must finally conclude that this proposition, I am, I exist, is necessarily true whenever it is put forward by me or conceived in my mind.” But he put it more famously and succinctly in Discourse on the Method as “Cogito ergo sum” (I think therefore I am).

One of Descartes’ main arguments for justifying the mind-body duality was intimately bound to these views on doubt. The argument was deceptively simple and superficially persuasive: Because we can so effectively doubt the existence of our own bodies, but can never doubt the existence of our own minds, the mind is completely distinct from and independent of the body (a modern spin on this argument might substitute “body” for “brain”).

The brilliant philosopher, mathematician, and logician Gottfried Wilhelm von Leibniz, who was born around the time of Descartes’ death, was quick to vilify Descartes. Leibniz pointed out that all Descartes had actually shown was that he could contemplate that his conscious mind was distinct from his body. He certainly hadn’t proven anything. This critique can be illustrated by a slight twist on a well-known example. Say I happen to be walking the streets of Metropolis and from a distance I see a tall, well-built man with thick, ugly glasses hurrying into a telephone cubicle in an alley.  My friend tells me that he’s the Daily Planet reporter, Clark Kent. Suddenly, on the other side of the street, five gunmen descend on a security van, looking to steal hundreds of thousands of dollars in cash. I’m terrified and excited at the same time, and believe they’ll get away with it. Then I feel a momentary swirling wind, and miraculously, as if from nowhere, Superman flies past me toward the criminals. He has them disarmed and tied up in ropes in the blink of an eye. My friend looks at me, his head cocked sideways, and asks: “Do you . . . do you think there’s any chance that this Clark Kent guy is the same person as Superman?” I laugh at how ludicrous that suggestion is, and quickly retort: “Listen, I definitely know who Superman is—I’ve seen him fly around loads of times. I’ve even interviewed him twice for my magazine. I barely know this Clark Kent guy, and besides, from my fuzzy glimpse of him a minute ago, he even looks different because he wears glasses. Therefore I’m certain that Superman and Clark Kent are two completely distinct people.” My friend nods, impressed at my watertight logic, and I feel a warm, comforting sense of smugness at yet another example of my superior intellect.

The Superman observer is making two mistakes here: First, he’s assuming that his own level of knowledge of Superman/Clark Kent is an actual characteristic of Superman/Clark Kent; second, he’s assuming that superficial differences between Superman and Clark Kent must mean they are different people rather than two versions of the same person. But if he were a decent, professional reporter, seeking out definitive evidence like a bloodhound, his conclusions on Clark and Superman would be very different. If he studied Clark’s bizarrely frequent visits to telephone booths and knew that Superman always popped out of the very same booths moments later, if he found out that Clark always wore a Superman costume under his normal clothes, if he saw what Clark looked like without glasses, and so on—it would be blindingly obvious they were actually one and the same person.

Descartes’ argument, essentially based on his ignorance of the brain, is underpinned by a similar unwillingness to explore the evidence. To comprehensively test his claim, just as the bystander should be studying every detail of both Clark Kent and Superman, we would need to know everything about our brains and our awareness. If there are instances when consciousness radically alters, but brain activity is unchanged, then we can start talking about independence of brain and mind—but not until. As it is, all brain-scanning  experiments to date have shown that even the subtlest of changes in consciousness are clearly marked by alterations in brain activity. The alternative perspective, then, that consciousness is a physical, brain-based process, is eminently more plausible than the belief that consciousness is independent of the physical world.

But Descartes also claimed that our minds are necessarily private, subjective, and unobservable by others. It’s worth lingering on this point. When I look out at the vast ocean, hear the pulsing murmur of the waves, and feel a sense of peace and contentment, no one else will ever experience precisely what I experience at that moment. In an absolute sense, it seems that I really am trapped, alone, inside my head, and there’s nothing science can do to change this. To extend Descartes’ assertion in the modern world, brain scanners may capture an approximation of my consciousness, but could they ever, even in principle, enable someone else perfectly to experience what I just experienced? This question reflects the abiding mystery of subjectivity, which remains the inspiration for modern attempts to demonstrate the independence of mind and brain.

Finally, it is worth pointing out that Descartes, like everyone else who thought about such things until a century or so ago, assumed that the mental realm simply meant everything he was conscious of. Descartes would probably have viewed the concept of unconscious thoughts as an oxymoron, and certainly would never have accepted that our unconscious minds could influence our consciousness, as we all now largely assume. For the record, whenever I use the term “mind” from now on, or discuss “mental states,” I’m including all cognitive processing, conscious or not.

Although Descartes had contemporary critics who essentially believed that the mind was the physical brain (most notably the English philosopher Thomas Hobbes), Descartes’ mind-brain duality was largely accepted, even by philosophers, for centuries.




MODERNITY ARRIVES AND GHOSTS LEAVE

Despite Descartes’ prominence, beginning in the mid-nineteenth century within the medical and fledgling neuroscience communities there was mounting evidence that a dualistic position was simply untenable. The most famous neurological case of this period was that of Phineas Gage. Gage was  a foreman working in railroad construction in Vermont. One day, while he was helping to clear a volume of rock using explosives inserted into a hole, the gunpowder exploded prematurely. The tamping iron he was using shot out of the hole like a bullet. The frightening piece of metal was 3 centimeters wide, over a meter long, and weighed roughly 6 kilograms. It penetrated his left cheek, shattering the bone, then shot through his left frontal lobe, probably destroying much of the front part of the brain (see Figure 1). Finally it shot out through the top of his skull, eventually landing 25 meters away. Although obviously in shock and losing blood, amazingly, Gage remained conscious at the time and could speak within a few minutes. He was even able to walk unaided, and he managed to sit upright on the short cart journey to the physician. He eventually made a remarkable recovery, with one prominent exception.

A landmark paper by his physician, John Harlow, described how, before the accident, Gage was well balanced, smart, sociable, responsible, and respected. Afterward, however, Gage became immature, regularly profane, disrespectful, capricious, and seemingly unable to follow through with most of the dizzying numbers of plans he kept conceiving. In short, his previous friends believed he was “no longer Gage.” Shockwaves rippled through society with the story that a man’s personality could be so radically altered by brain damage. Although there was considerable controversy about the behavioral details of this case, in the decades to follow, dozens of similar instances were reported where brain damage led to changes in personality or intellect. Science was slowly beginning to turn the conceptual tanker around toward the idea that the mind simply was the brain.

It wasn’t until the middle of the twentieth century, though, that the most famous and biting attack on Descartes’ dualistic position was mounted. It came from an English philosopher named Gilbert Ryle. In his seminal 1949 work, The Concept of Mind, Ryle described Descartes’ position as a “philosopher’s myth.” Ryle pointed out that Descartes, in positing the independence of mind and body, was making a basic “category mistake.” As an example of a category mistake, let’s say a foreign friend visits me in Cambridge, and wants a tour of the university. I show her St. John’s College, where I was based as a PhD student, with its beautiful covered Bridge of Sighs over the boats punting on the river Cam, and its majestic New Court, which rather resembles a wedding cake. I then take her through various other departments and colleges, but after a while she grows impatient and asks, “Okay okay, I’ve seen where members of the college live, where scientists carry out research and all that, but I thought you were going to show me Cambridge University!” What my friend fails to understand is that all these buildings and people make up the university. They are not independent of it in any way, but are subcategories of a larger category called Cambridge University.

For Ryle, Descartes was making exactly the same kind of category mistake with the mind and brain. Descartes was perhaps aware that various brain regions contributed to sensory processing, but he nevertheless believed that the brain had nothing to do with our mental life. Instead, as Ryle put it, Descartes believed in “the dogma of the Ghost in the Machine.” For Descartes, this mind of mine is some mysterious ghost living inside the biological machine that is my brain. But there is no need for a ghost in the machine. The machine of the brain is all that’s required for a conscious mind to exist.

Before I leave discussing Ryle, I would like to return to a subtlety of the analogy, because I think it highlights something very interesting. Although, of course, my foreign friend was wrong to assume that the colleges and research departments were irrelevant to the concept of Cambridge University, perhaps she wasn’t entirely wrong. If I said “Cambridge University equals every building, student and staff now attached, or who has ever been attached to Cambridge University,” some people might argue that I was being too reductionist or unromantic in turning an eight-hundred-year-old institution into a set of components. There is meaning living within the phrase “Cambridge University” that cannot be entirely captured by a mere list of its component parts. There is the image that the population has of the university, which, for instance, is exploited in literature and films, and which carries with it perhaps a traditional, formerly aristocratic aura. The students themselves interact in ways that make the university embody something very academically minded, perhaps even a little nerdy, which is an atmosphere that cannot easily be explained by examining the university’s parts. In short, there are emergent properties to the concept “Cambridge University” that will never really be captured by a shopping list of items that Ryle would class as subcategories of the university.

In many domains, surprisingly sophisticated forms of knowledge can materialize out of the intricate combination of ideas at a lower level, and these can very much seem to be greater than the sum of those subterranean parts. One clear example of this is money. Studying the atomic properties of credit cards and coins will not generate very much understanding about how the world’s financial system works. Instead, many economic rules can be seen as emerging from the social interaction of people wishing to buy and sell goods and services. They can scale up to fiendishly complicated levels, with few people being able to predict the 2008 credit crunch, and hardly anyone understanding exactly why it happened. Another fascinating example is that of ants. A single ant is a very stupid animal indeed, capable of only the most rudimentary learning. One might assume that if you have a colony of stupid ants, all you have is millions of stupid creatures. But something almost magical happens when the ants interact (largely by chemical signaling)—they develop incredibly complex behaviors. These include farming (humans weren’t the first species to farm, by about 50 million years), complex nest-building, an intricate division of labor among seemingly identical animals, and about the only known non-mammal example of teaching, as one ant guides another to a food source, even pausing every so often to let its student catch up. This has led some to suggest that an ant colony should not be seen as a collection of ants, but more as a superorganism. Perhaps our global community of humans, now so tightly interconnected via the Internet, is another such superorganism.

Emergent properties are not the sole realm of animate objects. The laws of gravity are relatively simple, and yet the stunning spiral shape of our Milky Way arises out of them. The equations for fractals tend also to be just a handful of characters in length, despite generating shapes of seemingly infinite and quite unexpected complexity. (See Figure 2 for various illustrations of emergentism.)

When you have an object such as the human brain, which is the most complex lump of matter in the known universe, there is a good chance that various emergent properties will materialize there as well. I’m not for one moment proposing Descartes’ immaterial ghost, and shudder at its unscientific and religious connotations. But within a scientific, physical-based framework, I endorse and will discuss the idea that the brain is much more than the sum of its parts, and that consciousness may be its most shining, fascinating product.




THE IMPENETRABILITY OF “WHAT IT IS LIKE”

By the middle of the twentieth century, philosophy had largely caught up with neuroscience in believing that the mind was equal to the brain, and that any thought or feeling was really a collection of brain cells firing away. In fact, with the advent of computers, and the acknowledgment that we were nothing more than biological machines, the equation of mind with brain soon mutated into the equation of mind with computer program. We happened, by the quirks of evolution, to have been lumbered with this particularly wrinkly, jelly-like computer to substantiate the program of our minds, but it didn’t have to be this way; we could, in principle, have just the same thoughts with a “brain” made of silicon chips.

This theory of “mind as a computer, which accidentally equals brain,” is the most widely discussed philosophical position about the mind held today. It is also the view that almost all neuroscientists assume by default. But that hasn’t stopped some modern philosophers from attacking it from almost every angle.

The first doubt comes from the suggestion that the mind can be entirely reduced to the brain (or computer, or whatever other physical object one would care to mention). Descartes opposed the possibility of this reduction, assuming that there was something intrinsically subjective and nonphysical about the mental world. In 1974, Thomas Nagel, in one of the most famous philosophy papers of the past hundred years (“What Is It Like to Be a Bat?”), echoed Descartes’ position in modern form. Nagel accepted that thoughts could be characterized according to their ability to cause other thoughts and behavior, and he was certainly not opposed outright to the idea that minds were simply brains. But he did think there could be a problem with this view. If you and I hear Shostakovich’s Tenth Symphony, I can make a great stab at imagining what it was like for you to hear the music. Of course, I may be entirely wrong in my imagination, but I can at least generate a plausible guess as to what you experienced. I might even have a good go at imagining what my cat experiences when she hears the doorbell ring. We have similar ears mechanistically, and our brains’ primary hearing centers also aren’t entirely dissimilar. But if I try to imagine what a bat “see/ hears” when it uses echolocation to navigate, then I have no idea where to begin. Assuming that a bat is conscious, then our two consciousnesses seem totally incompatible. I can  gain absolutely no knowledge about bat consciousness—at least not in the realm of echolocation.2 And if I can’t even imagine what it is like to sense with echolocation, what hope is there that I can get a foothold using any of science’s tools?

This “what is it like” aspect of thought, Nagel claimed, was the essence of consciousness, and it posed a problem, in particular, for those wishing to reduce consciousness to a physical process in the brain. Nagel believed that if some animal was conscious, then it had to have a “what is it like?” aspect to it. Nagel did not state that it was impossible for us to understand what it was like to be a bat, although he did suggest that this barrier was a fundamental problem for science, one that it had to face with radically different, novel approaches.

Australian philosopher Frank Jackson took this position one step further and argued that it actually is impossible for science to explain mental states using only physical processes. His argument revolved around a thought experiment, which went something like the following.

Imagine that the year is 2412 and evil philosophers control the planet. One small coven of hellish thinkers calling themselves the Descartes Brigade hatches an idea for a cruel but potent experiment. The most celebrated scientist husband and wife in the world have just given birth to a beautiful daughter called Mary, but at the precise moment she’s born, the Descartes Brigade kidnaps her and locks her up in a windowless black and white room. They bleach her skin white, and even cosmetically alter her irises to be black, along with her hair. They feed her black and white foods through a small black hatch in the white wall, and as she grows up they entertain and teach her on black and white laptops and monitors. The physical sciences have been completed by this stage, and it is possible to know everything about physics, chemistry, and biology, especially including the brain sciences. Mary has little else to do, and anyway, like her parents, she has an aptitude for and love of science, so she takes it upon herself to learn this completed science. By the age of thirty, after decades of diligent study, she knows absolutely   everything about the physical world (stupendously implausible, of course, but let’s for the moment assume it’s possible), from the nature of all the subatomic particles to the activity of every brain cell that represents color vision in humans. The members of the Descartes Brigade at this stage know that their plan is coming to fruition and, finally, they unlock the door to Mary’s prison, letting her wander outside for the first time in her life. Dazzled by what she sees, overwhelmed, overjoyed, she stumbles into a nearby garden and bends down to stare at a red rose. As she views the scarlet color she exclaims, in shock: “Before being released I knew every physical detail of how the brain generates consciousness, but now I know something new: I know what it is like to see red. This extra knowledge is something that the physical sciences could never capture. Therefore there is something nonphysical about consciousness!” At this stage, she collapses and suffers a terrible nervous breakdown, but the philosophers of the Descartes Brigade callously rejoice. They believe that their poor guinea pig, Mary, has helped them show that consciousness is at least partly nonphysical. The evil philosophy gang members end their pamphlet by boldly proclaiming that Descartes was right all along!

Although this argument has indeed been influential, it is not as watertight as it might at first appear. In some ways it suffers from the same problems as Descartes’ argument. Descartes made the mistake of overreaching with his level of knowledge (because he didn’t know the existence of his body with as much certainty as he knew the existence of his mind, he leaped to the conclusion that his body was distinct from his mind, even though he never actually established that this was the case). Here Jackson was similarly overreaching by making strong assumptions about what a complete physical understanding of the universe would entail. Lord Kelvin, one of the greatest physicists of the nineteenth century, is reputed to have proclaimed, as recently as 1900, that “There is nothing new to be discovered in physics now. All that remains is more and more precise measurement.” The timing of this claim was somewhat comical: That same year, Max Planck initiated one physics revolution by introducing quantum mechanics to the world. Then, five years later, Albert Einstein followed with a set of his own revolutionary theories, including special relativity and the equivalence of energy and mass.

We have absolutely no idea what this “completed physics” will look like in four hundred years’ time. In fact, startling revolutions could turn up at  any moment to thoroughly embarrass anyone clinging to scientific dogmatism. A twenty-fifth-century portrait of the universe may well be far more bizarre than superstring theory or quantum mechanics, and it would be rather pointless to speculate on the details. It would also be foolhardy in the extreme to assume with certainty, as Jackson’s argument above seems to do, that such future physical scientific wisdom could not include a complete explanation of consciousness.

Indeed, this is not the only argument that can be raised against Jackson’s thought experiment. Suppose that Mary, bunkered down in her black and white room, actually has a wistful fascination for the flora and fauna that lie just outside her philosophers’ jail. So when she’s not studying the physical properties of neuronal circuitry, her hobby involves learning about the garden just outside. She hacks into a robot in the neighborhood, which happens to have some decent cameras for eyes. She steers it to her nearby garden and by this means finds out exactly what wavelengths of light are being emitted from the rose bush over the next few days. She therefore discovers what shade of red the rose is. Just to be certain, she practices more hacking skills on some nearby twenty-fifth-century flying brain scanners, which just happen to be a popular tool of the Big Brother government of the time. By this means, she sees the brain activity of all the passersby as they glance at the roses, and she infers easily that this activity corresponds to the experience of seeing red in every case. So before Mary ever leaves the room, she has incontrovertible, highly detailed knowledge from a range of sources that the roses in the garden near her room are indeed red. It’s important to emphasize, therefore, that when Mary finally is released from her room, she doesn’t necessarily suddenly discover that the rose is red—she could already know this. All she actually knows now that she did not know before is “what it is like to see” red. And this is a very strange kind of knowledge indeed. So what has she actually learned, if anything? Some philosophers suspect that she has not learned any new information whatsoever.

Because of this suspicion, a few critics of Jackson’s thought experiment have argued that “knowing what it is like to see color” is really like an ability to gather knowledge rather than knowledge itself. (In fact, Frank Jackson himself should be included on this list, because he has since rejected his former argument, largely in favor of this idea.) Our color vision allows us to learn many useful things, such as when fruits are ripe, or, in more modern  climes, to know when a traffic light indicates that we should stop the car. But this information relates to knowing that something is red. Knowing what it is like to see red is more abstract, and perhaps could best be described as an ability to recognize red if we came across it in the future; in other words, a rather specific ability to gather color information directly, without recourse to external machines such as cameras.

Nowadays, we have multiple ways in which to acquire color information using natural and artificial technologies, such as our eyes or a digital camera. But whether the source is our eyes or some fabulous feat of modern technology, all that really matters is that the information is acquired, rather than the way it is acquired. The information, the knowing that the rose is red, is independent of the tool by which that information is acquired. By contrast, “knowing what it is like” is dependent on the tool used to gather the information—in this case, Mary’s eyes. Consequently, it isn’t “knowing” at all—it is merely the ability to use the specific tool of our eyes in order to acquire knowledge. So it’s at least plausible that Mary didn’t, after all, know anything new when she was finally let out of her monochrome prison and saw the red rose. Therefore, consciousness can still be a purely physical event.




CAN A PROGRAM HAVE FEELINGS?

The other aspect of the standard model of consciousness is that it’s not only a physical process, carried out by the brain, but also a computational one. Modern philosophers have taken issue with this stance as well, attempting to argue that there are unique characteristics to consciousness in its natural biological form, which means we could never be converted into some silicon equivalent.

One prominent attack on the computational view of consciousness revisits the “what is it like” aspect of awareness, which includes all of our emotions and senses. The argument claims that the existence of this vital aspect of experience proves that consciousness cannot be captured by a computer. You and I both know that strawberries are red and blueberries blue, but what if my inner experiences of reds and blues are your experiences of blues and reds? Arguments along these lines assume it’s quite conceivable that we would neither behave nor think differently when faced with a fruit salad. Consequently, the software equivalent of our minds  could pick any old values to represent the reds and blues—or even entirely omit this bothersome bit of code, and by extension the rest of our color vision and all other senses and emotions—without weakening the fidelity of the program. But if this defining facet of our consciousness is a mere irrelevance to its computational equivalent, then that is a step too far, and computers simply cannot represent consciousness.

However, when the scientific details are taken into account, there is something ridiculous in the idea that you can simply swap red with blue, and leave all thoughts and behavior otherwise unchanged. Our perception of something as “red” is generated not just from the wavelength our eyes pick up, but also the vividness of the color, its comparison with the surrounding colors, its brightness, the meanings and categories of colors, and so on—and all this interacts with our other senses and feelings in an incredibly complex network of information (just think of “the blues” as a form of music depicting a class of emotion). All this perfectly mirrors the architecture of the brain, which is an inordinately dense web of connectivity, such that changing one region may modify the function of many others.

Consequently, my red cannot be your blue because there is no single, independent class of experience as “red.” The truth, instead, is that all examples of “what it is like” that you care to pick, from “burgundy” to “melancholy,” represent rich information about ourselves and the outside world unique to this moment, crucially not in isolation, but as a network of links between many strands of knowledge, and in comparison with all the other myriad forms of experience we are capable of. In this way, far from being irrelevant, our senses and feelings, although undeniably complex, serve a vital computational role in helping us understand and interact with the world.3




CAN A LAPTOP REALLY UNDERSTAND CHINESE?

The most famous defense of the idea that there is something special and nonprogrammable about our biological form of consciousness is the Chinese Room argument, first proposed by John Searle in 1980. The main purpose of this thought experiment was to demonstrate the impenetrability not of feeling, but of meaning. Searle was keen to prove that a human brain could not be reduced to a set of computer instructions or rules.

To describe the thought experiment, we need to turn to another gang of philosophers from the year 2412, Turing’s Nemesis. Restless and rebellious, these philosophers are prowling the streets of New York with an aggressive itch for a dialectic fight. Soon, they come across a group of Chinese tourists and decide to play a mischievous trick on them. They show the Chinese group a plain white room, which is entirely empty, except for a table, a chair, blank pieces of paper, and a pencil. They allow the Chinese to inspect every nook and cranny of the simple space. The only features to note, apart from a door and a naked lightbulb in the ceiling, are two letterboxes on either side of the windowless room, linking it with the outside world. One box is labeled IN and the other OUT.

The ringleader of Turing’s Nemesis, a thoroughly devious person, melodramatically explains to the Chinese group that he reveres their culture above all others and believes everyone else in the world does, too. In fact, he’s willing to bet a month’s wages that these Chinese people can pick any random sucker on the street, place him in this room, and that person will show that he worships their culture as well, because he will be able to fluently speak their language via the interchange of words on paper through the letterboxes. The exchanges will take place with the Chinese people on the outside and the random subject inside the room. The Chinese are quick to take up this bet (even in 2412, although quite a few non-Chinese people speak Mandarin, only a small proportion can write in the language).

The Chinese tourists take their time and pick a young Caucasian man. He does not seem particularly bright. He looks a little bewildered as they stop him on the street and pull him over. The ringleader of the philosophy gang accepts the man and helps him into the room. Out of sight, though, just as the ringleader shuts the door, he hands the man a thick book. He  whispers to him that if he follows the simple guidelines in the book, there’s a week’s worth of wages in it for just a few hours of work. This book is effectively a series of conversion tables, with clear instructions for how to turn any combination of Chinese characters into another set of Chinese characters.

The man in the room then spends the next few hours accepting pieces of paper with Chinese writing through the IN box. The paper has fresh Chinese sentences from a member of the Chinese group outside. Each time the man trapped in the room receives a piece of paper, he looks up the squiggles in the book, and then converts these squiggles into other squiggles, according to the rules of the book. He then puts what he’s written into the OUT box—as instructed. He is so ignorant that he doesn’t even know he’s dealing in Chinese characters; nevertheless, every time he sends them his new piece of paper, the Chinese are amazed that the answer is articulate and grammatically perfect, as if he were a native Mandarin speaker. Though the young man does not know it, he is sending back entirely coherent, even erudite, answers to their questions. It appears to the Chinese that they are having a conversation with him. The Chinese observe in virtual shock that he seems, totally contrary to first impressions, rather charming and intelligent. Amazed and impressed, the Chinese reluctantly pay the bet and walk away, at least able to take home the consolation of a glow of pride at the universal popularity of their culture.

With the Chinese group out of the way, the Turing’s Nemesis philosophers decide to keep their human guinea pig locked in the room a couple of hours longer. One of the Turing’s Nemesis members does in fact speak and read Chinese, and he translates each of the paper questions originally asked of the man in the room into English. He sends each question into the room in turn. The written answers, this time in English, come quite a bit faster. Although they aren’t nearly as well articulated as they were in Mandarin, they are somewhat similar to the Mandarin responses he had copied from the book. This time, however, the man actually understands everything that’s asked of him, and understands every answer he gives.

Now, claims the Chinese Room argument, if the mind were merely a program, with all its “if this, then that” rules and whatnot, it could be represented by this special book. The book contains all the rules of how a human would understand and speak Mandarin, as if a real person were in the room. But  absolutely nowhere in this special room is there consciousness or even meaning, at least where Mandarin is concerned. The main controller in the room, the young man, has absolutely no understanding of Chinese—he’s just manipulating symbols according to rules. And the book itself cannot be said to be conscious—it’s only a book after all, and without someone to carry out the rules and words in the book, how can the book have any meaning? Imagine if almost all life on the planet went extinct, but somehow this book survived. On its own, without anyone to read it, it’s a meaningless physical artifact.

The point of all this is that, when the rules of the book are used to write Chinese, there is no consciousness or meaning in the room, but when English is written later on, and a human is involved, there is consciousness and meaning. The difference, according to Searle, is that the book is a collection of rules, but there is something greater in the human that gives us consciousness and meaning. Therefore meaning, and ultimately consciousness, are not simply programs or sets of rules—something more is required, something mysteriously unique to our organic brains, which mere silicon chips could never capture. And so no computer will ever have the capacity for consciousness and true meaning—only brains are capable of this, not as biological computers, with our minds as the software, but something altogether more alien. Searle summarized this argument by stating that “syntax is not semantics.”

This argument—like all of the others I’ve described—may appear to be an unbreakable diamond of deductive reasoning, but it is in fact merely an appeal to our intuitions. Searle wants, even begs, us to be dismissive of the idea that some small book of rules could contain meaning and awareness. He enhances his plea by including the controller in the room, who is blindly manipulating the written characters even though he is otherwise entirely conscious. Perhaps most of us would indeed agree that intuitively there is no meaning or awareness of Mandarin anywhere in that room. But that’s our gut feeling, not anything concrete or convincing.

When you start examining the details, however, you find the analogy has flaws. It turns out that there are two tricks to this Chinese Room thought experiment that Searle has used, like a good magician, to lead our attention away from his sleight of hand.

The first, more obviously misleading feature is the fact that a fully aware man is in the room. He understands the English instructions and is  conscious of everything else around him, but he is painfully ignorant of the critical details of the thought experiment—namely, the meaning of the Chinese characters he is receiving and posting. So we center our attention on the man’s ignorance, and automatically extend this specific void of awareness to the whole room. In actual fact, the man is an irrelevance to the question. He is performing what in a brain would not necessarily be the conscious roles anyway—that of the first stages of sensory input and the last aspects of motor output. If there is absolutely any understanding or meaning to be found in that room for the Mandarin characters, it is in the rules of that book and not in the man. The man could easily be replaced by some utterly dumb, definitely nonconscious robot that feeds the input to the book, or a computerized equivalent of it, and takes the output to the OUT slot. So let’s leave the human in the room out of the argument and move on to the second trick.

And to understand the second trick, we must pose a fundamental question: Does that book understand Mandarin Chinese or not?




THE MOST COMPLEX OBJECT IN THE KNOWN UNIVERSE

The answer to this question may seem simple. Our intuition tells us that there cannot be any consciousness or meaning in this special room because the small book is a simple object. How could one slim paperback actually be aware? But the thought experiment’s second slippery trick is to play with the idea that something as incredibly sophisticated and involved as language production could possibly be contained in a few hundred pages. It cannot, and as soon as you start trying to make the thought experiment remotely realistic, the complexity of the book (or any other rule-following device, such as a computer) increases exponentially, along with our belief that the device could, after all, understand the Chinese characters.

Let’s say, for simplicity’s sake, that we limit our book to a vocabulary of 10,000 Mandarin words, and sentences to no longer than 20 words. The book is a simple list of statements of the form: “If the input is sentence X, then the output is sentence Y.” We could be mean here. Let’s assume that the Chinese people outside the room are getting increasingly desperate not to lose their bet. One of them actually thinks he half-spotted the Turing’s Nemesis ringleader slip some kind of book to the guy in the room. Another member of  the Chinese group happens to be a technology history buff and has played on a few clever computer simulations of human text chatters from the early twenty-first-century Turing Test competitions.4 He suggests a devious strategy—that they start coming up with any old combination of sequences varying in length from 1 to 20 words, totally ignoring grammar and meaning, to try to trick the person inside the room into silence. How big would the book have to be to cope with all the possibilities? The book would have to contain around 1080 different pairs of sentences.5 If we assume it’s an old-fashioned paper book, then it would have to be considerably wider than the diameter of our known universe—so fitting it into the room would be quite a tight squeeze! There is also the issue of the physical matter needed to make up this weighty tome. The number of pairs of sentences happens to equal the number of atoms in the universe, so the printer of the book would be running out of paper very early on even with the first copy! Obviously, it would be hopelessly unrealistic to make any kind of book that not only contained every possible sequence of up to 20 words, but also connected each sequence as a possible question to another as the designated answer. And even if the book were to be replaced by a computer that also performed this storage and mapping, the computer engineers would find there was simply not enough matter in the universe to build its hard disk.

Let’s try to move toward a more realistic book, or more practically, a computer program, that would employ a swath of extremely useful shortcuts to convert input to coherent output, as we do whenever we chat with each other. In fact, just for kicks, let’s make a truly realistic program, based exactly on the human brain. It might appear that this is overkill, given that we are only interested in the language system, but our ability to communicate linguistically is a skill dependent on a very broad range of cognitive skills.

Although almost all neuroscientists assume that the brain is a kind of computer, they recognize that it functions in a fundamentally different way from the PCs on our desks. The two main distinctions are whether an event has a single cause and effect (essentially a serial architecture), or many causes and effects (a parallel architecture), and whether an event will necessarily cause another (a deterministic framework), or just make it likely that the next event will happen (a probabilistic framework). A simple illustration of a serial deterministic architecture is a single line of dominoes, all very close together. When you flick the first domino, it is certain that it will push the next domino down, and so on, until all dominoes in the row have fallen. In contrast, for a parallel probabilistic architecture, imagine a huge jumble of vertically placed dominoes on the floor. One domino falling down may cause three others to fall, but some dominoes are spaced such that they will only touch another domino when they drop to the ground, which leaves the next domino tottering, possibly falling down and initiating more dominoes to drop, but not necessarily.

Although modern computers are slowly introducing rudimentary parallel features, traditionally, at least, a PC works almost entirely in a serial manner, with one calculation leading to the next, and so on. In addition, it’s critical that a computer chip functions in a deterministic way—if this happens, then that has to happen. Human brains are strikingly different: Our neurons are wired to function in a massively parallel way. The vast majority of our neurons are also probabilistic: If this neuron sends an output to many other neurons, then that merely makes it more (or sometimes less) likely that these subsequent neurons will be activated, or “fire.”

Why have one form of computer architecture over another? Partly because a serial deterministic architecture is so simple and straightforward. A computer can apply billions of very basic calculations in a second, whereas my brain carries out only a few major thoughts at a time, at the most. Consequently, it takes my PC a fraction of a second to calculate the square root of 17,998,163.09274564, whereas most of us would give up on such a fiendish task before we’d even begun. But because of the parallel, probabilistic nature of our brains, our processing is far more fluid and nuanced than any silicon computer currently in existence. We are exquisitely subject to biases, influences, and idiosyncrasies. For instance, if you read the following words: “artichoke artichoke artichoke artichoke artichoke,” you will spend the rest  of the day (or even somewhat longer) recognizing the word “artichoke” a little bit quicker than before (and you might even be a little more likely to buy one the next time you go to the supermarket). My word-processing program simply produces angry red lines to punish me for my ungrammatical repetitions of “artichoke.” It does not learn to insert those red lines any quicker by the fifth repetition of the word, compared to the first.

This continuous, subtle updating of our inner mental world means that we can also learn virtually anything very effectively. For instance, we would consider the task of distinguishing between a dog or cat in a picture to be a simple and trivial matter. But computers are still cripplingly impaired at such processes. The reason is that although recognizing different animals appears basic to us, such skills are, in fact, behind the veil of consciousness, fiendishly complex, and ideally they require an immensely parallel computational architecture—such as the human brain. Of course, it makes no sense for evolution to have shaped our brains to be highly skilled at accurately calculating square roots. But, from a survival perspective, having a general-purpose information-processing device, which can learn to recognize any single critical danger or benefit in a moment, and then appropriately respond, is highly advantageous.

Therefore, over a few seconds, serial deterministic processing is best suited to performing huge quantities of simple tasks, whereas parallel probabilistic processing is only effective at carrying out a handful of tasks. But these tasks can be very complex indeed.

In order to capture the scale of the challenge ahead for anyone wanting to make a book or computer that could speak the Chinese language, we need to delve further into the details of our human probabilistic parallel computer and understand precisely how it differs from a standard PC. Assume for the moment that a single neuron is capable of one rudimentary calculation. There are roughly 85 billion neurons in a human brain. An average PC processor has around 100 million components: so, about 850 times fewer components than a human brain has in neurons—an impressive win for humans, but not staggeringly so, and indeed there are some supercomputers today that have more components than a human brain has neurons. But this is only the beginning of the story. There is another critical feature of human brains that, in a race, would leave any computer in the world stumbling along, choking pitiably on the dust of our own supercharged biological computational device. While each component on a central processing unit may be connected to only one or a handful of others, each neuron in the human brain is connected to, on average, 7,000 others. This means there are some 600 trillion connections in the brain, which is about 3,000 times more than the number of stars in our galaxy. In every young adult human brain these microcables, extended end to end, would run about 165,000 kilometers—enough to wrap around the earth four times over! The complexity of the human brain is utterly staggering.

To begin to understand the sheer vastness of the parallelism of human brain activity, imagine that the human population is around 85 billion people, about 12 times what it is now. You’ve suddenly discovered an earth-shattering revelation, and you simply have to tell everyone. You e-mail every single person in your contact list, all 100 people, and tell them to pass this wondrous insight on to 100 new friends. They do so, then the next group follows the same instructions, and so on. Let’s assume for the moment that there are only a few overlaps in most people’s address books, and, for the sheer, unadulterated genius of the wisdom imparted, that everyone obeys the instruction to forward the e-mail within a few seconds. From the starting point of a single send, it actually only takes six steps for the whole multiplied world of 85 billion people to get the message, and a handful of seconds. Indeed, in the human brain it’s thought that no neuron is more than six steps from any other neuron in the family of 85 billion.

Now imagine everyone in the world having such a revelation and everyone e-mailing their 100 address-book contacts about the news each time—and everyone doing this about 10 times an hour. If you didn’t turn on some fantastically effective spam filters, your inbox would receive around a thousand e-mails an hour. Everyone in the entire population each receives a thousand e-mails in that single hour, collectively amounting to 85 trillion messages.

But a neuron may fire 10 times a second, instead of per hour, and send its output to 7,000 other neurons, instead of 100. So a nauseatingly dizzying complexity occurs in your brain every single second, with hundreds of trillions of signals competing in a frenzied, seemingly anarchic competition for prominence.

This massively parallel web of neural activity simply is the propagation of information. In many ways, this spread of data by minuscule parts is unintuitive: A PC stores a single piece of information in only one location, and  that location cannot store any other data; in stark contrast, populations of neurons—those, for instance, in the fusiform face area (FFA)—store as an ensemble many different faces, with each neuron only contributing a small fraction of each memory for a particular face, but humbly capable of playing its minute part in supporting hundreds or even thousands of face memories.

But for all these differences, the fact of the matter is that both brains and standard computers are essentially information-processing machines, and are secretly far closer cousins than at first appears. So whatever algorithm a brain uses to process information could be recreated, in principle, on a PC. Indeed, in neuroscience, there are already prominent computer models closely approximating the biological characteristics of a large population of neurons (in one recent case, a million neurons, with half a billion connections), and these are showing interesting emergent trends between groups of pseudo-neurons, such as clusters of organization and waves of activity.




THE CASE FOR ARTIFICIAL CONSCIOUSNESS

To return to the Chinese Room: If the mind is indeed a program, then it’s clear that this “software” occurs first and foremost at a neuronal level. So, it is simply too great a task for a book to represent all the incredible intricacies of human brain activity—the interacting complexities are just too staggering.

No, if we are to have some artificial device that captures the computational workings of a human brain, it needs to be a computer. And it’s not inconceivable that a computer in four hundred years’ time could be fast enough to run a program to represent our massively parallel brains, with their hundreds of trillions of operations a second. Let’s give this computer a pair of cameras and a robotic arm. The arm can manipulate the pieces of paper fed in from the IN box and write new ones for the OUT box. Now, if this computer was able to communicate effectively with a Chinese person, what does our gut tell us about what’s happening inside? I think it would take a brave person to claim with confidence that this immensely complicated computer, with billions of chips and trillions of connections between them, using the same algorithms that govern our brains, has no consciousness and doesn’t know the meaning of every character it reads or writes.

To reinforce this point, imagine that four centuries into the future, neuroscience is so sophisticated that scientists can perfectly model all the neurons  in the human brain.6 The most famous neuroscientist in China, Professor Nao, is dying, but just before his death he is willing to be a guinea pig in a grand experiment. A vast array of wonderfully skilled robotic micro-surgeons opens up Nao’s skull and begins replacing each and every neuron, one by one, with artificial neurons that are the same size and shape as the natural kind. This includes all the connections, which are transformed from flesh to silicon. Each silicon neuron digitally simulates every facet of the complex neuronal machinery. It could just as easily do this via an Internet link with a corresponding computer in a processing farm nearby, such that there are 85 billion small computers in a warehouse a kilometer away, each managing a single neuron. But although it makes little real difference for this argument, let’s assume instead that miniaturization is so advanced in this twenty-fifth-century world that each little silicon neuron embedded within Nao’s brain is quite capable of carrying out all the necessary calculations itself, so that inside Nao’s head, by the end, is a vast interacting collection of micro silicon computers.

Nao is conscious throughout his operation, as many patients are today when brain surgery is conducted (there are no pain receptors in the brain). Eventually, every single neuron is replaced by its artificial counterpart. Now, the processing occurring in Nao’s brain is no longer biological; it is run by a huge bank of tiny PCs inside his head (or, if you prefer, all his thoughts could occur a kilometer away in this bank of 85 billion small yet powerful computers). Is there any stage at which this famous scientist stops grasping meaning, or stops becoming aware? Is it with the first neuronal replacement? Or midway through, when half his thoughts are wetware and half are software? Or when the last artificial PC neuron is in place?

Or, instead, does Nao feel that his consciousness is seamless, despite the fact that a few hours ago his thoughts were entirely biological, and now they are entirely artificial? It is entirely conceivable, I would propose, that as long as the PC versions of his neurons are properly doing their job and running programs that exactly copy what his neurons compute, then his awareness   would never waver throughout the process, and he wouldn’t be able to tell the difference in his consciousness between the start and end of surgery.

Now let’s say that Nao goes into the Chinese Room with his new silicon brain intact. Any Chinese person that passes by would have a perfectly normal paper-based conversation with him via the IN and OUT letterboxes, even though his brain is no longer biological. And both the outside conversationalists and the newly cyborg neuroscientist inside the room would assume that he, Professor Nao, was fully conscious, and that he understood every word. Is this not formally identical to the rule book that John Searle had in mind when he originally presented his Chinese Room thought experiment? We could even, for the sake of completeness, swap the book for Nao. We tie Nao’s hands behind his back and bring back the young man who was in the room before, but this time with no book. The young man would duly show Nao the Chinese characters that rain down on the floor from the IN letterbox, and then follow Nao’s instructions for copying out reply characters and posting them in the OUT box. The young man would still have no clue what he was helping to communicate, of course, but something in the room would—namely Nao!

And, of course, if the Turing’s Nemesis gang offered the passing group of Chinese people the bet that any local guy could speak Mandarin, the situation would quickly turn sour: The Chinese group would cry foul as soon as Nao was led into the room with their choice of Caucasian subject. Even if it were made perfectly clear that Nao had a silicon brain, the Chinese group would very likely no longer be interested in the bet. Nao would appear fully conscious when tested, both in his mannerisms and conversation—and that would be all the Chinese group would need to steer clear of this silly scam.

I’m willing to confess that my brain-silicon-transplant thought experiment rests on untested intuitions, just as the original thought experiment did. For instance, it may never be practically possible to capture every salient cellular detail of our brains so that they could be exactly simulated within a computer. But at least Nao helps to rebalance things, by suggesting that any appeal to the mysterious, special, noncomputational nature of our minds rests on naive assumptions about how the brain works.

In the end, the most famous attack on the idea that meaning can be found in computer programs, Searle’s Chinese Room, doesn’t seem to be all that  convincing, mainly because it implied that the programming required for language communication was grossly simpler than it actually is. Instead, we must at least be open to the idea that our minds really are our brains, which in turn are acting as computers running a certain (parallel) kind of program. Consequently, we could, in principle, be converted into silicon computers at some point, where real meaning and awareness would persist. There is certainly no convincing argument against this view, and I happen to believe it is extremely likely that silicon computers could, in the future, be just as conscious as humans.

The fact of the matter is that we are deluged with the idea of conscious robots in plausible ways in books or on the big screen, and they are believable to us because they are shown to have stupendously complex artificial brains. When we watch Data from Star Trek, or many of the characters in Blade Runner, for instance, we have absolutely no trouble entertaining the possibility that artificially created beings could be conscious in very similar ways to us. Indeed, almost all of these characters live inside worlds where a common theme is the unjust lack of rights they receive as machines. As characters, these androids are at least as aware as the humans enforcing their prejudiced rules.




ERODING THE WALLS OF SUBJECTIVITY

Throughout this chapter, the one enduring philosophical idea, the one argument that seems most robust and least answerable by science, is Descartes’ notion that our consciousness is inevitably subjective. We can never be certain what anyone else experiences, and vice versa. We can replicate any physical property in the world—for instance, manufacture an identical PC on every continent—but we can’t replicate experiences, which are locked inside of the head of the single owner of those experiences. This assertion seems obvious and right, but does it also rely on a set of untested intuitions?

In Vernon, British Columbia, lives a large extended family. Within this busy household, there is a pair of four-year-old identical twin girls, Tatiana and Krista Hogan, who are in many ways like any girls their age. They can be cheeky and playful, and sweet and caring, and when they get tired, they are just as talented as any other four-year-olds at becoming fractious and demanding. What makes them unique is that they are joined at the head and brain, with one twin forced always to face away from the other. Crucially, they seem to have a neural bridge between each other’s thalamus, one of the most central and important regions in the brain. Among other things, this area is a sensory relay station. Although no rigorous scientific studies have so far been carried out on Tatiana and Krista, the anecdotal reports are utterly tantalizing. For instance, if you cover one girl’s eyes and show a teddy bear to the other girl, the unsighted child can identify the toy. If you touch one girl, the other can point to where her twin has been touched. Tatiana hates ketchup, while Krista likes it, so when Krista eats something with ketchup on it, Tatiana sometimes tries to scrape it off her own tongue. Occasionally one twin will silently sense the thirst of the other and reach for a cup of water to hand it to her conjoined sibling. Therefore, one sibling seems to be able sense the vision, touch, taste, and even desires of the other. Most remarkably, each of the siblings appears to distinguish between those experiences that belong to herself and those that belong to her sister—though on rare occasions, such as involving ketchup tasting, deciphering whether oneself or one’s sister experienced an event can be a confusing matter.

This striking case could suggest that Descartes was not completely right about the perfect prison of subjectivity, for in this example, one person is indeed privy to the subjective experiences of another. How much further could you go, in principle, to merge your consciousness with someone else’s?

Returning to Professor Nao, we could raise the intriguing question of whether subjectivity need be private or special at all. Imagine what would happen if a few other people had their own conversions into silicon form, so that each person had a collection of chips dedicated to capturing and continuing their brain activity exactly. Imagine also that the programming unique to each individual and the record of the activity of every silicon node for each person was stored for posterity on vast hard drives. This immediately allows for a recreation of the Tatiana and Krista situation, with the sensory input from one person being fed via computer linkup into another’s mind. But perhaps you could go a lot further. Perhaps more than senses could be combined—if conscious thoughts were shared between computers, could you hear the thoughts of another? Could you mentally become a double person—or more than double? Once one’s mentality is in digital form  as a series of algorithms in the computer, and everything boils down to information, a host of possibilities arises for how that information could be shared, each one breaking—or, more accurately, expanding—the walls of subjectivity.

Perhaps it would even be possible for one person to have his silicon mind gradually, over a few seconds, turn into the mind of another, maybe a long-dead relative, to explore the personality of that other person, relive that person’s experiences, become subject to another’s belief system, and so on, all via a computer algorithm that morphed their brain simulation into that of another. This could last a minute or two and then they’d revert back to themselves, but with some vague memory of what they’d just experienced inserted back into their own silicon minds. It would be an incredibly unnerving experience to have everything about you—your personality and all your memories—dissolve and be replaced by someone else’s for a short time. But this possibility indicates again just how effectively the solidity of personal experience could in principle be transformed into something more fluid. If you fully explore the idea that our minds could be merely a kind of physical computer, all kinds of possible scenarios open up.

Of course, I’m now also guilty of indulging in various wild thought experiments without fleshing out the details. But I’m simply trying to show that another seemingly watertight argument, that of the impenetrability of subjectivity, perhaps instead rests on weak intuitions, and that the alternative is plausible.

Human consciousness will appear inexorably subjective if we assume that consciousness is a mysterious entity, immune to the penetrative eye of science. But if we instead assume that consciousness is actually a process created by the biological computer of our brain, whose driving purpose is to process information, like any other computer around, then we can start to demystify both consciousness and subjectivity. If, following on from this, we are open to the possibility that we can make significant scientific and technological progress concerning consciousness, then who’s to say that subjectivity will at some point no longer be an inevitable feature of consciousness, but an accidental component, and one that is potentially easily corrected in various ways?

At the end of the day, therefore, even this last remaining philosophical mystery may dissolve. Instead of being a permanent, impenetrable barrier  to the scientific exploration of consciousness, subjectivity might only reflect our lack of deep understanding as yet of how our brains process information and our current lack of technological expertise in capturing and manipulating that information.

Ultimately, the philosophical arguments summarized in this chapter claiming to show that consciousness cannot exist in a physical computational brain fail, not only because they neglect the details of how the brain actually functions, but also because they rely on intuitions, even if they at first appear watertight. But while intuitions can be a useful starting point in many topics, they should never be the endpoint. I believe instead that provisional ideas should inspire scientific investigation, where more solid answers lie.




OUR INDOMITABLE SPIRIT

When I was a child, my father read me bizarre, fantastical bedtime stories with vibrant characters, invariably set on alien worlds. One obscure, ailing, tatty book that utterly transfixed me was The Space Willies by the British writer Eric Frank Russell. The subtitle of the book, You Can’t Keep an Earthman Down, aside from capturing the plot of the novel perfectly, completely summarized, to my mind, what makes humanity so potentially incredible. For me, hidden in that one phrase was a surprisingly complex emotion: that of being unblinkingly positive, absolutely goal-focused, totally confident in one’s ingenuity to escape the tightest of traps, and even relishing the chance to exercise that ingenuity.

The novel, admittedly, was somewhat contrived and no doubt was dated even in my childhood, but it’s also so funny—and so well executed—that you hardly notice such failings. It concerns a chronically nonconformist army pilot, Leeming, who crashes a spaceship behind enemy lines. He is soon captured by his lizard-like enemies and interned in a prisoner-of-war camp, where he is the only human. The situation looks bleak for Leeming, but he has one trait that makes him far superior to his jailers: guile. Leeming soon hatches an ingenious, if improbable, plan. He begins to spread a rumor that he, like all Earthmen, has a secret, shadow-like, but ever so powerful and vengeful twin. He jerry-rigs a twisted piece of wire and a shabby wooden block and starts to hint surreptitiously that he can use this ultra-sophisticated  device to communicate with his remote twin and call an attack at any time. Not only this, but he suggests that even the main allies of his captors have similar, secret doppelgangers, called “willies,” who could turn nasty in the blink of a reptilian eye. At first his guards are skeptical, but then they start sending out spies, asking humans if their enemies “have the willies.” Obviously the answers are a hearty assent, along with the optimistic conviction that their enemies will only have more willies as the battle continues. Following some beautiful finessing of the situation by Leeming, and fortunately timed catastrophes befalling the prison guards, these rumors slowly grow to such gargantuan proportions that his captors, for their own safety, do all they can to release him and send him back to Earth. Eventually, the whole enemy alliance collapses under the weight of this single rumor.

In a roundabout way, this story taught my younger self that in any apparently insoluble situation, human ingenuity can successfully forge a path through various imposing barriers. The history of the study of consciousness has represented this proud habit, but also highlighted other more frustrating aspects to our collective character. For centuries we have been overly influenced by viewpoints from many quarters defending the intractability of consciousness to science. As this chapter has shown, many modern philosophers have emulated this position, producing a multitude of arguments for why a scientific approach to awareness may be pointless. For much of the history of psychology, even scientists have jumped on this defeatist bandwagon and avoided anything close to the study of consciousness, assuming it was simply unavailable to experimentation. For instance, George Miller, one of the most prominent experimental psychologists of the past century, suggested of consciousness in 1962 that “we should ban the word for a decade or two.”

Luckily, from about a generation ago, we have also had scientists who shared Leeming’s personality. They cheerfully ignored the cries from their colleagues that consciousness was the most insoluble mystery in the universe, and plowed on with a positive, exploratory attitude—just for the hell of it, to see what they could find. Such stories have been repeated myriad times in the history of science, with unscientific conviction against our ability to understand a topic dissolving into fascinating scientific advance. But this time, the situation is unique; this time, the topic is the very heart of what it is to be human.

From now on, I’ll be abandoning philosophy. Instead, I’ll focus on the success story of the science of consciousness. I’ll describe how that brave, curious leap into the unknown has produced a cornucopia of fascinating evidence for what consciousness actually is, and how the brain generates our experiences.
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Evolution and the Science of Thought




THE FIRST LESSON IN NATURE IS FAILURE

Soon after I started my PhD at Cambridge’s Medical Research Council (MRC) Cognition and Brain Sciences Unit in 1998, the director of the department, William Marslen-Wilson, came into my office. A tall man with dark, slightly graying hair and a kindly face, he chatted amiably with me for a few minutes, welcoming me to the department, which I was touched by—aside from the fact that he kept calling me various wrong names (he turns name confusion into an art form). Then, as he turned to go, he paused at the door and, with a whimsical smile, said, “Remember, David, the first lesson in science is failure.” I took little notice of this rather mysterious piece of advice until I carried out my first ill-fated experiment, when, sure enough, my first lesson in science was failure.

Failures are an inevitable part of the process of doing science. As scientists, we are professionally trying to track the truth. We need to explore many different options in a creative, directed way in order to inch closer to what’s really occurring in nature. Quite a few of those ideas have to be wrong, particularly if you take the scientific community as a whole, with its millions of competing scientists, many with differing views.

Consider, for instance, that for much of scientific history, it was believed that the universe was bathed in an amorphous substance known as the ether. Even by the end of the nineteenth century there was near universal acceptance  of the idea of a “luminiferous ether,” a medium to support the transmission of light waves across the vast expanses of space. Around the turn of the twentieth century, meticulous experiments carried out by Albert Michelson and Edward Morley, along with theoretical work by Albert Einstein, made this notion of a ubiquitous supporting substance untenable, and we now see “luminiferous ether” as a quaint, extinct theory.

In fact, calling long-rejected scientific theories “extinct” is a more apt metaphor than it might superficially appear. The similarities between the scientific method and biological evolution are surprisingly close because of the common underlying theme of information. The scientific method is concerned with data almost by definition. But perhaps not so obvious is the fact that the progression of scientific thinking is an evolutionary process: a preexisting idea mutates unexpectedly into a profound new theory, which captures something deep about the world, and gathers popularity, but always in competition with an array of differing hypotheses. It will continue to survive only if the proponents of rival theories fail to explain the world more accurately or to convince the minds of the collective scientific community to bank on their ideas instead. In this way, various species of useful potential information about our universe may emerge, thrive, and eventually die out, as if they were real biological species.

A more surprising notion is that all life is itself an implicit scientific enterprise, albeit one that cares only for information relevant to survival and reproduction, rather than anything whatsoever that is intriguing about the wider universe.

Nature resembles science closely in its catalog of successes and failures to such an extent that, just as the first lesson in science is failure, so one could easily claim that the first lesson in nature is also failure. Of all the species that have ever existed, only about one in a thousand survive today. But much more than this, the whole mechanism for specifying the recipe for life is honed from natural experimentation to creatively store and refine a set of working hypotheses about the world.

The main thesis of this book is that consciousness simply is a certain kind of processing of information, especially information that is useful, that captures some pattern to the world. This chapter will provide the context to this argument: Consciousness didn’t pop mysteriously out of the biological ether. Instead, it evolved, like almost everything else in nature, in an incremental way, and is intimately linked to the universal blind biological enterprise of accurately capturing useful ideas. Consequently, almost all features of evolutionary “learning” are mirrored in the computational details of the brain, and of the landscape of our conscious minds.




THE ESSENCE OF EVOLUTION

The standard theory of evolution is beautiful in its simplicity: Over billions of years, from a single common ancestor, there arose all the millions of wildly differing life-forms that ever existed and that populate the earth today. Such variety occurs partly because there are limited resources, and creatures need to compete to grab the choicest morsels. Some organisms consume others, so competition can deteriorate into vicious battles, both within and between species. The traits that keep an organism alive and help it to breed will flourish, whereas features that hamper survival and successful reproduction will, over the generations, slowly disappear from the population. It is this shifting of traits within a population and across the generations that eventually creates new species.

These traits are mainly determined by genes, individual instructions in the recipe for how to make an organism. A creature’s genes are copied to its offspring, which will therefore closely resemble its parent. But these recipe instructions can sometimes by chance get misspelled, potentially creating a new variety of traits with each successive generation. These misspellings are not like typos in books, which are always wrong. Instead, misspellings, or mutations, in the genetic code will sometimes be beneficial. And if sexual reproduction is involved, rather than simple self-replication, the resemblance across generations will be far from perfect, injecting even greater fluidity into the transformation of life over time.

From this schematic of how all life evolved on this planet, there is a hidden agenda, namely, the blind “need” to accurately represent the relevant features of the world. This requirement is in some ways the essence of evolution, and probably helped create genes, DNA, and even life.




BREEDING CHEMICAL COMPLEXITY AND REBELLIOUS OFFSPRING

Although there is a paucity of evidence to support the specific details of the origins of life, broad general comments can still be usefully made. In whatever  location gave birth to life, there would have been a rich chemical soup of molecules. A small subset of these might have been capable of making copies of themselves from simple chemical reactions. (A surprising range of self-assembling non-life molecules have in fact been discovered and even technologically exploited.)

Multiply this tapestry of chemical activity by hundreds of millions of years of random interactions, and there will inevitably be a large variability in the qualities of all these different types of self-replicating micro-objects. Some molecules will require less energy and resources to generate copies, and these copies will be more faithful versions of the original, and more robust to potentially dramatic environmental changes.

One or two chemical forms may by chance be stupendously, ruthlessly good at making faithful replicas. In a sense, this is the first purchase point for evolution, even though there are as yet no life-forms.

Now, rapidly, there will be a thinning out of possibilities—all inefficient non-life replicators will lose the race to the resources and disappear, and the superior chemical copiers will dominate. The new battle is between these thoroughbred survivors. The active fight for energy and chemicals, even at this early pre-life stage, is an evolutionary process, because the main ingredients are already present: a vibrant competition for limited resources, on a superficial level, between different forms of chemical objects—and, more essentially, between different “ideas” about how to maintain one’s shape and make copies—which the chemical details of these proto-creatures encapsulate.

For instance, it’s a “bad idea” to be a great replicator dependent on potassium abundance when there’s usually none of it nearby. There’s no point requiring sunlight to maintain your shape when your habitat is normally in pitch darkness. There’s also, more generally, no point having a chemical makeup that requires huge quantities of energy to replicate when energy is sparse, especially if rivals are around. Success as measured by a burgeoning population in the primordial soup is predicated on maintaining a chemical composition that reflects or tracks the environment most closely—what resources are readily available, what’s the best way to extract energy from the local world, what environmental changes are likely to occur that may threaten many chemical reactions and that one may need to be protected against, and so on.

(At this stage, I should stress, I’m not assuming any consciousness whatsoever in any organism except for humans—terms like “beliefs” and “ideas” are meant as a kind of shorthand to describe creatures that internally represent a certain informational perspective about the world, but without any requirements for awareness of those representations.)

In this pre-life arms race, these close analogies to micro-beliefs about the environment, as stored in the shape of a chemical self-replicating object, are critical for survival. So it’s natural to assume that those objects that somehow represent the world more accurately, with greater detail, will carry an advantage. Indeed, the key reason that life might have evolved from simpler non-life equivalents is that non-life could not have developed the complexity of physical structure, or, very closely related to this, the extent of information storage, that organic life as we know it easily can.

Let me illustrate with a schematic example. Imagine there are three primordial copying objects, Alice, Beth, and Claire, all close to an active volcanic vent. Alice has stored the information that this precise location equals resources ad infinitum (perhaps by a strong chemical bond to the rock wall). When this particular volcanic vent becomes dormant, she degrades; she doesn’t make a single copy. Beth’s chemical components, instead, hold within them the “idea” that resources can potentially be found in multiple locations (perhaps by a chemical bond to the rock wall that weakens without sufficient heat, but strengthens again when another heated rock is chanced upon). When this particular vent becomes dormant, the lack of heat means she detaches herself from the rock and floats randomly until she’s jostled against another hot rock, which allows for a chemical reaction to bond her to the rock surface. She is again close to heat and other useful resources, allowing her to make some copies of herself. But when this rock, too, becomes dormant, and there is no other vent nearby, she degrades. In a sense, Beth’s structure is molding itself more closely than Alice’s to the external data concerning where resources can be found—instead of the chemical equivalent of a belief that Alice holds that “this location is all that matters,” Beth’s concept is that any hot rock will do. Claire has a physical structure that reflects the information that heat equals resources, regardless of location (by chemically sensing and gravitating toward the nearest heat source—behavior probably too sophisticated for non-life). So Claire has a  chemical form that most accurately shapes itself to the information about her requirements for heat energy, as well as how in the world to find this, and this gives her—and her similar offspring—a distinct advantage. She follows Beth to the second vent, but when this vent fails and Beth degrades, Claire directionally moves toward the next nearest heat source. Over time, in response to these dangerously intermittent vents, Claire-forms will be the only population that survives.




LIVING ON THE EDGE OF CHAOS

While Claire’s more sophisticated, accurate “idea” would have caused her to be the dominant pseudo-life creature in her world, an even more successful way of responding to a changing environment is to update your ideas about it. Making true copies of yourself is important, but with such a dynamic world, where superior rivals or new dangers might emerge at any moment, being too fixed in your representations is dangerous. In this situation, exact copies of the originally superior chemical look doomed by their antiquated inflexibility. So some mechanism that can actually inject new creative ideas—in other words, that can “learn”—could potentially be very advantageous.

At this primordial stage, on the cusp of life, changing “beliefs” simply means making nonidentical copies. In other words, a family of proto-creatures needs to maintain a healthy balance between keeping useful knowledge and accepting that their world-picture could be better; they want their offspring to be faithful copies of themselves, but not too faithful. This loosening of the fidelity of the information is potentially expensive, because by chance many offspring will be inferior, perhaps just disintegrating at birth, or in other ways missing some vital chemical detail that enhances the chances of survival or replication. But it also raises the opportunity for some of the next generation to be an improvement on the model.

This tension between maintaining beliefs and injecting new ideas is a profound issue for any complex information-processing system, be it proto–life-forms, the neural interactions in our brains, or the scientific enterprise as a whole. Usually, though, a Goldilocks middle state, with chaos on one side and utter stability on the other, is the optimal way for any system to process information, and especially to learn useful new details about the world. This semi-chaotic activity is found whenever efficient information  processing is required. It is probably the default state for networks of neurons, and it is one explanation for how complex thoughts in the human mind emerge from neuronal chatter.

A similar optimal balance between order and chaos exists in the scientific enterprise. There are cases, particularly in the softer sciences, where a prominent professor with a large ego—and a history of drawing in a large amount of grant money based on his well-established ideas—will do all he can to maintain these theories, including engaging in practices that are essentially unscientific and dogmatic. He may bend the rules to publish papers confirming his results, ignore experiments his lab carries out that contradict them, insist that his lab tow the party line, that those working under him always believe in his theory absolutely, and so on. He and his scientific progeny, his PhD students and postdoctoral assistants, may well be maintaining this viewpoint in the face of increasing evidence opposing it. For a while, due to his influence and personality, his theory may continue to flourish, but eventually it will be superseded, and his research staff will find it increasingly difficult to grab decent academic posts because of their long-standing defense of a scientific position shown to be wrong.

In a separate category are scientists who constantly generate outlandish ideas but are not particularly interested in testing them with carefully controlled experiments. Admittedly these rarely get past the PhD stage, but if they do, their careers always seem hampered by their overactive creativity.

The best scientists not only have the most respectable careers but also leave a lasting legacy of work, along with a new set of high flyers, who were former students. These renowned scientists are skilled at establishing successful theories and empirical results. But they are also quick to ditch these theories when the evidence racks up against them. They then generate new ways of perceiving the field—always with a qualified creativity.

The ability to settle on this healthy balance between stability and chaos is probably too much to ask of pre-life creatures, except for the most advanced—those on the cusp of life—because they would lack the complexity to support it. Specifically, for effective, flexible information processing skills related to survival and replication, you first need a means of storing many solid preexisting beliefs, which DNA, as I will discuss in the next section, is supreme at doing. You then need techniques for testing new hypotheses about the environment. In life, the main method for this involves creating a  host of successful offspring subtly different from yourself, with a small proportion of those differences potentially being an improvement, reflecting useful novel innovations.

Let me illustrate the relationship between complexity and adaptability with another schematic example. Imagine you have 5 different words (analogous to different kinds of atoms within a proto-life object) by which to make up a sentence 5 words in length (analogous to a replicating chemical creature made up of 5 atoms). In each case, the sentence of 5 words gives you very little information. However, there are 3,125 possible different sentences you can make. This is a reasonable number, but in the face of an incredibly dynamic world, it is still potentially very limiting. Now imagine you still have 5 different words, but you can make up a sentence 100 words long (like a replicating chemical with 100 atoms in it). Each 100-word sentence potentially carries 20 times more information than was represented by the simpler creature with sentences of 5 words. A far more striking feature, though, is that, instead of 3,125 possible different sentences, there are now 8 × 1069! Therefore, if the capacity to represent a greater variety of ideas is beneficial, the chemical object needs to be larger and more complex. Some chemical designs of equivalent size will be better than others at storing information and getting the balance of stability and flexibility correct. The specifics of the design, along with complexity itself, will provide further hooks for evolution to clasp onto.

Once a certain complexity was reached, the emergence of life itself might have been rapid, explosive, and almost inevitable. Candidate life-forms, emerging into a mode of effective learning, would have carried an overwhelming advantage over their simpler, less flexible rivals. These thoroughbred proto-life knowledge trackers would have been able to adapt, becoming ruthless at exploiting available resources and forcing all the more stable, less flexible alternatives to turn to dust.

Reaching such thresholds, and shifting into higher gear as a result of them, also happens in other contexts. For roughly 99.5 percent of the time that humans have existed, for instance, little scientific progress was made. But over the past four hundred years, with aids such as the printing press, education, and a critical mass of people seriously interested in science, actively discussing theories, and recording evidence, collective human learning—and scientific discovery—have dramatically increased.




WETWARE

At some point, in small, simple steps, basic proto-life objects probably evolved into early life-forms made up of RNA, which is a close cousin of DNA. Compared to any natural non-life alternative we know of, RNA is an exceptionally efficient and flexible information carrier.

How does RNA achieve this? Like DNA, RNA is a long string of connected components (known as bases) of four different flavors, or letters. A “triplet” sequence of three letters is an important combination—it is the way that RNA letters spell words—in DNA/RNA language, all words are three letters long. Each word represents one of the twenty or so amino acids, which are cellular building materials whose combinations form proteins. And proteins are essential for almost all functions of every cell of any organism on the planet. A whole sentence of a sequence of amino-acid-denoting words is needed to instruct the cell to make a specific protein. A whole sentence is also exactly what a gene is.7

Compared to those primitive pre-life copiers, which could represent limited information within their simple molecular structures, RNA can instantiate many times more ideas. It does this by building multiple protein   molecules—potentially thousands within a cell. And each protein could be a far more complex chemical construction than would ever be possible in a simple non-life copying object.

We are now dealing with a system capable of enormous complexity and flexibility, even if any change in implicit ideas can largely only arise from the random changes of the RNA code in future generations. Before, it might have appeared a stretch to discuss simple replicating non-life chemicals as representing ideas about the environment, because the information would be so minimal and so closely locked into the shape and chemical properties of the object (although this immature information-carrying capacity was still the critical feature that evolution acted upon to move from non-life to life). But now it should become clear that an RNA-based life-form, with its special code of letters, like the 0’s and 1’s on a desktop computer, and its software programs for making proteins, is carefully shaped by evolution largely as an information-storage device. There is also a vast potential for adaptation across the generations as evolution tweaks the sequence of letters in order to update the successful traits recorded in RNA—killing off those creatures with letters that do not capture the world well, and nurturing those with letters that reveal the best ideas. In this way, the genes are not only storing information, but, if viewed over many generations, also blindly learning about how best to live in the world.

But while RNA is a mammoth step toward life compared with simple replicating chemical objects, it has various drawbacks. As a molecule, RNA is unstable and tends to degrade relatively easily. This is no problem for a short piece of information, which can be replicated quickly, but for anything longer, with many thousands of letters of information, it simply isn’t practical. The longer sequence of information would deteriorate so quickly that the organism would have little chance of passing on to the next generation those useful qualities that natural selection bred into it.

In other words, if you want to increase your information capacity, RNA is not your molecule of choice. It simply doesn’t scale up well: The more information it stores, the less information it can successfully pass on to the next generation. Any useful balance between stability (maintaining a belief) and chaos (creatively exploring new ideas—some good, some bad) will slide disastrously toward the chaotic side, and all beneficial concepts accumulated  in that family of RNA life-forms will eventually be lost, inevitably along with the life-forms themselves.

DNA solves this problem. Bacteria, arguably the first real life-form, may seem to us exceedingly simple. However, even the smallest, most basic bacterium requires a DNA string of more than 100,000 letters of code in order to form the recipe of its biological makeup. DNA, despite requiring considerably more energy to copy, is vastly more stable than RNA, which means that far fewer mistakes appear when it is duplicated. For these reasons, there may well have been a strong evolutionary pressure for life to start using DNA as the primary storage molecule for information (with RNA now playing an intermediary role between DNA and protein). So DNA may have arisen relatively easily and early, especially since it is extremely similar in structure to RNA—the main difference being that DNA is made up of pairs of letters in a double strand, rather than the single strand of RNA.

I can now return to the issue of the extent of complexity and adaptability in a concrete way, asking these questions for life rather than for some simpler non-life alternative. When compared to the 3 billion letters of code in the human genome (the entire complement of genes in an organism), the 100,000 letters in a bacterium is tiny. Nevertheless, it is sufficient in principle to generate vastly more possibilities of different types of proteins than there are atoms in the universe. In fact, to exceed the number of atoms in the universe, 1080, you only need a few hundred DNA letters. So bacteria can, in principle, be reprogrammed to do almost anything you can conceive of. For instance, biotechnology engineers are currently creating novel forms of bacteria to make diesel fuel as a waste product.




A UNIVERSAL RECIPE AND A UNIVERSAL LANGUAGE

We have now arrived at the common blueprint for all life on the planet: DNA stores the instructions for the organism’s structure and function, and RNA, having made a temporary copy of sections of this DNA code, in turn converts this information into many different types of proteins—and proteins are the key molecular tools of all organisms. This model must have been a wild success when it first occurred, by its dominance wiping out all the alternatives. Scientists believe this is the case because virtually all life that we  know of, from the simplest bacteria to all the animals, including ourselves, shares exactly this process, and exactly the same language.

This universality of DNA is completely staggering. I recently stayed in a hotel on the east coast of Italy, in a village called Vasto, where I was forced to communicate with the local staff in a combination of incredibly meager Italian and awkward hand-gestures. It wasn’t so bad, as I know a smattering of Spanish and French, and we all fumbled our way through conversations. All these languages are relatively similar to each other anyway. After all, we live on the same continent and are—of course—the same species. And yet, it’s entirely understandable that the differences in our histories and culture, stretching back a couple of millennia, would have created changes sufficiently deep that most of the words in Italian sound and look at least somewhat different from English.

But the contrast between European languages and the language of genes couldn’t be more extreme. Our evolutionary path diverged from bacteria a billion years ago. Nevertheless, the meanings of virtually every single one of the sixty-four possible words (these triplets of bases that code for amino acids) are identical between us. So throughout the biological world, it’s not just that there is only one universal language, but that there is a single dialect of a single accent within this single language!

There are many practical examples of the extent of this staggering uniformity. For instance, scientists have countless times successfully spliced genes from one species into a completely different one and changed its characteristics. This includes human genes introduced into mice, and mouse genes into flies. You might think that such gene swaps are unnatural, the Frankenstein-like artifacts of biology labs. This couldn’t be further from the truth. For instance, in the wild it is now assumed that about 13 percent of all plant species were formed by the melding together of two or more distinct lineages. And there are also well-documented examples of useful gene swaps between humans and viruses or bacteria.

Part of the reason for the rapid rise of this DNA-RNA-protein system, and its consequent total dominance, may well be the fact that it is very close to an ideal biological system for storing and processing information. DNA is a tremendously safe, reliable holder for vast numbers of genetic ideas, while the machinery in the cell can efficiently retrieve those ideas and express them  as proteins. There is also a simple way of making copies of the entire organism: by unzipping the twin strands of DNA code, each strand making a single copy of itself, and then rejoining these into two double strands for the new cells.

With this ideal ability to store information and easily convert it into useful protein tools, the standard DNA-based mechanism we know today must have trounced the alternatives 4 billion years ago, and once this recipe for life took hold in the world, there was no going back.




EXTRA INNOVATION IN DESPERATE TIMES

Now, though, with DNA-based life carefully designed to preserve large sets of ideas, it seems the scales have been aggressively tipped toward the boring, stable side of information processing, with little chance to adapt the DNA code when circumstances change.

To compound this problem, there are various biological mechanisms that make every effort to ensure that organisms avoid the chaotic route. For instance, the DNA words that code for individual amino acids can sometimes still be read correctly, even if they are slightly misspelled, because there are in many cases a few spelling variations for each word. There are also more active and sophisticated mechanisms in play in some organisms by which a careful proofreading of the code is done to detect and correct any errors as they arise.

But to even the score against DNA inflexibility, there is a second set of biological tricks. For example, whole sections of DNA can be mixed up to inject measured levels of chaos into the ordered DNA code, allowing a family of organisms over the generations to soak up new ideas.

Some fixed, equal balance between stability and chaos is an effective learning system: Now you can both maintain your DNA ideas and modify the code across the generations, so that new concepts can be gleaned from the world. But never deviating from this informational midpoint introduces its own inefficient, unintelligent stubbornness. In one extreme, possibly applying to a handful of bacterial species on the planet, if you are living relatively easily in a place that never changes over the millennia, with no enemies to speak of, then doing everything you can to keep your current successful ideas just as  they are across the generations makes perfect sense. At the other end of the spectrum, if a species’ genetic set of ideas are obviously unsuccessful, and many creatures are dying in droves, possibly because of a violently changing environment or many forms of competitors, then a mode of maximal innovation is the only likely road to safety. This is true despite the fact that the chaotic route itself will also introduce poor ideas that lead to even more deaths, since as long as new accurate genetic ideas are found, some members of the species will definitely be saved. In both cases, the middle ground is far from ideal.

In the usual niches that life inhabits, there is a mixture of good times and bad. Here, the ideal computational solution is to be able to tweak the ratio between existing beliefs and new ideas according to the circumstances. So, ideally, an organism should suppress any chaotic changes to its DNA in successful times, but then positively encourage such dangerous innovations when previous beliefs no longer work in a new, life-threatening world.

In a close analogy to this, the distinction between heavily grooved beliefs and innovation is one of the most prominent psychological features of human experience. We all have habits we’ve carried out a thousand times before, such as having that morning shower. I for one tend to spend the vast majority of each shower daydreaming, as my muscles unconsciously take over the tedious task of sponging myself clean. But if the water would suddenly turn stone cold, I’d come back to myself, know that something is wrong, and explore how to fix the faulty plumbing. This acknowledgment that an error has crept in, and that innovation is required to fix it, makes me feel more conscious, more energized, and certainly cuts out any daydreaming. In fact, it’s no coincidence that moments like these initiate a spike in my awareness. I will elaborate throughout this book that this drive to innovate your way out of a problem is a crucial feature of consciousness, whereas, in contrast, an important role of unconscious, habitual plans is to implement those fully learned products of the initially conscious innovations.

Although simpler DNA-based life, such as bacteria, do not have any form of consciousness by which to modify their levels of innovation from dogmatic autopilot to desperate creativity, they nevertheless have an impressive suite of mechanisms by which to slide the level of creativity back and forth  as they track the level of dangers in the environment. This provides striking evidence that sophisticated learning strategies, mirroring those that distinguish between conscious and unconscious thoughts, occur even at the humble level of single-celled organisms.




MUTANTS, SEX, AND DEATH

The first, most obvious means of injecting new ideas into DNA code is through mutations. Although DNA is an immensely robust molecule, DNA machinery isn’t perfect, and occasionally errors do arise. For instance, for bacteria, one mistake occurs every 10 million letters. If you only have 100,000 letters to spell your entire recipe, that means there will only be a single mistake in a single letter for every 100 bacteria. Some of these misspellings won’t even make any difference, as they will just be a new spelling of the same word. Others could radically alter the protein made—probably causing serious problems for the cell’s functions. But there’s also a slim chance that it will be an improvement, a better idea for how to survive and reproduce in the current environment.

With mutations being the mainstay of innovation in all organisms, manipulating this mutation rate is one way that creatures can increase the frequency of potential new ideas in order to match a more volatile world. Some species do indeed utilize this trick: When the situation looks grim, and survival is strained, random mutation rates are increased in some bacteria. Yeast react to stress not by reshuffling letters, but entire chromosomes, for the same inventive result.

An interesting analogy to this is in primate innovation. Those primates with the lowest social standing tend to exhibit innovative behaviors far more often than their higher-ranking compatriots, in the hopes of chancing upon some strategy that will raise them up the social ladder. There are many human analogues to this, such as the technological leaps that tend to occur in or around wartime.

Animals, however, with similar mutation rates to bacteria, but a far greater investment in complexity and size, have a serious problem: Since they reproduce up to half a million times slower than bacteria, their genetic creativity has taken a massive hit. This makes many animals terribly  vulnerable to certain changes. The 10-kilometer-wide asteroid that crashed into the earth 65 million years ago was devastating for many animals, especially the dinosaurs, partly because they couldn’t adapt fast enough to the climate changes it brought. Seventy-five percent of all animal species were made extinct by this event. Although it’s impossible to collect such ancient data for bacteria, their extinction rate would very likely have been a very tiny fraction of this. Evolution would have been spoiled for choice to pick new forms of bacteria within most species, as they would have quickly adapted to thrive in the hellish conditions that arose after the asteroid’s catastrophic arrival.

To attempt to compensate for this serious limitation (slow replication), animals reproduce sexually. Sex is in many ways the first port of call for new strategies. Although bacteria normally simply divide, preserving every gene in the process, they can also perform an analogy to sexual reproduction by combining with another bacterium, even of another species, and swapping a section of genetic code with their ephemeral lover. But for animals, sexual reproduction has to be very much the rule, rather than the exception.

From a “selfish gene” point of view, indulging in sexual reproduction, instead of simply cloning oneself, is a minor disaster, since only half of an animal’s genetic identity is passed to the next generation. But the reward—genetic creativity—is very much worth it. Heavily mixing an animal’s genes with its partner’s throws up new genetic ideas in their offspring, helping them cope with the world’s many threats. This compensation for slow reproduction is so useful that almost all animals exploit it.

One animal has been definitive in demonstrating the utility of sexual reproduction, the lowly nematode worm. One nematode species, Caenorhabditis elegans, is a favorite model of genetic research. Because these worms are very simple animals that rapidly create offspring (every four days or so), the case for sexual reproduction is marginal. C. elegans’ response to this is to keep their options open, so they can either reproduce on their own or have sex with others.

From an information-processing point of view, if the worm’s world is a safe paradise, replete with abundant, choice morsels, it may as well reproduce asexually, since its genetic ideas about how to survive in the world are accurate and successful. But if there are mortal dangers, then its DNA could do with a  shake-up for the next generation, of the kind that sexual reproduction can offer, to see if its rather different children will chance upon a better genetic recipe to cope with this harsh world. In fact, this is exactly how C. elegans behaves. Patrick Phillips and colleagues have shown that, when faced with some threat, such as a bacterial infestation, these worms are more likely to forgo the default of self-fertilization and instead have sex with others, and because of this, the family line is more likely to survive. The cauldron of sexually induced genetic diversity is beneficial at those times. In contrast, any that are forced to self-fertilize, despite the same threats, simply cannot cope, and they are soon wiped out after only a handful of generations.

 

Another injection of creativity into evolutionary hypothesis testing may well be death itself. Some people believe that research departments benefit from forcing crusty old professors to retire at sensible ages, so that stubborn, old-fashioned theories and habits aren’t perpetuated so forcefully in the community, and new ideas from younger, more dynamic scientists have more space to flourish. Likewise, in nature it’s possible that the existence of death helps species to avoid the buildup of outdated hypotheses. It’s true that organisms just wear out. It’s also true that any fatal genetic illness that materializes after the creature has successfully had children is not something that evolution is particularly interested in removing. But this isn’t necessarily the whole story.

For instance, death can be held at bay, seemingly indefinitely, in some cases. Some bacteria can survive, in stasis, in the cold wasteland of the Antarctic, for hundreds of thousands of years, if necessary. What’s more, all organisms so far tested, from yeast to worms to humans, can, on average, have their lives extended by at least a third simply by eating less. It’s therefore quite possible that this is an important biological mechanism by which to hang around for longer, until food becomes plentiful again and the environment is ripe for babies once more. So death, to some extent, seems programmed and flexible, and possibly for good reason.

I would speculate that without age-related death, genetic creativity across a species would become increasingly polluted by outdated ideas. If an older generation persists, then its offspring with genuinely useful innovations are less likely to flourish, as they have greater competition from their own family.  If this situation continues for many generations, then the good ideas will increasingly become diluted and the species will be far more sluggish in response to changes. And when some crisis looms, for which the creatures with this excessive longevity have no solution, the species will be far more fragile than it would have been with a rapid turnover of creatures across the generations.

A similar reason exists for why we don’t, as a rule, remember everything we experience in our lives. Holding on to an increasingly irrelevant bank of information would drastically interfere with our daily functioning, and we would eventually be mentally crippled. One particularly striking case of near perfect memory is that of Solomon Sherashevski. Sherashevski was born around 1886 and grew up in a small Russian Jewish community, eventually, in his late twenties, ending up as a journalist.

It was as he began this profession that Sherashevski’s extraordinary mental skills were revealed to the outside world. His editor was having his usual morning meeting with the staff to portion out all the instructions necessary for the reporters to go about town to do their daily jobs. Everyone was industriously taking notes—except Sherashevski. He, in stark contrast, didn’t even have a pencil and paper at the ready. Assuming that Sherashevski was being lazy, the disgruntled editor called him up on his behavior. Sherashevski explained that he didn’t need to take notes, as he simply remembered absolutely everything, all the time. Disbelieving, the editor asked him forthwith to prove this wild assertion, which he duly did, by quoting back with perfect fidelity every word that the editor had said that morning.

In fact, to this remarkable man, it was incomprehensible that other people didn’t do exactly the same thing—why on earth would someone immediately forget these important facts? What’s the point of that? At this stage, it was clear to outsiders that Sherashevski was far from normal. He was soon sent to a famous Russian psychologist, Alexander Luria, who studied him extensively over a period of thirty years.

Sherashevski’s memory was indeed incredible. He seemed to remember almost everything he came across entirely naturally. One example involved him being read aloud some stanzas of Dante’s Divine Comedy in its original Italian—a language he had no knowledge of. When given a surprise test on this content fifteen years later, he could recall the stanzas so completely that he even repeated the words with the same stresses and pronunciation as they were originally spoken to him.

Although the ability for such vast, faithful recall seems a fantastic mental gift, there were prices to pay, both big and small. One drawback of his exceptional recall was an occasional inability to see the forest for the trees, to discover meaning, structure, or patterns in the stream of information he was busy encoding. For instance, while he could memorize long sequences of numbers, he would be completely oblivious to any simple structure within them, such as ascending numbers 1, 2, 3, 4.

But these unfortunate quirks of his mind were nothing compared to the emotional consequences of his superlative memory. For instance, his imagination was so vivid, so complete, that he often would mistake reality for a daydream. At the very least, imagination would corrupt reality so profoundly that he would struggle to get through something as mundane as a novel—every word in it would conjure up too many distracting images. For similar reasons, he struggled to overcome the crushing weight of his past. Sherashevski claimed to have near perfect memories from before he was one. These were so striking that he fought in vain to banish these carbon-copy recollections, since they also included the overwhelming intensity of these earliest feelings—the absolute terrors, or racking sobs of infancy.

As Sherashevski aged, the burden of this enormous memory became increasingly difficult to endure. He became desperate to find some effective strategy by which to forget things. He drifted from job to job, and unfortunately he died believing that he’d somehow wasted the mental opportunity he’d been given, and that he had never really amounted to much.

Examples like Sherashevski demonstrate that sometimes the fading and death of old information can help a person succeed. The person who forgets an optimal amount of old material can have a more accurate, organized view of what’s relevant in the world right now. Likewise, perhaps the death of older creatures can lead to a family or species with collective tools that are better honed for an ever-changing environment.

Replication has always been the driving force of evolution, with survival taking a back seat. But more than this, death as an evolutionary strategy might even be an example of how survival and replication can come to loggerheads, with replication not hesitating to abandon survival if there are gains to be made in terms of having a more accurate, up-to-date implicit picture of the relevant features of the world.




EVERY CREATIVE TRICK IN THE BIOLOGICAL BOOK

Mutations, death, and sex are by no means the only methods for potentially invigorating DNA sequences with useful new ideas, or tweaking the learning rate to reflect whether the microbe’s current world picture is successful or deeply flawed.

There is a large array of tricks that various simple organisms can exploit to discover new ways to successfully survive and reproduce, but one of the most intuitive is simply to try moving a sequence of code somewhere else in your recipe. After all, if much of this code is capturing something useful—perhaps it already creates a functional protein—then its shift to another part of the genome could create a similar protein that might be even more beneficial. So, compared to making changes in a painstaking way, letter by letter, this method is both more powerful and efficient: The potentially useful idea is already half-baked. Of course, mixing up code like this could be utterly disastrous, but there is also a chance that it might be not just a step, but a great leap in the right direction of advantageous innovation.

This mixing up of whole nuggets of ideas happens in various ways in the DNA code. Entire sections of genetic code (called transposons, or “jumping genes”) can jump around the genome, breaking off from one location and reattaching to another.

The source and behavior of these bouncing clumps of genetic letters is fascinating. Some of these jumping pieces of DNA might simply be a kind of life within a life—a ragbag collection of genetic letters that has chanced upon a way of surviving and reproducing, sometimes entirely within the dense, tangled forest of DNA strands. Just as an organism evolves through the generations, stumbling upon better beliefs about the environment, so are these jumping pieces of DNA code shaped by evolution—though their world is the cramped home of the set of DNA letters. But this isn’t the entire story: If these leaping sections of genetic code cause catastrophic failure in the function of their host, the organism, then they, too, will cease to exist. At the same time, if they can in any way aid their host, then they will have a greater chance of survival themselves.

Most of these micro replicating machines (as Richard Dawkins might call them) are in fact remnants of viral invasions. If they were officially classed as a life-form, viruses might well steal the crown as the most supremely successful types of organisms on the planet. There are more viruses than all organisms put together. Viruses have probably existed as long as life has. They can only replicate when infecting a host cell, and because of this they are not normally classed as organisms in their own right. We have an ambivalent relationship with bacteria: We know that, although some may harm or kill us, we need them in our guts to digest food. Indeed, we have what were once bacterial invaders in every living cell, in the form of mitochondria, to supply us with energy. We resolutely loathe viruses, though—all they seem to do is make us ill. But perhaps we shouldn’t be so hasty. A picture is emerging to show that viruses, too, may have their benefits.

Viruses, even smaller on the whole than bacteria, are also the most diverse and therefore the most creative forms of replicating machines on the planet. Their adaptability allows the flu virus, for instance, to infect us year after year, while antibiotic resistance in bacteria, the more boring, less flighty cousin of viruses, usually takes some decades to build up. The whole flu virus globally mutates each year, making it far more effective against us and more dangerous (in one sense this seems particularly creative and clever of the virus, but it’s simply the result of a particularly unstable [RNA-based], fluid viral genome, with older versions losing their foothold because of mutations and widespread immunity in the infected population following the infection). Newer versions are able to infect us again, as if we’ve been exposed to a different virus.

There are two complementary views of this viral gate-crashing of an organism. From one perspective, the virus is simply exploiting its newfound information about a decent potential home. A slight modification of this view is from the position of a single gene and the evolutionary pressures that it faces. Say this gene does indeed capture something useful about the world. It might nevertheless be amid a bunch of bad ideas, living on a sinking ship of a rather inadequate virus species. But if the virus becomes a new composite life-form, say, by turning into a portion of the DNA code within a bacterium, then this act might just save the gene from drowning, and the good idea is preserved.

But, from another viewpoint, the host organism may not strive too hard to repel this ready-made set of potentially useful genetic ideas, since one or two may spell survival in an otherwise catastrophic environment. With these interspecies packets of DNA information, there comes the enticing  possibility of a substantial innovation for the organism, of a novel perspective in a difficult, dynamic world.

There is in fact increasing evidence that this chopping and changing of DNA is an incredibly common process, vital for evolutionary success, and present in all species, including humans. And while other interspecies gene-swapping is a powerful, though admittedly dangerous, way of absorbing new genetic ideas, by far the greatest source of evolutionary innovation is the virus.

Although viral injections of DNA code are extremely common in bacteria, the human genome is also positively littered with viral material—as much as 50 percent of our genome consists of scars from ancient viruses burning their way into our code. But it’s also clear that some of these invasions have dramatically helped us, either by transporting useful results from other species or by shaking up our own code to give the possibility of new traits: For instance, one such viral donation of DNA is thought to have been responsible for the creation of the placenta in early mammals.

This common genetic intermixing, either between similar species or resulting from viral invasion, raises the speculative suggestion that one reason the DNA code of life is so utterly universal is that it facilitates the injection of chunks of novel genetic ideas from diverse sources. If this is true, then even if it can so often appear to be marked by such a cruel sequence of violent battles in the external world, the whole biological realm can also be seen in part as a strangely collaborative process to optimize collections of internal, DNA-based ideas.




COOPERATION AND DIFFERENT LEVELS OF INFORMATION PROCESSING

In science, we know that the universe is not built on a string of an infinite number of unrelated facts. Scientists instead strive to detect the underlying patterns—the relationships between atoms of information and the overall informational structure. Interrelationships are universal and highly layered. For instance, quarks combine to make subatomic particles, which group together in the form of atoms, that bond with others in a molecule, which link up to build a protein, which interacts with other proteins in the mechanics of a living cell, which has its specific role to play inside the organ of a system of a human, who is an employee in a department of the regional building of  a national sector of a global firm with branches all over a planet orbiting a star that is part of a galaxy.

Humans have an unrivaled intellect with which to detect, reflect, and amplify information structures. But if information processing really is a deep river surging through all life, it’s natural to assume that one of its major veins will be the representation of structure and levels of meaning in the biology of the cell.

The celebrated evolutionary biologist Richard Dawkins has made famous the idea of “selfish genes,” whereby the prime locus of evolution is the genes that travel through time, passing via reproduction from one host to the next. Hosts are simply organisms, though in Dawkins’ language they are termed “survival machines.” Organisms are relegated to being the mere carriers of those collections of genes, each of which evolution has molded to be a supreme, selfish survivor across the generations. There is no doubt that the concept of a selfish gene is a powerful one, backed up by considerable evidence.

In many genomes, though, one needs to go a level below that of genes to find the true winners (Dawkins’ definition of “gene” is different from the standard one, and he would class selfish, noncoding DNA as genes, too). Smaller sequences of DNA, not coding for proteins—and therefore not classed as genes in the standard definition—sometimes nicknamed selfish DNA, can hide quite happily in a genome and even replicate like crazy. For instance, there are thought to be up to a million copies of the Alu sequence in each human, constituting a staggering 10 percent of our genome, even though this sequence doesn’t actually code for any protein. No organism is likely to ever support such utterly prolific, selfish reproduction of a gene. But these tiny sequences of DNA have found winning ways to live and breed within the world of the chromosome, remaining largely invisible to the rest of the cell, let alone the outside world.

Evolution isn’t confined just to genes, though, or to their baby brothers, these small DNA strands. Darwin’s theory of natural selection was based on the organism as a whole, and this level still, in some ways, feels like the most useful one to focus on when discussing evolutionary pressures, since it encompasses not just the sum of each individual gene within a creature’s genome, but also any genetic ideas that emerge over and above this simple sum, via the complex ways that genes and their effects can interact. For  instance, the creation of the human brain involves thousands of genes in an incredibly sophisticated, intricate collaborative enterprise.

Occasionally there may well be more purely selfish genes that survive in ways that inhibit the survival of the host. Humans are prone to so many genetic disorders that it’s amazing we survive at all. Actually, if some selfish gene were really disadvantageous to its host, at least early in life, the host would die before reproducing, and the gene would be lost. Over many generations, the gene, on average, that promotes the well-being of the host is more likely to hitch a successful ride through the generations. So there is a pressure for genes to be selfish, but in an enlightened way, to collaborate, coordinate, and play their small part in ensuring that their host, this “survival machine,” flourishes.

Admittedly, it is somewhat a matter of perspective, but I believe something is missing from the view of evolution as individual genes striving for immortality via this hopping maneuver between organisms. Instead, a more parsimonious way to describe evolution may be that it is an active competition of ideas for survival, with those concepts more accurately capturing relevant details of the world being more likely to persist. This is a deliberate overgeneralization—such a definition would include fields such as the scientific enterprise and capitalism. Crucially, though, for biological evolution, although this perspective shares the assertion with the selfish-gene position that organisms may just be stepping stones for something more central to persist through time, this ideas-centric definition places no limits on the domain in which evolution works, potentially applying to any level at which ideas compete.

Another, related difference is that a selfish-gene view would prefer a gene to resist any form of change, whereas the ideas-centric view would assume that a gene may welcome change in its own code, if this is related to a better idea, including one that is represented collectively by a set of genes. Dawkins has argued that manipulations in mutation rates, say, are the selfish imposition of a single mutation-causing gene on the unwanted identity changes of all the others. In heavy contrast, a perspective of evolution in terms of the primacy of blind ideas would suggest that all genes may appreciate such erosion of their identity, when it’s clear that their ideas aren’t fitting with the world, and that such a manipulation of mutation rates, in such a pointed way, and as a reaction to heavy stresses, is a solid collective strategy to increase the chances of finding saving innovations.

This potential for atoms of ideas to be built up to higher concepts is a crucial feature of evolution. If my mind could not ever combine basic features of the world into objects or categories, if all memories for me could only be incredibly simple, single ideas, such as “black” or “a dot,” instead of “computer” or “fruit,” then my understanding of the world would utterly disintegrate. Similarly, many ideas might well apply at the simple level of the gene, but other, more sophisticated, and possibly far more useful, blind beliefs might require the complex interaction of hundreds of genes; at higher levels, certain concepts might even exist only by the way that many organisms behave as an ensemble. Intriguingly, there may well be an evolutionary pressure toward these more advanced ideas, made up of lower-level components, since these compound concepts would tend to be more accurate, intelligent, and powerful.

Indeed, the most common level for useful ideas to emerge is almost certainly that of combinations of genes. In analogous fashion, massive cooperation is an integral aspect of how the brain processes information: A single neuron represents only a tiny portion of one memory, say the face of my daughter, but it will also represent tiny portions of thousands of other memories, too. My memory of my daughter’s face is not carried by a single neuron, but is the emergent property of the interactions of thousands. Likewise, a complex multicellular organism will have tens of thousands of genes or more, and any one gene might have multiple functions and only play a small part in creating any one trait. One very telling, multilayered example of this point is that 20,000 genes, 80 percent of the entire genome, are required to create your brain and to support its proper functioning so that your consciousness will flourish.

Even before true life began, chemical components within a proto-creature would almost certainly have combined to make a conglomerate that carried an idea that was better than the sum of its parts. There was no design or magic to this blind insight—just the random combination of physical building blocks, and an evolutionary pressure to favor any possibilities that were superior at remaining stable and making copies. Within life, there is enormous scope for the emergence of complex ideas formed from groups of genes, owing to the millions of generations and billions of interacting genetic ideas that each single organism represents.

Some forms of bacteria, for instance, combine forces in aggregates, generating far more successful defenses than is possible alone, and within this  collaborative structure different bacterial cells can even take on different roles, so that they closely resemble a multicellular organism. One stage further, true multicellular organisms use extensive division of labor, with many different cell types each playing their small part in keeping the organism alive and able to reproduce.

Although there are famous cases of close, intelligent collaboration among animals, such as social insects, there is increasing evidence that plants communicate and collaborate as well. For instance, reminiscent of wealthy older people becoming philanthropists, Douglas firs have been known to share soil resources with saplings of the same species (not just direct progeny) via underground fungal networks. And when tomato plants are attacked, they release both airborne and underground chemicals that neighboring plants can read in order to raise their own defenses.

It also appears, intriguingly, that some ecosystems that are particularly robust to change manage to self-organize structural properties. In Niger, for example, there are sections of dense vegetation alternating with barren regions, forming patterns resembling a tiger’s stripes, so that ecosystems can continue to maintain some vegetation even when the average resources would otherwise be too low to support it.

This possible, high-level, “intelligent” information processing still has its foundations within the DNA that is the ultimate source of such behavior. But the connection between this top-level, ecosystem-based idea and a single section of DNA is increasingly remote: This concept at the apex of an informational hierarchy is supported by the knitting together of ideas on each of the multiple levels below (ecosystem above collections of organisms above physical characteristics of those organisms above the interaction of genes, and so on). Perhaps this relationship is just as remote as that between a conscious thought and the activity of a single neuron.

And although talking about evolution beyond the realm of the organism is controversial, wherever there are competing ideas between information carriers capable of change, something resembling evolution in all but name may well occur.

It’s possible that some particularly complex ideas can really only be supported by a group of organisms, and that if an idea helps keep them all alive, then, again, evolution could, in principle, step in to favor this information  chunk. Although the transmission of that information down the generations still involves genes, the point of evolutionary pressure essentially resides at the level of the concept, in this case the group of creatures, as if they were a single system. In similar fashion, we wouldn’t claim that the stock market rose 1 percent today because of the physical laws that govern how fundamental particles interact, even though the stock market wouldn’t exist without such particles.

So in this way, from the level of short sections of DNA all the way up to ecosystems and beyond, evolutionary pressures could in principle weed out those ideas incongruent with survival, while favoring any concepts that capture something accurate and crucial about the world. And one part of this process may well be the encouragement of the complex combination of ideas at the lower level to form more enlightened blind concepts a level above.




GENIUS CELLS

So far I’ve only discussed information management within DNA. But if the other organisms around you are performing the same genetic informational tricks, how do you inch ahead in the evolutionary arms race? One potential way is to start storing and changing information using other tools within a cell, to build additional layers, not just in terms of the domain and structure of ideas, but also in their computation.

In almost every realm imaginable, science has been revolutionized by computers. For a couple of days last week, I analyzed a large fMRI dataset—or rather my computer did, since there were well over 3 billion calculations needed to reach the results. Computers are unrivaled tools for the scientist, helping enormously in both the collection and analysis of information.

Similarly, if an organism won the random mutation lottery and got its hands on a better biological form of computation, the rewards would be enormous.

So far, DNA-based ideas can only get updated by evolution; in other words, by generations of organisms passing by, and those with genes—or collections of genes—that are able to persist over time being selected over those that cannot. That is in some ways a painfully inefficient way to learn something about the environment, with many millions of life-forms  extinguishing before the lesson is fully learned. A far better approach would be to gather relevant knowledge about the surroundings within the lifetime of the organism.

This sounds like the realm of animals, but in fact many single-celled organisms, including bacteria, process information in this dynamic way.

The main mechanism available is the proteins that genes create. Some proteins can interact with each other to follow the rules of logic in order to perform rudimentary calculations. Other proteins help sense details of the environment, while some even turn back to the DNA that created them, and turn on and off various genes, thus changing the production levels of other proteins. These new layers of information communication allow for a very complex cascade of activity, and surprisingly intelligent forms of learning and ideas.

One collective example of the generation of a complex concept are Hox genes, which control the location and number of developing limbs in animal embryos by deciding whether other genes are activated. Some of these controlled genes, one step down in the hierarchy, themselves regulate the activity of other sets of genes.8 This is highly reminiscent of many aspects of human life, such as the network of staff in a large corporation, or the many layers of categorization we mentally learn (for instance, my laptop is a kind of computer, which is a type of electronic device, which belongs to the set of machines, all of which are a form of tool, which are inanimate objects, and so on). Most complex systems benefit hugely from a hierarchy of knowledge and management, single cells included.

Far more impressive, though, is the facility for learning that microbes can demonstrate, usually via these protein-based computations. Bacteria, for instance, can communicate with each other using chemicals to indicate a lack of food, and thus each bacterium will spread out in a region to maximize consumption of what little food is available.

Protozoa and bacteria even use rudimentary forms of learning and memory when faced with different types of food or possible threats. For instance, if gut bacteria find some appropriate food, they will ready themselves to digest related food that’s likely to be nearby, as if making a kind of prediction, but will stop this behavior if they do not find it soon enough.




INTERNAL EVOLUTION

So evolution favors an accurate internal picture of the world via effective learning. But there are important limiting factors to this process. For one thing, as your internal model of the environment increases in accuracy, more energy is required to maintain this growing set of knowledge, and you become more vulnerable when food supplies fall short. And generating an increasingly large set of ideas requires an increasingly complex organism, so your reproductive rate slows down. However accurate your set of internal beliefs about the world are right now, the world can change catastrophically and instantaneously, and if you are sluggish at making copies, there’s little chance the critical DNA component of your ideas (if you have others, such as mental memories) will be able to update fast enough to track the changes, making extinction far more likely. Finally, if you have to become a larger, more complex organism to store all these extra ideas, then your bulkier biological machinery is also more likely to break down.

Bacteria hit that sweet spot of just enough complexity, but without it being an undue burden on survival. Consequently, they are capable of surprisingly clever information processing, but they are otherwise simple and small enough to replicate quickly and efficiently. They are the most successful type of creature on the planet by any yardstick you’d care to use: by numbers, because there are a staggering 1030 of them; by diversity, because they live not just on all continents and in all climates of the world, but also in acid, in radioactive waste, and deep in the earth’s crust; and even by longevity, as bacteria have been known to spring back to life after lying dormant for tens of thousands or even millions of years. Bacteria existed in vast quantities across the earth billions of years before animals turned up, and it’s very likely that they will still be around long after humans have perished. Based on this evidence, it seems highly plausible that there was an active trend, via evolution, from the origins of life onward, to favor those creatures that could process  information most dynamically and accurately—but only up to the complexity of bacteria.

So why do animals exist in the first place? Part of the explanation is that they arose and succeeded by chance: Given sufficient evolutionary probing over sufficient time, with the right conditions, ever-increasing possible niches of survival will be explored, or, in other words, ever-increasing sets of biological ideas will be entertained. Animals are just one random set of strategies for survival. Of course, humans are a fascinating, wondrous example of what an organism can become, with our rich consciousness and deep intellect, but evolutionary success is a different matter. Having a brain such as ours, for instance, seems to lead to runaway processes that endanger our own existence—excessive CO2 emissions being one catastrophic example of a set of damaging products of our great collective consciousness.

 

Leaving these caveats aside, I now want to explore the details of this niche that animals exploit. Modern bacteria can form and adapt ideas immediately by encoding information not just in DNA, but further afield within the cell, mainly by using protein to represent additional ideas, or, even more powerfully, by building many computational links between DNA and proteins. Although ingenious, this system is also terribly limited, since only incredibly rudimentary information can be learned, moment to moment. So what else can be co-opted to manage even more information, if better computational power is a potential evolutionary niche that is to be exploited? With bacteria combining to represent ideas about food as one primitive example, the next logical step is to move beyond the confines of the cell wall.

We are now in the realm of multicellular organisms, with cells specialized for specific functions within the organism. Bundles of nerve cells making a brain are one route nature took, with the evolutionary “hypothesis” that learning and storing even more information on the fly would compensate somewhat for the greater investment of time and resources required to maintain this organ.

Some basic change in the world may take non-animals—including the cleverest bacteria—generations to encode via natural selection and DNA. But even the simplest of animals can, strikingly, learn a wide range of lessons from the environment over just a few seconds. Other more complex features of the world, assimilated easily by animals, may never be captured by DNA  alone. In this way, a threat that would have destroyed a non-animal organism, or even a whole non-animal species, because of its limited capacity to process information, might not even harm an animal.

If you view evolution essentially as the competition between ideas, with the best ones eventually claiming victory, then animals are in a sense clamping on an additional, internalized version of evolution in order to enhance their chances for survival.

Thus all life undergoes genetic hypothesis-testing via evolution. The feedback about whether your concepts are right or wrong usually comes from the environment directly, which selects those concepts for persistence across the generations, and the bad concepts for death. If you happen to be a sophisticated type of bacteria, then a small but vital component of the feedback you receive can come from the intermediate steps of proteins, which help sense and adapt to very crude features about the world on the fly.

But for animals there is an additional buffer to process an important subset of beliefs that really matter for survival and reproduction. Feedback still comes from the environment, but much of that feedback need not affect DNA at all, since it can merely change the ideas stored in brain cells. And, in combination with movement, animals can now actually interact in pointed ways with the world in order to test beliefs very actively. The number of possible ideas an animal can entertain in a lifetime is effectively infinite, especially since wrong ideas no longer risk death.

Moreover, the more mentally complex the animal, the more elaborate its internal model of the world is. Thus, much of the environmental feedback that used to be required to change a belief, whether genetically or neurally stored, can now occur entirely within the complex, structured, internal environment of the animal’s brain.

Animals with particularly complex brains could even test many competing ideas without moving a muscle. For instance, in the middle of the night, unable to turn off my consciousness sufficiently to fall asleep, because I’m obsessively thinking about consciousness science, I feel a sharp hunger pang and conclude that the best course of action is to obtain a very large bag of cashew nuts. I initially decide to visit the kitchen, but then recall that a now rather irritating spring-cleaning the previous day cleared out most of the food. I then imagine the usual situation of going to the supermarket, but realize that my standard one is closed after 9 p.m. So I either could go to the  24-hour supermarket, which is a 15-minute drive away, or a gas station a kilometer away. I can work out the optimal way to obtain a much-needed, intensely fattening snack, potentially from miles away, without ever leaving my bed, which is in some ways incredible.

This illustrates that evolution has begotten a form of internal evolution, and this internal evolution becomes ever more apparent the more intelligent the animals are, to the extent that we humans have brains that very much behave like internal evolutionary worlds.9 We represent the world so fully, so accurately, that we can play out scenarios in our heads and explore a large range of options—all while hardly expending any physical effort. Such experimentation is now as safe as it’s possible to be—we don’t risk anything whatsoever by searching through the options in the mental realm—not survival by genetically betting on a loser, not even physical damage by learning painfully from our mistakes. This seems a universe away from the proto-life “ideas” with which we began this chapter, but it’s not. It is merely a sequence of connected evolutionary steps, all based on the theory that effective information processing naturally confers an advantage.




THE COMPUTATIONAL LANDSCAPE OF A BRAIN

Given the last few paragraphs, I should emphasize again that animals are not necessarily superior to other organisms in terms of evolutionary success. An oak tree, for instance, with its working hypotheses that physical toughness is highly protective and that the sun is a plentiful source of energy, may be just as long-lived and populous a species as a mouse. It’s just that animals have a fascinating, powerfully pointed set of advantages converging on complex information processing, and the overall genetic assumption of these organisms is that these few profoundly superior traits outweigh the many limitations.

The simplest benefit an animal gains from a nervous system is the regulation of its basic states (homeostasis). This computer in the head is able, in almost every animal, to help control important biological features. By monitoring the animal’s internal temperature, for example, and initiating any needed response when the animal becomes too hot or too cold, it can keep this temperature within the optimal range, acting just like a thermostat. Even in cold-blooded animals, where temperature is regulated entirely by the ambient heat, this can be achieved by directing the animal to move into a hotter, less shaded region if it is too cold. This single regulatory process provides a powerful advantage for many animals over non-animals—namely, that they can exist in a wide variety of locations, and may not need to shut down for winter. When you have a computer around, you can also fine-tune many other features, such as how much energy (glucose) or water there is in the blood, the concentration of salt, and so on. In each case, there is a monitoring system and, if necessary, a chemical messenger (a hormone, usually) that cause a change to correct any form of imbalance.

But this internal regulation is only a tiny portion of what an animal brain does. The main purpose of a brain is to sense the outside world and move around based on this data. Retrieving accurate external information confers a significant potential survival advantage. Although some bacteria, with incredibly crude sensory skills, can detect via protein switches when food is scarce, which is indeed very clever, such an organism would look remarkably stupid if food was actually at the center of its world, but undetectable by it just because it was hidden by a chemical barrier. An animal with multiple senses might be able to look for food, immediately see exactly where it was, what it was, whether other animals were feasting on it, smell how energy rich it was, and hear if there were any predators nearby waiting to pounce as soon as the animal tucked in.

We take our senses so much for granted, and rarely perceive them for what they really are. Our senses are nothing more than conduits to pick up physical information about the environment: a small portion of the electromagnetic spectrum for vision, for instance, which almost everything around us reflects or even emits; the compression waves of air or water for sound, which many moving things generate; and chemical offshoots of interesting objects for smell. Our different senses feel utterly distinct to us, but there is an important bottom line here: It’s all just information.

One demonstration of this comes from experiments on ferrets. If you rewire the ferret visual pathway from birth, so that instead of going to the visual cortex it ends up in the auditory cortex, then the auditory cortex, which should be specialized for hearing, ends up doing a pretty good job of processing vision, allowing the ferret to see. This auditory region will even take on characteristics (such as having neurons specialized for representing the angle of an object) that the visual cortex would otherwise process. It isn’t quite as good as if the visual cortex were doing the job, but it is quite functional. Another striking example comes from people blind from birth, who, when reading Braille, process the words mainly in the visual regions of their brain. Given that the visual regions have no sight-based input with which to work, this portion of cortex has adapted to take on the Braille-reading task instead. These sorts of examples show that all sensory processing is just information to the brain, and that almost any brain region can process any type of information, even if it was originally earmarked in development for a specific type of data.

Importantly, especially in more complex nervous systems, our perception of the world is far from being a mere copy of the physical information hitting our senses. Instead, an active, ever-changing, yet unconscious statistical machine is in force, transforming the basic information we receive into a detailed model of the immediate world, including how it is likely to change in the near future, and what in the environment is particularly relevant to us.

But there’s no point just filling up your sensory bank with information, however well processed, if you’re just going to hoard it, never using that hard-earned knowledge for useful purchases. What’s needed is a way to tie information to behavior—in other words, to move. In simple animals, this is all too clear, as the connection between what they perceive and how they act is usually direct and almost immediate: A worm, sensing food, will go toward it, or sensing some threat, will move away. But the more sophisticated an animal, the more processing takes place in the gap between senses and movement.

For humans, the brain’s main evolutionary purpose—moving the body—is rather obscured by just how much happens inside; the link between what we sense and how we behave is a long, fragile tangle of thought. The processing and the calculation of what action is best out of the millions available  to our finely tuned bodies and remarkably accurate world picture has taken center stage. Nevertheless, it’s useful to entertain the interesting perspective that, essentially, even a human brain is there primarily to move the body around in the most useful ways.

The first mechanism for movement is instinctive behavior, a tool that all animals possess. An instinct is a genetically determined brain program to marry some sensory input with some prescribed response—designed, as always, to maximize the survival and reproduction of the animal. Here the genes are basically exploiting the ability of the brain to store and act upon information too complex to be executed only in a direct genetic form. For instance, if I unwittingly touch a delicious pie that has just been removed from the oven, before I know what has happened, I find my hand darting away from the potentially burning source. It takes a moment or two for my consciousness to catch up and realize that I nearly burned myself. The primitive regions of my brain sensed the heat and programmed the response before my higher cortical regions were even informed, either of the heat or the arm twitch. It all looks very simple and natural, especially when consciousness appears to be merely a spectator at the event, but you still need some surprisingly complex neuronal processing to make this important reflex occur—you need to know in which direction to send the arm, which muscles to trigger, by how much, and so on.

Matching responses to fixed sensory input is all very well, but on its own, it doesn’t get you all that far. In one episode of The Simpsons, Lisa’s original school science fair exhibit is destroyed by her mischievous brother Bart. In revenge, she decides that Bart himself will be an unwitting component of her new exhibit, so she carries out a series of tests to determine whether Bart or a hamster is smarter. In one experiment, the hamster starts nibbling at a piece of food, but receives a mild shock. It immediately learns never to touch the food again. Cut to Bart, who discovers a cupcake with electrodes attached and a sign in front boldly warning, “DO NOT TOUCH.” Chucking the sign behind him nonchalantly, he reaches for the cupcake, and his hand darts away as he receives a sharp electric shock. But this just makes him angry, so he reaches again. Surprise surprise, he’s shocked again and his hand darts back. He continues repeatedly to reach for the food and repeatedly shocks himself. In the real world, I don’t think Bart would have made it to the age  of ten. But what he—and the hamster—clearly illustrate is that it’s all very well having instincts, but without even the most basic kind of learning, they don’t get you very far.

Even the simplest form of learning is usually surprisingly powerful. If an animal tries to eat a food source that is toxic, it will quickly not only link this input with the result, but also avoid anything similar in the future. This is an incredible feat. The animal has managed to link in memory a useful, abstract copy of the object with its effect (more intelligent animals will add to this mix the relative intensity of the effect—for instance, chocolate is more tasty than spinach). What is more amazing is how few brain cells you need to learn in relatively sophisticated ways like this. Returning to the humble nematode worm (specifically C. elegans): This tiny worm, all of 1 mm long, has exactly 302 neurons. Nevertheless, it can learn to connect an arbitrary, neutral smell with a nearby food source and approach the smell whenever it is presented, presumably in the assumption that food is soon to follow. It can learn to stop moving away if some initially potentially dangerous stimulus repeatedly shows itself to be harmless, thus scrubbing out a previously firm, important belief. The nematode worm even shows crude seeds of socialization, with some strains only stopping to eat when in a group.

When you move up in sophistication to the fruit fly, another commonly studied animal, you can create a surprisingly brainy biological machine with only about 200,000 neurons. As well as learning by simple association, like nematode worms, fruit flies sleep, have short- and long-term memories, and even have a primitive analogue of attention—all inside a brain the size of a poppy seed.

Learning is all very well, but what should I try to learn when surrounded by infinite potential facts? And why should I bother to learn to avoid the pie until it cools down? Why should the worm bother avoiding some type of toxic food? Why not learn instead that the wind makes that leaf there on the right bob up and down a little faster than the one on the left? The crucial answer is that animals are constrained by a value system—the representation of what’s good or bad, pleasant or painful. Animal behavior is closely governed by this system. And this mechanism, via evolution, has been honed to closely map that which is beneficial or detrimental to survival and reproduction.

This value system labels any remotely relevant stimulus according to whether it will aid or imperil the animal and how great the danger or benefit is. Simple animals will enshrine this in their movements—they will approach what is good (such as food or sex) and escape from what is bad (such as predators). In many animals, the speed and level of permanence of learning is also related to just how beneficial or dangerous the source is. For instance, a dog may almost immediately learn that when its owner starts screaming at it, a kick is sure to follow, but it might take many repeats of its owner calling out “new water” for it to realize that there is something to drink again, since water is in plentiful supply, and its thirst is rarely life-threatening.

Though a simple animal may learn what is good or bad about the environment, this doesn’t explain in what way it is good or bad. C. elegans will back up if it smells something paired with a toxic food source in the same way that it backs up if it senses a vibration—there in fact is little distinction in its brain between the two events. This is where emotions extend this value system. Emotions put meat on the bones of what is beneficial or harmful. The three main primitive emotions are fear, disgust, and anger. If we’re afraid of some smell, we sprint away—or freeze in cover—while also being far more alert to the danger, ready to notice its slightest detail, and actively prepared to escape again if necessary. If we find that a smell evokes memories of a disgusting meal, it’s just plain silly to sprint away through the forest as fast as we can. Instead, we will merely slowly back off and look for something else to eat. So basic emotions can shape our behavior in far more sophisticated, prepackaged ways, in relation to different categories of threat, than a crude value system that only ever has two labels: good or bad.

Some psychologists have suggested that we recognize our own emotions wholly by what we pick up about our body states. When we’re angry, they suggest, we’re actually just noticing that our heart rates have increased, our fists are clenching, and so on. Again, emotions are largely a signal to move, to change the environment to maximize our survival and reproduction within it.

Of course, humans, in contrast to simple animals, have a large range of different, more complex emotions, such as jealousy, schadenfreude, or a sense of injustice. The variety of our feelings has increased dramatically compared with many other mammals because our evolutionary heritage is that of a large, complex, hierarchical society, which places many more demands on managing social politics and a diverse group of friends. Some emotions may  destroy our lives, such as the obsessive love we may feel for an unavailable woman, or the addictive rush of gambling. Nevertheless, all the feelings we experience have a clear evolutionary foundation. Our brains perceive features of the environment to be good or bad for us, even if the computation can go askew at times due to the complexities of our lives. And many complex, seemingly subtle emotions are combinations of simpler ones, each with a clear evolutionary purpose. Jealousy, for instance, is a deep desire for some object, such as a mate, and primitive anger at the threat to our possessing this object.

In fact, the more we study our chimpanzee cousins, the more emotions we find that we seem to share with them, and the more apparent it becomes that our own large set of sophisticated emotions have an evolutionary underpinning. The latest research additions, for instance, include findings on the existence in chimpanzees of a moral sense, and possibly even a degree of wonder. If a chimp encounters a waterfall, it will sometimes display in front of it, touch it, and stare at it for prolonged periods of time—even if no other chimps are around (thus helping to rule out the possibility of an alpha male showing off to assert his authority over his group). If there is a thunderstorm, both males and females have been known to play out a kind of dance. Some primatologists have speculated that this is because our simian cousins can occasionally show intense curiosity, even a kind of reverence, for dramatic displays of nature.




VAST INTERNAL WORLDS

I’m not, for the moment, assuming any awareness in any animal aside from ourselves. But at the same time, I firmly believe not only that our emotional repertoire closely links us with chimp minds, but also that there is a continuous thread running from a husband’s bursts of jealousy all the way down to the battles between Alice, Beth, and Claire earlier in this chapter.

Although all life is predicated upon capturing useful ideas about the world, there is a remarkably common tendency for information stored on one level to combine to create a richer concept at a higher level. In some cases, further layers can be constructed on these foundations of foundations, and so on, until an efficient yet towering edifice is created. It leads to bacteria  using control genes, or finding computational switches for rudimentary learning, or combining forces so that all can optimize some food source. It leads to shoals of thousands of fish collectively twisting elegantly, easily away from a predator, even though each fish alone wouldn’t stand a chance. It leads to millions of ants together developing highly intelligent behavior, partly via simple chemical signaling. It also leads to evolution creating a value system as a shortcut for hypotheses about what helps or harms an animal, then building simple emotions on top of this, and then stacking complex emotions on top of the simple ones. And it leads to humans developing categories, plans, language, and ingenious strategies to serve, modulate, and enrich our emotions and motivations. This is partly because nature really is highly structured, interconnected, and hierarchical. Within each level, complex structure can be discerned—sometimes so highly ordered that simple mathematical equations can capture almost every detail.

Information in the universe is brimming with patterns. Scientists aim to discover those patterns with sufficient accuracy that they can make staggeringly accurate predictions (how else can a satellite sent on a 500-million-kilometer, half-year journey into space arrive at the precise orbit around Mars that NASA scientists wanted?). But it’s not just scientists who benefit. As biological machines with large, complex brains and pressures to innovate screaming at us from every angle, we all have good reason to spot useful patterns rather than just simple facts. The more accurately we represent the structures of the universe, the more control we gain over the environment and ourselves. This is true both in terms of scientists, research, and technology and from an evolutionary point of view. Both have benefited from the invention of incredibly powerful hypothesis testers. In humans, the connection between scientific research and our fundamental intellectual qualities seems so similar as to be trivial, but we came in the first place to these incredible mental faculties precisely because of evolution favoring accurate information processing, almost by definition, ever since the first proto-life creatures emerged in the oceans.

Exploiting patterns isn’t limited to animals. You can find patterns everywhere in nature. Many viruses adopt a regular circular shape, partly because the smallest, most efficient genetic instructions are required for such a regular structure. Flowers form highly symmetrical shapes with their petals or  seeds—patterns that mathematicians immediately recognize, and that are attractive to bees precisely because of the order the bees perceive in them. But non-animals are severely limited in terms of the regularities they can encode.

Many animals are constantly, almost desperately, looking for patterns. Occasionally, this search can go rather wrong. Burrhus Frederic (B. F.) Skinner, one of the pioneers, along with Ivan Pavlov, of the study of simple forms of learning, found that if he presented food at regular intervals to a pigeon, without any cues preceding the feeding, the bird would nevertheless manufacture some action to pair with the tasty stimulus. One bird carried out a bizarre dance, twisting anticlockwise a few times. Another carried out a repeated head nod. It was as if the bird believed that twisting around would generate food. Skinner pointed out that this behavior looked remarkably like human superstition, which can result in such things as rain dances, or beliefs in astrology. It does seem clear that one component of the extreme popularity of irrational beliefs such as religion or alien abductions is our unerring search for structure and meaning within the constant torrent of information to which we are exposed.

The prevalence of superstitious beliefs in the animal kingdom suggests that some underlying process closely related to it is useful for animals. Imagine that the extent to which an animal searches for useful patterns is like the volume control on a low-grade stereo. Turn it too low, and you can’t hear any detail. If the volume is halfway, you can hear quite a bit of the music, but some of the accompanying instruments are hard to pick out. Turn it to the max, and much of what you pick up is distortion; you can hardly hear the main tune. Animals, it seems, like their informational music pretty loud; they want to be able to pick out every interesting detail in the melody, as well as the bass and the accompanying instruments, and achieving this highish volume is worth living with a bit of buzz and distortion. It’s better to maximize your chances of exploiting opportunities to learn new, interesting features of the world than to miss these potential insights, even if, occasionally, you make false guesses and latch onto irrelevant behavioral habits. This is highly reminiscent of chaos-inducing strategies that occur on a genetic level, such as mutations, sex, and jumping genes, which may create many fatal novelties, but also some genuinely useful innovations.

But while the innovations in bacteria were impressive, when you have a large biological computer, such as a brain, capable both of storing stable ideas and learning new ones on the fly, the gains in information processing and physical control of the environment are exponentially improved.

This constant searching for tricks and patterns regularly yields solid dividends, to such a degree that we are largely blind to how vast our collection of structured knowledge is and how much it dictates who we are. I’m not alone in being a huge fan of tennis giant Roger Federer. I’m constantly astounded by his accuracy, his power, and the diversity of his shots, which seem so many orders of magnitude above what humans should be capable of. But I take comfort from the fact that he is merely mortal, and spent many thousands of hours obsessing over and practicing his art, starting not long after he was out of diapers. In almost any field, spending thousands of hours devoted to your beloved topic seems an important prerequisite for appearing to be a genius. But, really, we are all super-super-Federers in the way we mentally interact with the world, and the reasons are similar—practice. This time, though, the practice is largely on an evolutionary level. We’ve had not thousands of hours to hone our skills, but half a billion years.

Most animals have a combination of highly practiced models of the world—some are genetically determined; others are merely primed by genetics; and still others are entirely prescribed by learning and experience. Humans are unusual in the animal kingdom in that although we are born fully formed, with all the parts where they should be, we are helpless for many months—normally having to wait for over a year before we can even walk. Part of the reason for this is somewhat trivial: If we were born with our brains properly developed, we would have to be born with much larger heads, and our mothers would require pelvises so large they would hardly be able to walk. Another reason, though, goes to the heart of what it means to be human. In this seesaw between fast, brittle, uncomplicated instincts and slower, flexible, potentially complex plans, humans definitely weigh heavily on the side of the latter. We begin life embarrassingly ignorant and incapable, but have an enormous capacity to learn and optimize any motor skill and any representation of the world—and that’s exactly what we spend our lives doing.

We may not all have Federer’s physical poise, but we nevertheless find it trivial to walk about a busy town while chatting to a friend, fluidly moving our limbs and mouths in incredibly coordinated ways, picking up and moving multiple grouped objects simultaneously with undoubted finesse, recognizing obstacles automatically, and so on. All these are utter computational marvels. They are partly the product of hundreds of millions of years of evolution, which have provided us with an immensely powerful biological computer, honed in just the right way for us to understand the world and move within it. But the supremely sophisticated ways in which we navigate through our daily lives are also partly a result of the vast amount of learning we’ve accomplished by the time we reach adulthood.

In many surprising realms, our apparently effortless feats of thought and motion make those of the most cutting-edge robots look utterly idiotic. Despite many years of research on the part of their creators, any robot that is designed not to perform perfectly prescribed, repetitive movements, but instead to learn about perception, walking, and the meaning of objects, tends even now to fail at these tasks in a comical, catastrophic way. The robot ends up resembling some combination of a heavily alcoholic squirrel and a newborn child. This is despite the stupendously powerful computers we now have at our disposal and much genuine progress in artificial intelligence and engineering. We might not realize it, but almost everything we do so automatically and flawlessly is in fact frighteningly complex, requiring a vast infrastructure of carefully sculpted biological algorithms.

The brain as a computer is a fantastically complex statistical engine, constantly refining models of how the world is and will be. Everything feels so easy to us, but that is all an utter illusion, just as Federer’s skills seem so deceptively effortless (until you pick up a racket and try to emulate his expertise yourself). In almost every corner of our mental lives, we are applying a particularly powerful form of predictive statistics (known as Bayesian inference), which boils down to tweaking our model of current and future events based on related events from the past.

This combination of frenetic statistical computation and a constant, conscious, roaming search for patterns allows us to aggressively, minutely track thousands of flittering features of the world and discover insights about them to recreate so much of its beautiful structure inside our minds. We are consequently, in some ways, now heavily protected from the cruelties of biological evolution, since so much of the evolutionary battles between ideas now occur in the mental realm. A professional, scientific picture of the universe is one quite natural product of our massive brains. We have tamed and controlled nature to give us plentiful food and protect us from the elements, and we are increasingly able to fight the disease and decay in our bodies through medical advances.

At the same time, our vast capacity to learn—to extract regularities and meaning from that information stream—is intimately related to our awareness, to the rich and deep experiences that constantly punctuate our lives.
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