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Introduction

Sisyphus Sings with a Ying

WHEN THE SECOND of her two children turned thirteen, my sister decided that it finally was time to let their membership lapse in two familiar family haunts: the science museum and the zoo. These were kiddie places, she told me. Her children now had more mature tastes. They liked refined forms of entertainment—art museums, the theater, ballet. Isn't that something? My sister's children's bodies were lengthening, and so were their attention spans. They could sit for hours at a performance of Macbeth without so much as checking the seat bottom for fossilized wads of gum. No more of this mad pinball pinging from one hands-on science exhibit to the next, pounding on knobs to make artificial earthquakes, or cranking gears to see Newton's laws in motion, or something like that; who bothers to read the explanatory placards anyway? And, oops, hmm, hey, Mom, this thing seems to have stopped working! No more aping the gorillas or arguing over the structural basis of a polar bear's white coat or wondering about the weird goatee of drool gathering on the dromedary's chin. Sigh. How winged are the slippers of time, how immutably forward point their dainty steel-tipped toe boxes. And how common is this middle-class rite of passage into adulthood: from mangabeys to Modigliani, T. rex to Oedipus Rex. 

The differential acoustics tell the story. Zoos and museums of science and natural history are loud and bouncy and notably enriched with the upper registers of the audio scale. Theaters and art museums murmur in a courteous baritone, and if your cell phone should bleat out a little Beethoven chime during a performance, and especially should you be so barbaric as to answer it, other members of the audience have been 
instructed to garrote you with a rolled-up  Playbill. Science appreciation is for the young, the restless, the Ritalined. It's the holding-pattern fun you have while your gonads are busy ripening, and the day that an exhibit of Matisse vs. Picasso in Paris exerts greater pull than an Omnimax movie about spiders is the debutante's ball for your brain. Here I am! Come and get me! And don't forget your Proust!

Naturally enough, I used the occasion of my sister's revelation about lapsing memberships to scold her. Whaddya talking about, giving up on science just because your kids have pubesced? Are you saying that's it for learning about nature? They know everything they need to know about the universe, the cell, the atom, electromagnetism, geodes, trilobites, chromosomes, and Foucault pendulums, which even Stephen Jay Gould once told me he had trouble understanding? How about those shrewdly coquettish optical illusions that will let you see either a vase or two faces in profile, but never, ever two faces and a vase, no matter how hard you concentrate or relax or dart your eyes or squint like Humphrey Bogart or command your perceptual field to stop being so archaically serial and instead learn to multitask? Are your kids really ready to leave these great cosmic challenges and mysteries behind? I demanded. Are you?

My voice hit a shrill note, as it does when I'm being self-righteous, and my sister is used to this and replied with her usual shrug of common sense. The membership is expensive, she said, her kids study plenty of science in school, and one of them has talked of becoming a marine biologist. As for her own needs, my sister said, there's always PBS. Why was I taking this so personally?

Because I'm awake, I muttered. Give me a chance, and I'll take the jet stream personally.

My bristletail notwithstanding, I couldn't fault my sister for deciding to sever one of the few connections she had to the domain of human affairs designated Science. Good though the Oregon Museum of Science and Industry may be, it is undeniably geared toward visitors young enough to appreciate such offerings as the wildly popular "Grossology" show, a tour through the wacky world of bodily fluids and functions.

Childhood, then, is the one time of life when all members of an age cohort are expected to appreciate science. Once junior high school begins, so too does the great winnowing, the relentless tweezing away of feather, fur, fun, the hilarity of the digestive tract, until science becomes the forbidding province of a small priesthood—and a poorly dressed one at that. A delight in "Grossology" gives way to a dread of 
grossness. In this country, adolescent science lovers tend to be fewer in number than they are in tedious nicknames: they are geeks, nerds, eggheads, pointy-heads, brainiacs, lab rats, the recently coined aspies (for Asperger's syndrome); and, hell, why not "peeps" (pocket protectors) or "dogs" (duct tape on glasses) or "losers" (last ones selected for every sport)? Nonscience teenagers, on the other hand, are known as "teenagers," except among themselves, in which case, regardless of gender, they go by an elaboration on "guys"—as in "you guys," "hey, guys" or "hey, you guys." The you-guys generally have no trouble distinguishing themselves from geeks bearing beakers; but should any questions arise, a teenager will hasten to assert his or her unequivocal guyness, as I learned while walking behind two girls recently who looked to be about sixteen years old. 

Girl A asked Girl B what her mother did for a living.

"Oh, she works in Bethesda, at the NIH," said Girl B, referring to the National Institutes of Health. "She's a scientist."

"Huh," said Girl A. I waited for her to add something like "Wow, that's awesome!" or "Sweet!" or "Kewl!" or "Schnitzel with noodles!" and maybe ask what sort of science this extraordinary mother studied. Instead, after a moment or two, Girl A said, "I hate science."

"Yeah, well, you can't, like, pick your parents," said Girl B, giving her beige hair a quick, contemptuous flip. "Anyway, what are you guys doing this weekend?"

As youth flowers into maturity, the barrier between nerd and herd grows taller and thicker and begins to sprout thorns. Soon it seems nearly unbreachable. When my hairstylist told me he was planning to visit Puerto Rico, where I'd been the previous summer, and I recommended that he visit the Arecibo radio telescope on the northwestern side of the island, he looked at me as though I'd suggested he stop by a manufacturer of laundry detergent. "Why on earth would I want to do that?" he asked.

"Because it's one of the biggest telescopes in the world, it's open to the public, and it's beautiful and fascinating and looks like a giant mirrored candy dish from the 1960s lodged in the side of a cliff?" I said.

"Huh," he said, taking a rather large snip of hair from my bangs.

"Because it has a great science museum to go with it, and you'll learn a lot about the cosmos?"

"I'm not one of those techie types, you know," he said. Snip snip snip snip snip.


"Because it was featured in the movie Contact, with Jodie Foster?" I groped frantically. 

The steel piranhas could not be stilled. "I've never been a big Jodie Foster fan," he said. "But I'll take it under advisement."

"Hi, honey!" my husband said when I got home. "Where did you put your hair?"

In truth, I pull it out myself just fine, all the time. How could it be otherwise? I am a science writer. I've been one for decades, for my entire career, and I admit it: I love science. I started loving it in childhood, during trips to the American Museum of Natural History, and then I temporarily misplaced that love when I went to a tiny high school in New Buffalo, Michigan, where the faculty was so strapped for money that one person was expected to teach biology, chemistry, and history before dashing off for his real job as the football coach. The overstretched fellow never lost his sense of humor, though. One morning, as I approached his desk to present him with my biology project, a collection of some two dozen insects pinned to cardboard, I noticed that the praying mantis, the scarab beetle, and the hawk moth were not quite dead, were in fact wriggling around desperately on their stakes. I screamed a girlish stream of obscenities and dropped the whole thing on the floor. My teacher grinned at me, his eyes merrily bug-eyed, and said he couldn't wait until it was time for me to dissect the baby pig.

In college I rediscovered my old flame, science, and it was still blazing Bunsen burner blue. I took many science courses, even as I continued to think of myself primarily as a writer, and even as my fellow writers wondered why I bothered with all the physics, calculus, computers, astronomy, and paleontology. I wondered myself, for I was hardly a natural in the laboratory. I studied, I hammered, I nattered, I plucked out my hairs, but I kept at it.

"Well, aren't you a little C. P. Snow White and the Two Cultures," said a friend. "What's your point with these intellectual hybridization experiments, anyway?"

"I don't know," I said. "I like science. I trust it. It makes me feel optimistic. It adds rigor to my life."

He asked why I didn't just become a scientist. I told him I didn't want to ruin a beautiful affair by getting married. Besides, I wouldn't be a very good scientist, and I knew it.

So you'll be a professional dilettante, he said.

Close enough. I became a science writer.

So now, at last, I come to the muscle of the matter, or is it the gristle, or the wishbone, the skin and pope's nose? I have been a science writer 
for a quarter of a century, and I love science, but I have also learned and learned and not forgotten but have nevertheless been forced to relearn just how unintegrated science is into the rest of human affairs, how stubbornly apart from the world it remains, and how persistent is the image of the rare nerd, the idea that an appreciation of science is something to be outgrown by all but those with, oddly enough, overgrown brains. Here is a line I have heard many times through the years, whenever I've mentioned to somebody what I do for a living: "Science writing? I haven't followed science since I flunked high school chemistry." (Or, a close second, "...since I flunked high school physics.") Jacqueline Barton, a chemistry professor at the California Institute of Technology, has also heard these lines, and she has expressed her wry amusement at the staggering numbers of people who, by their own account, were not merely mediocre chemistry students, but undiluted failures. Even years of grade inflation cannot dislodge the F as the modal grade in the nation's chemistry consciousness. 

Science writing, too, has remained a kind of literary and journalistic ghetto, set apart either physically, as it is in the weekly science section of the New York Times, or situationally, as it is by being ignored in most places, most of the time, no matter how high the brow. Ignored by Harper's, ignored by the Atlantic, ignored by, yes, The New Yorker, ignored by the upscale cyberzines like Salon despite the presumably parageek nature of their audience. I've seen reader surveys showing that, of all the weekly pull-out sections in the New York Times, the most popular is "Science Times," which runs on Tuesdays. Yet I also know, because I have been told by kindhearted friends and relations, that many people discard the whole section up front and unthumbed. Some of those preemptive ejectors even work for the New York Times. Several years ago, when the woman who was then the science editor of the New York Times asked the man who was then the chief editor of the entire paper to please, please, give the science staff some words of appreciation for all their good work, the chief editor sent a memo assuring the staff how much he looked forward to "Science Times" ...every Wednesday. When I first started writing for the newspaper, and I introduced myself as a science reporter to the columnist William Safire, he said, "So I would be likely to read you on Thursdays, right?" Harold Varmus, a Nobel laureate, told me I should have replied, "Sure, Bill, if you read the paper forty-eight hours late."

Oy, it hurts! How could it not? Nobody wants to feel irrelevant or marginal. Nobody wants to feel that she's failed, unless she's in a high school chemistry class, in which case everybody does. Yet I'll admit it. I 
feel that I've failed any time I hear somebody say, Who cares, or Who knows, or I just don't get it. When a character on the otherwise richly drawn HBO series  Six Feet Under announces that she's planning to take a course in "biogenetics" and her boyfriend replies, Bo-o-ring. Why on earth are you doing that? I take it personally. Wait a minute! Hasn't the guy heard that we're living in the Golden Age of Biology? Would he have found Periclean Athens bo-o-ring too? When my father-in-law finishes reading something I've written about genes and cancer cells and says he found it fascinating but then asks me, "Which is bigger, a gene or a cell?" I think, Uh-oh, I really blew it. If I didn't make clear the basic biofact that while cells are certainly very small, each one is big enough to hold the entire complement of our 25,000 or so genes—as well as abundant bundles of tagalong genetic sequences, the function of which remains unknown—then what good am I? And when a copy editor, in the course of going over a story I've written about whale genetics, asks me to confirm the suggestions in my text that (a) whales are mammals and (b) mammals are animals, I think, Uh-oh, but this time in bold, twenty-six-point, panic-stricken type. Woe, woe, nobody knows anything about science. Woe, woe, nobody cares.

Am I sounding self-pitying, a sour-grapes-turned-defensive whine? Of course: a good offense begins with a nasal defensiveness. If I was going to write a book about the scientific basics, I had to believe that there was a need for such a book, and I do. If I believed there is a need for a primer, a guided whirligig through the scientific canon, then obviously I must believe there to be a large block of unprimed real estate in the world, vast prairies and deep arroyos of scientific ignorance and scientific illiteracy and technophobia and eyes glazing over and whales having their nursing privileges rescinded. In the civic imagination, science is still considered dull, geeky, hard, abstract, and, conveniently, peripheral, now, perhaps, more than ever. In a 2005 survey of 950 British students ages thirteen through sixteen, for example, 51 percent said they thought science classes were "boring," "confusing," or "difficult"—feelings that intensified with each year of high school. Only 7 percent thought that people working in science were "cool," and when asked to pick out the most famous scientist from a list of names that included Albert Einstein and Isaac Newton, many respondents instead chose Christopher Columbus.

Scientists are quick to claim mea culpas, to acknowledge that they bear some responsibility for the public allergy toward their profession. We've failed, they say. We've been terrible at communicating our work to the masses, and we're pathetic when it comes to educating our nation's youth. We've been too busy with our own work. We have to publish papers. We have to write grant proposals. We're punished by "the system," the implacable academic track that rewards scientists for focusing on research to the exclusion of everything else, including teaching or public outreach or writing popular books that get made into  Nova specials. Besides, very few of us are as tele-elegant as Brian "String King" Greene, are we? All of which amounts to: guilty as charged. We haven't done our part to enlighten the laity.

A fair question to interject here is: Need we do anything at all? Does it matter if the great majority of people know little or nothing about science or the scientific mindset? If the average Joe or Sophie doesn't know the name of the closest star (the sun), or whether tomatoes have genes (they do), or why your hand can't go through a tabletop (because the electrons in each repel each other), what difference does it make? Let the specialists specialize. A heart surgeon knows how to repair an artery, a biologist knows how to run a gel, a jet pilot knows how to illuminate the FASTEN SEAT BELT sign at the exact moment you've decided to get up and go to the bathroom. Why can't the rest of us clip our coupons and calories in peace?

The arguments for greater scientific awareness and a more comfortable relationship with scientific reasoning are legion, and many have been flogged so often they're beginning to wheeze. A favorite thesis has it that people should know more about science because many of the vital issues of the day have a scientific component: think global warming, alternative energy, embryonic stem cell research, missile defense, the tragic limitations of the dry cleaning industry. Hence, a more scientifically sophisticated citizenry would be expected to cast comparatively wiser votes for Socratically wise politicians. They would demand that their elected representatives know the differences between a blastocyst, a fetus, and an orthodontist, and that one is a five-day-old, hollow ball of cells from which coveted stem cells can be extracted and theoretically inveigled to grow into the body tissue or organ of choice; the next is a developing prenate that has implanted in the mother's uterus; and the third is never covered by your company's dental plan.

Others propose that a scientifically astute public would be relatively shielded against superstitious, wishful thinking, flimflammery, and fraud. They would realize that the premise behind astrology was ludicrous, and that the doctor or midwife or taxi driver who helped deliver you exerted a far greater pull on you at your moment of birth than did the sun, moon, or any of the planets. They would accept that the fortune in their cookie at the Chinese restaurant was written either by a computer 
or a new hire at the Wonton Food factory in Queens. They would calculate their odds of winning the lottery, see how ridiculously tiny they were, and decide to stop buying lottery tickets, at which point the education budgets of at least thirty of our fifty states would collapse. This last figure, alas, is not a joke, suggesting that if a pandemic of rational thinking should suddenly grip our nation, politicians might have to resort to dire measures to replace the income from state lotteries and state-owned slot machines, including—bwah-ha-ha!—raising taxes. 

Lucy Jones, a seismologist at the California Institute of Technology, knows too well how resistant people can be to reason, and how readily they dive down a rabbit hole in search of axioms, conspiracy theories, the rabbit's fabled foot. A hearty, fiftyish woman with short, peach-colored hair and a rat-a-tat cadence, Jones serves as the United States Geological Survey's "scientist-in-charge" for all of Southern California, in which capacity she promotes the cause of earthquake preparedness. She has also been a designated USGS punching bag, officiating at media squalls and confronting public panic whenever the continental plate on which Southern California is perched gives a nasty shake. Like seismologists everywhere, she is trying to improve geologists' ability to predict major earthquakes, to spot the early warning signs in time to evacuate cities or otherwise take steps to protect people, their domiciles, that treasured set of highball glasses from the 1964 World's Fair. Jones has heard enough earthquake myths to shake a trident at: that fish in China can sense when a temblor is coming, for instance, or that earthquakes strike only early in the morning. "People tend to remember the early-morning earthquakes because those are the ones that woke them up and scared them the most," Jones said. "When you show them the data indicating that, in fact, an earthquake is as likely to happen at six P.M. as six A.M., they still insist there must be some truth to the story because their mothers and grandmothers and great-uncle Milton always said it was true. Or they will redefine 'early morning' to mean anything from midnight until lunchtime. And, by gosh, it's true: many earthquakes that occur, occur between twelve A.M. and twelve P.M. Uncle Milton was right!"

The public also believes that seismologists are much better at predicting earthquakes than they claim, but that they perversely keep their prognostications to themselves because they don't want to "stir a panic."

"I got a letter from a woman saying, 'I know you can't tell me when the next earthquake is going to be,'" Jones said, "'but will you tell me when your children go to visit out-of-town relatives?' She assumed I'd 
quietly use my insider's knowledge on behalf of my own family, while denying it to everybody else. People would rather believe the authorities were lying to them than to accept the uncertainty of the science." With a minimum of scientific training, Jones said, people would realize that the words "science" and "uncertainty" deserve linkage in a dictionary and that the only reason she would send her children to visit out-of-town relatives would be to visit out-of-town relatives. 

Many scientists also argue that members of the laity should have a better understanding of science so they appreciate how important the scientific enterprise is to our nation's economic, cultural, medical, and military future. Our world is fast becoming a technical Amazonia, they say, a pitiless panhemispheric habitat in which being on a first-name basis with scientific and technical principles may soon prove essential to one's socioeconomic survival. "Soon after the Industrial Revolution, we in the West reached a point where reading was a fundamental process of human communication," Lucy Jones said. "If you couldn't read, you couldn't participate in ordinary human discourse, let alone get a decent job.

"We're going through another transformation in expectations right now," she continued, "where reasoning skills and a grasp of the scientific process are becoming things that everybody needs."

Scientists are hardly alone in their conviction that America's scientific eminence is one of our greatest sources of strength. Science and engineering have given us the integrated circuit, the Internet, protease inhibitors, statins, spray-on Pam (it works for squeaky hinges, too!), Velcro, Viagra, glow-in-the-dark slime, a childhood vaccine syllabus that has left slacker students with no better excuse for not coming to class than a "persistent Harry Potter headache," computer devices named after fruits or fruit parts, and advanced weapons systems named after stinging arthropods or Native American tribes.

Yet the future of our scientific eminence depends not so much on any cleverness in applied science as on a willingness to support basic research, the pi-in-the-sky investigations that may take decades to yield publishable results, marketable goodies, employable graduate students. Scientists and their boosters propose that if the public were more versed in the subtleties of science, it would gladly support generous annual increases in the federal science budget; long-term, open-ended research grants; and sufficient investment in infrastructure, especially better laboratory snack machines. They would recognize that the basic researchers of today help generate the prosperity of tomorrow, not to mention elucidating the mysteries of life and the universe, and that you 
can't put a price tag on genius and serendipity, except to say it's much bigger than Congress's science allotment for the current fiscal year. 

Yes, let's cosset the scientists of today and let's home-grow the dreamers of tomorrow, the next generation of scientists. For by fostering a more science-friendly atmosphere, surely we would encourage more young people to pursue science careers, and keep us in fighting trim against the ambitious and far more populous upstarts India and China. We need more scientists! We need more engineers! Yet with each passing year, fewer and fewer American students opt to study science. As a National Science Board advisory panel warned Congress in 2004, "We have observed a troubling decline in the number of U.S. citizens who are training to become scientists and engineers," while the number of jobs requiring such training has soared. At this point, a third or more of the advanced science and engineering degrees earned each year in the United States are awarded to foreign students, as are more than half of the postdoctoral slots. And while there is nothing wrong with the international complexion that prevails in any scientific institution, foreign students often opt to take their expertise and credentials back to their grateful nation of origin. "These trends," the Science Board said, "threaten the economic welfare and security of our country."

Who can blame Americans for shunning science when, for all the supposed market demand, research jobs remain so poorly paid? After their decade or more of higher education, postdoctoral fellows can expect to earn maybe $40,000; and even later in their careers, scientists often remain stubbornly in the stratum of the five-figure salary. David Baltimore, a Nobel laureate and the former president of Caltech, who spent much of his early career at MIT, observed that the classic bakery for an upper-crust life, Phillips Academy prep school in Andover, Massachusetts, where his daughter was a student, has an excellent science program, one of the best. "But you never see Andover graduates at MIT," he said. "Academy alumni with quantitative skills go on to become stockbrokers. There are damned few patrician scientists."

Beyond better pay, science needs more cachet. Science advocates insist that if science were seen as more glamorous, racier, and more avant-garde than it is today, it might attract more participants, more brilliant young minds and nimble young fingers willing to click pipettes for twenty hours at a stretch. "Things were different while I was growing up," said Andy Feinberg, a geneticist at Johns Hopkins University. "It was the time of Sputnik, the race into space, and everybody was caught up in science. They thought it was important. They thought it was exciting. They thought it was cool. Somehow we must reinvigorate that 
spirit. The culture of discovery drives our country forward, and we can't afford to lose it." 

These are all important, exciting, spirited arguments for promoting greater scientific awareness. I'd love to see more young Americans become scientists, especially the girl who serves as the vessel of my DNA and as a deduction on my tax return. I'd also be happy to see voters make smarter and more educated choices in Novembers to come than they have in the past.

And yet. As Steven Weinberg, a Nobel laureate and professor of physics at the University of Texas, points out, many issues of a supposedly scientific slant cannot be decided by science at all. "When it comes to something like the debate over an antiballistic missile defense system," he said, "I've been more bothered by the fact that our leaders seem to be the sort of people who don't read history rather than by the fact that they don't understand X-ray lasers." Can science really decide an issue like whether we should extract stem cells from a human blastocyst? All science can tell you about that blastocyst is, yep, it's human. It has human DNA in it. Science cannot tell you how much gravitas that blastocyst should be accorded. Science cannot settle the debate over the relative "right" of a blastocyst to its cellular integrity and uncertain future—deep freeze for possible implantation in a willing womb at some later date? or a swift bon voyage down the fertility clinic drainpipe?—versus the "right" of a patient with a harrowing condition like multiple sclerosis or Parkinson's disease to know that scientists have unfettered, federally financed access to stem cells and may someday spin that access into new therapies against the disease. This is a matter of conscience, politics, religious conviction, and, when all else fails, name-calling.

In sum, I'm not sure that knowing about science will turn you into a better citizen, or win you a more challenging job, or prevent the occasional loss of mental faculties culminating in the unfortunate purchase of a pair of white leather pants. I'm not a pragmatist, and I can't make practical arguments of the broccoli and flossing kind. If you're an adult nonscientist, even the most profound midlife crisis is unlikely to turn you into a practicing scientist; and unless you're a scientist, you don't need to know about science. You also don't need to go to museums or listen to Bach or read a single slyly honied Shakespeare sonnet. You don't need to visit a foreign country or hike a desert canyon or go out on a cloudless, moonless night and get drunk on star champagne. How many friends do you need?

In place of civic need, why not neural greed? Of course you should know about science, as much as you've got the synaptic space to fit. Science is not just one thing, one line of reasoning or a boxable body of scholarship, like, say, the history of the Ottoman Empire. Science is huge, a great ocean of human experience; it's the product and point of having the most deeply corrugated brain of any species this planet has spawned. If you never learn to swim, you'll surely regret it; and the sea is so big, it won't let you forget it. 

Of course you should know about science, for the same reason Dr. Seuss counsels his readers to sing with a Ying or play Ring the Gack: These things are fun, and fun is good.

There's a reason why science museums are fun, and why kids like science. Science is fun. Not just gee-whizbang "watch me dip this rose into liquid nitrogen and then shatter it on the floor" fun, although it's that, too. It's fun the way rich ideas are fun, the way seeing beneath the skin of something is fun. Understanding how things work feels good. Look no further—there's your should.

"I was in college and in a debate with my father," said David Botstein, a geneticist at Princeton University. "He wanted me to be a doctor. I wanted to be a scientist. I had made it pretty clear to him that I wasn't going to medical school, and in fact I was already engaged in some really interesting research on DNA. One evening, a buddy of my father's, a general surgeon, cross-examined me about what it was I planned to do. How could anything be more interesting than human physiology and putting together broken bones? We were both having a little drink, and I explained to him what the structure of DNA meant, and its implications. This was back around 1960, when the field of molecular biology was just getting started. At the end of our conversation, my father's friend looks up, and says, 'You are the luckiest guy in the world. You are going to get paid to have fun.'"

Peter Galison, a professor of the history of physics at Harvard University, marvels cheekily at the thoroughness with which the public image of science has been drained of all joy. "We had to work really hard to accomplish this spectacular feat, because I've never met a little kid who didn't think science was really fun and really interesting," he said. "But after years of writing tedious textbooks with terrible graphics, and of presenting science as a code you can't crack, of divorcing science from ordinary human processes that use it daily, guess what: We did it. We persuaded a large number of people that what they once thought was fascinating, fun, the most natural thing in the world, is alien to their existence."

Granted, all the scientists I interviewed who attested to the fun of science are safely and amply granted, are flourishing in their fields and 
have personal cause to think the universe is a magical place. Yet I know plenty of very successful writers who think of themselves, not as the luckiest hey-you-guys in the world, but as cursed, as miserable, as being in their trade because they have no choice, no other marketable skills. "A writer is somebody for whom writing is more difficult than it is for other people," the novelist and essayist Thomas Mann complained. "When I come home for lunch after writing all morning, my wife says I look like I just came home from a funeral," said Carl Hiaasen—and he writes comic novels. David Salle, the artist, moaned to Janet Malcolm of  The New Yorker about the miseries of painting. "I find it extremely difficult. I feel like I'm beating my head against a brick wall," he said. "I feel that everyone else has figured out a way to do it that allows him an effortless, charmed ride through life, while I have to stay in this horrible pit of a room, suffering." For their part, scientists are extremely bright and driven and—don't let their shorts and T-shirts fool you—carnivorously competitive; yet through it all they gush about the good fortune and great fun of being scientists, and they're not selfish and they're willing to share their glee.

"So, yes, we did it, we pushed the boulder to the top of the hill, and we made people think science is boring," Galison continued. But there's something to be said for a boulder in that position: it holds a lot of potential energy, and it's practically begging to be dislodged. A few well-placed shoves, a joining of shoulders for a hearty oomph, and the boulder may well be released from its unnatural bondage, to tumble earthward with a Newtonian roar.

This book is my small attempt to lend a deltoid to the cause, of nudging the boulder and unleashing the kinetic beauty of science to wow as it will.





Maybe you're one of those people who hasn't clicked with science since that dreadful year of high school when you flunked physics because you showed up for the final exam an hour late, in your pajamas, and carrying an insect collection. Or maybe you fulfilled your college science requirements by taking courses like the Evolutionary Psychology of Internet Dating, and you regret that you still can't tell the difference between a proton, a photon, and a moron. Or maybe you're just curiouser and curiouser and you don't know where to start. You think that the beginning might be a reasonable place, but whose beginning? Not the kiddie beginning, not the contemptuous or embarrassing or didactic digit-wagging beginning, but the beginning as an adult. The beginning as a relationship between equals, you and science. And before you raise your 
hands defensively, and cry, Whoa, that's not a fair competition, me versus science, let me say, It's not you  against science, but you with science, you the taxpayer who supports science whether you realize it or not, you the person who does science more often than you'd suspect. Every time you try to isolate a problem with the vacuum cleaner, for example—machine heats up; machine stops running; holy hairball, when was the last time you changed the bag in this thing, anyway? Or when you know that if you don't stir the hollandaise sauce constantly at a hot but not boiling temperature you'll end up with a mass too lumpy to pour over your asparagus. You do science, you support science, you're baking the cake, you may as well lick the spoon.

This beginning is the beginning as scientists see it, or at least as they've agreed to see it because some reporter has shown up at their office door, plunked herself down in a chair, and asked them to consider a few very basic questions. Scientists have long whinnied about rampant scientific illiteracy and the rareness of critical thinking and the need for a more scientifically sophisticated citizenry. Fair enough. But what would it take to rid people of this dread condition, this pox populi ignoramus, and replace it with the healthy glow of erudition? What would a nonscientist need to know about science to qualify as scientifically seasoned? If you, Dr. Know, had to name a half-dozen things that you wish everybody understood about your field, the six big, bold, canonical concepts that even today still bowl you over with their beauty, what would they be? Or if you're the type of professor who still on occasion teaches undergraduate courses for those soft-shelled specimens known as "nonmajors," what are the essential ideas that you hope your students distill from the introductory class, and even retain for more than a few femtoseconds after finals? What does it mean to think scientifically? What would it take for a nonscientist to impress you at a cocktail party, to awaken in you the sensation that hmm, this person is not a buffoon?

When confronted with the query "What do you wish people knew about science?" many scientists felt compelled to talk about the urgent need to improve science education in primary and secondary school, which is a noble and necessary goal and worth urging at all relevant opportunities, but few adults have the luxury of a K-through-12 encore. To the well-intentioned curriculum revisionists, I gave my emphatic agreement, then pleaded that they take pity on the post-pedagogued. Surely not even the most feebly educated adult is beyond hope? Let's focus on them: What should nonspecialist nonchildren know about science, and how should they know it, and what is this thing called fun?


Realizing that the term "science" is a bit of a bounder, which can be induced via modifiers like "social" or "soft" to embrace anthropology, sociology, psychology, economics, politics, geography, or feng shui, I decided to focus on those sciences generally awarded the preamble "hard." These are the physical and life sciences, which in their broadest categories include physics, chemistry, biology, geology, and astronomy. These are the subjects that people tend to find the most daunting and abstruse, and that have the worst customer service desks. At the same time, they are the fields in which the greatest progress has been made, where the discoveries of the last century have been the grandest and most buoyant, and where a shopworn term like "revolutionary" still rightly applies. Scientists have probed the Joycean chambers of the atom, read the memoirs of the cosmos virtually back to the moment of crowning, detangled the snarls of our DNA, and mapped the twitchy globe of Silly Putty we call our castle and our home. These are the fairy tales of science, tales, as one scientist put it, "that happen to be true." They are hard the way diamonds and rubies are hard: they're built to last, and they sure look swell in the light. 





In the course of my research, I interviewed and gathered insights from hundreds of scientists, often in person, sometimes by phone and email, at many of the nation's premier universities and institutions. I spoke with Nobel laureates, members of the National Academy of Sciences, university presidents, institute directors, MacArthur geniuses. I also sought out researchers who were known as brilliant teachers, who had won their university's version of the "most adored professor of the year" award, or who were cited on student Web sites for being exceptionally clear, inspirational, entertaining, or, that old reliable, "awesome." Even the most difficult, desultory conversations, the ones that had me feeling like a Victorian dentist—all pliers and no nitrous—almost invariably yielded a gem or two. Scientists talked about the need to embrace the world as you find it, not as you wish it to be. They described their favorite molecules. They told jokes, like the one about physicist Werner Heisenberg, whose famed uncertainty principle says that you can know the position of an electron as it orbits the nuclear heart of an atom, or you can know its velocity, but that you can't know both at once. To wit: Heisenberg is scheduled to give a lecture at MIT, but he's running late and speeding through Cambridge in his rental car. A cop pulls him over, and says, "Do you have any idea how fast you were going?"

"No," Heisenberg replies brightly, "but I know where I am!"


"Now, you tell that at a cocktail party, and people will walk away from you," said Michael Rubner, a materials scientist at MIT. "Tell it in front of five hundred eighteen-year-olds at MIT, and they just roar." 

I also pushed scientists to get beyond the knee-jerk tutorials, to explain, as much as was possible, what exactly they mean by some of the terms so often used as introductory definitions. You've likely heard, for example, the purportedly kindergarten description of the atom, that it is composed of three different classes of particles: protons and neutrons sitting sunlike at the center, electrons whizzing in orbits around them. You might also have heard that protons have a "positive charge," electrons a "negative charge," and neutrons "no charge." Well, that sounds breezy enough: a plus sign, a minus sign, and free with purchase. But what in the name of Mr. Rogers's last cardigan are we really talking about? What does it mean to say that a particle has "charge," and how does this subatomic "charge" of the light brigade relate to more familiar, real-world displays of electric "charge"? When your car breaks down in the middle of nowhere, for example, and you realize, on taking out your cell phone to call for help, that you forgot to re-"charge" the battery, and suddenly it's not a beautiful day in the neighborhood after all?

I also sought, as much as possible, to make the invisible visible, the distant neighborly, the ineffable affable. If a human cell were blown up to the size of something you could display on your coffee table, would you want to? What would it look like? You say that the average cell is a very busy place. Is that busy like Manhattan, or busy like Toronto?

It's not that I wanted to take dumbing-down to new heights. In peppering sources with the most pre-basic of questions and tapping away at the Plexiglas shield of "everybody knows" until I was about as welcome as a yellow jacket at a nudist colony, I had several truly honorable aims. For one thing, I wanted to understand the material myself, in the sort of visceral way that allows one to feel comfortable explaining it to somebody else. For another, I believe that first-pass presumptions and nonexplanatory explanations are a big reason why people shy away from science. If even the Shlemiel's Guide to the atom begins with a boilerplate trot through concepts that are pitched as elementary and self-evident but that don't, when you think about them, really mean anything, what hope is there for mastering the text in cartoon balloon number two?

Moreover, in choosing to ask many little questions about a few big items, I was adopting a philosophy that lately has won fans among science educators—that the best way to teach science to nonscientists is to go for depth over breadth. 

After countless interviews and many months of labor, I began to experience the wonderful, terrible sensation of "déjà-knew": scientists were telling me the same things I'd heard before. Wonderful, because it meant I could be fairly confident I had a defensible corpus of scientific fundamentals that weren't entirely arbitrary or idiosyncratic. Terrible, because it meant the time for reporting was over, and the time had arrived for writing, the painful process, as the neuroscientist Susan Hockfield so pointedly put it, of transforming three-dimensional, parallel-processed experience into two-dimensional, linear narrative. "It's worse than squaring a circle," she said. "It's squaring a sphere." And to think I was brought to tears in an art class because I couldn't draw a straight line.



Thinking Scientifically

An Out-of-Body Experience

SCOTT STROBEL, A BIOCHEMIST at Yale University, is tall, tidy, and boyishly severe, his complexion a polished apple, his jaw ajut, his hair a sergeant's clipped command. He looks athletic. He keeps pictures of his three beaming children on his desk. I am not surprised to learn that he graduated summa cum laude from Brigham Young University. He might be good company at a family picnic, but on this fluorescent-enhanced midweek morning, as we sit around his office coffee table engaged in what he has deemed a form of constructive entertainment, Strobel is about as much fun as an oncologist. 

Strobel has taken out his personal kit of Mastermind, a game I had never seen before and knew nothing about. He often plays the game with the graduate students and postdoctoral fellows in his lab. They love it. So, I later discovered, do my husband and daughter. Now Strobel is teaching me to play Mastermind, but of the many words competing for the tip of my tongue, "love" is not one of them.

In Mastermind, he explains, you try to divine your opponent's hidden sequence of four colored pegs by shuffling your own colored pegs among peg holes. If you guess a correct color in the correct position, your opponent inserts a black peg on his side of the board; a correct color in an incorrect position gets you a white peg; and the wrong color for any position earns you no peg at all. Your goal is to end up with four black pegs on your adversary's end in as few rounds as possible.

"Got it?" he says, pushing the board in my direction.

"I never really liked games," I plead. "Don't you have any nice slide presentations instead?"

"I have a point to make with this," he says. "Go ahead."


Without a tornado or the sudden onset of pneumococcal pneumonia to deliver me, I sigh and arrange my pegs in a pleasant police lineup of blue, red, yellow, green. Strobel responds in a pattern of blacks, whites, and blanks. I lunge with a red piece, he parries by plucking off a white peg. Green here? Sorry, dear. I'm trying my best, but I have a wooden ear for the game, and I make bad choices and no progress. I fight back tears, which fecklessly leap to freedom as sweat. I curse Strobel and all scientists who ever lived, especially the inventor of the pegboard. 

Finally, Strobel takes pity on me. "Well, I think you get the idea," he says. He sweeps the malignant little pins back into their box, and I lapse into limp remission.

Mastermind, he declares, is "a microcosm for how science works." By insisting I play the game, he was trying to impress on me an essential truth about science. And while the dramady at Strobel's gaming table was not my favorite hour, in its intensity and memorability it reflects the strength with which scientists, whatever their specialty, agree with this truth.

Science is not a body of facts. Science is a state of mind. It is a way of viewing the world, of facing reality square on but taking nothing on its face. It is about attacking a problem with the most manicured of claws and tearing it down into sensible, edible pieces.

Even more than the testimonials to the fun of science, I heard the earnest affidavit that science is not a body of facts, it is a way of thinking. I heard these lines so often they began to take on a bodily existence of their own.

"Many teachers who don't have a deep appreciation of science present it as a set of facts," said David Stevenson, a planetary scientist at Caltech. "What's often missing is the idea of critical thinking, how you assess which ideas are reasonable and which are not."

"When I look back on the science I had in high school, I remember it being taught as a body of facts and laws you had to memorize," said Neil Shubin, a paleontologist at the University of Chicago. "The Krebs cycle, Linnaean classifications. Not only does this approach whip the joy of doing science right out of most people, but it gives everyone a distorted view of what science is. Science is not a rigid body of facts. It is a dynamic process of discovery. It is as alive as life itself"

"I couldn't care less whether people memorize the periodic table or not," said David Baltimore, the former president of Caltech. "I understand they're more concerned with problems that are meaningful in their own lives. I just wish they would approach those problems in a more rational way."


When science is offered as a body of facts, science becomes a glassy-eyed glossary. You skim through a textbook or an educational Web site, and words in boldface leap out at you. You're tempted to ignore everything but the highlighted hand wavers. You think, if I learn these terms, maybe I won't flunk chemistry. Yet if you follow such a strategy, chances are excellent that you will flunk chemistry in the ways that matter—not on the report card in your backpack, but on the ratings card in your brain. 

The conjuring of science as a smarty-pants set of unerring facts that might be buzzed up on a Jeopardy! afternoon also suits the opponents of science, like the antievolutionists who seize on every disputed fossil to question the entire Darwinian enterprise. "Creationists first try to paint science as a body of facts and certainties, and then they attack this or that 'certainty' for not being so certain after all," said Shubin. "They cry, 'Aha! You can't make up your mind. You can't be trusted. Why should we believe you about anything?' Yet they are the ones who constructed the straw man of scientific infallibility in the first place."

"Science is not a collection of rigid dogmas, and what we call scientific truth is constantly being revised, challenged, and refined," said Michael Duff, a theoretical physicist at the University of Michigan. "It's irritating to hear people who hold fundamentalist views accuse scientists of being the inflexible, rigid ones, when usually it's the other way around. As a scientist, you know that any new discovery you're lucky enough to uncover will raise more questions than you started with, and that you must always question what you thought was correct and remind yourself how little you know. Science is a very humble and humbling activity.

"Which doesn't mean," Duff added hastily, "that there aren't arrogant scientists around."

Back at Yale University, Strobel further explains the message of Mastermind. If science is not a static body of facts, what is it? What does it mean to think scientifically, to take a scientific whack at a problem? The world is big. The world is messy. The world is a teenager's bedroom: Everything's in there. Now how do you get it to the kitchen sink? How can you possibly begin to make sense of it? One furred fork, one accidental petri dish, one peg hole at a time.

"If you're trying to pose a question in a way that gets you data you can interpret, you want to isolate a variable," Strobel says. "In science we take great pains to design experiments that ask only one question at a time. You isolate a single variable, and then you see what happens when you change that variable alone, while doing your best to keep everything else in the experiment unchanged." In Mastermind, you change a single peg and watch the impact of that deviation on your "experiment." In science, if you'd like to know, for example, whether a chemical reaction depends on the presence of oxygen, you would stage the experiment twice, first with oxygen, then without. Everything else you'd keep the same to the closest approximation possible—same heat, same light, same timing, same type of container; and, just to be safe, same white socks and Tevas. 

You don't need to work at a laboratory bench to follow a scientific game plan. People behave scientifically all the time, although they may not realize it. "If someone is trying to fix a DVD player, they do experiments, they do controls," said Paul Sternberg, a developmental biologist at Caltech. "Step one is observation: What does the picture look like? What are the possible things that could be wrong here? Is it really the player, or could it be the television set? You come up with a hypothesis, then you start testing it. You borrow your neighbor's DVD player, you hook it up, you see your TV set is fine. So you check your DVD's input, output, a couple of wires. You may be able to track down the problem even without really understanding how a DVD player works.

"Or maybe you're trying to troubleshoot your pet," Sternberg said. "Why does the fish look funny? Why is my dog upset? I'll feed the hamster less or I'll feed it more, or maybe it doesn't like the noise, so I'll move it away from the stereo system. Should I take Job A or Job B? Well, let me see how long the drive would be from the office to my daughter's school during rush hour; that could be the killer factor in making a decision. These are all examples of forming hypotheses, doing experiments, coming up with controls. Some people learn these things at an early age. I had to get a Ph.D. to figure them out."

A number of scientists proposed that people may have been more comfortable with the nuts and bolts of science back when they were comfortable with nuts and bolts. "It was easier to introduce students and the lay public to science when people fixed their own cars or had their hands in machinery of various kinds," said David Botstein of Princeton. "In the immediate period after World War II, everybody who'd been through basic training knew how a differential gear worked because they had taken one apart."

Farmers, too, were natural scientists. They understood the nuances of seasons, climate, plant growth, the do-si-do between parasite and host. The scientific curiosity that entitled our nation's Founding Fathers to membership in Club Renaissance, Anyone? had agrarian roots. 
Thomas Jefferson experimented with squashes and broccoli imported from Italy, figs from France, peppers from Mexico, beans collected by Lewis and Clark, as he systematically sought to select the "best" species of fruits and vegetables the world had to offer and "to reject all others from the garden." George Washington designed new methods of fertilizing and rotating crops and invented the sixteen-sided treading barn, in which horses would gallop over freshly harvested wheat and efficiently shake the grain from the stalks. 

"The average adult American today knows less about biology than the average ten-year-old living in the Amazon, or than the average American of two hundred years ago," said Andrew Knoll, a professor of natural history at Harvard's Earth and Planetary Sciences Department. "Through the fruits of science, ironically enough, we've managed to insulate people from the need to know about science and nature." Yet still, people troubleshoot their pets, their kids, and, in moments of utter recklessness, their computers, and they apply scientific reasoning in many settings without realizing it, for the simple reason that the method works so well.

Much of the reason for its success is founded on another fundamental of the scientific bent. Scientists accept, quite staunchly, that there is a reality capable of being understood, and understood in ways that can be shared with and agreed upon by others. We can call this "objective" reality if we like, as opposed to subjective reality, or opinion, or "whimsical set of predilections." The contrast is deceptive, however, for it implies that the two are discrete entities with remarkably little in common. Objective reality is out there, other, impersonal, and "not me," while subjective reality is private, intimate, inimitable, and life as it is truly lived. Objective reality is cold and abstract; subjective reality is warm and Rockwell. Science is effective because it bypasses such binaries in favor of what might be called empirical universalism, the rigorously outfitted and enormously fruitful premise that the objective reality of the universe comprises the subjective reality of every one of us. We are of the universe, and by studying the universe we ultimately turn the mirror on ourselves. "Science is not describing a universe out there, and we're separate entities," said Brian Greene. "We're part of that universe, we're made of the same stuff as that universe, of ingredients that behave according to the same laws as they do elsewhere in the universe."

A molecule of water beaded on a forehead at Yale University would be indistinguishable from a molecule of water skating through space aboard Comet Kohoutek. Ashes to ashes, stardust to our dust. As I'll describe later in detail, the elements of our bodies, and of the earth, and of 
a painted Grandma's holiday apron, were all forged in the bellies of long-dead suns. 

To say that there is an objective reality, and that it exists and can be understood, is one of those plain-truth poems of science that is nearly bottomless in its beauty. It is easy to forget that there is an objective, concrete universe, an outerverse measured in light years, a microverse trading in angstroms, the currency of atoms; we've succeeded so well in shaping daily reality to reflect the very narrow parameters and needs of Homo sapiens. We the subjects become we the objects, and we forget that the moon shows up each night for the graveyard shift, and we often haven't a clue as to where we might find it in the sky. We are made of stardust; why not take a few moments to look up at the family album? "Most of the time, when people walk outside at night and see the stars, it's a big, pretty background, and it's not quite real," said the Caltech planetary scientist Michael Brown. "It doesn't occur to them that the pattern they see in the sky repeats itself once a year, or to appreciate why that's true."

Star light, star bright, Brown wishes you'd try this trick at night: Pay attention to the moon. Go outside a few evenings in any given month, and see what time the moon rises, and what phase it's in, and when it sets, and then see if you can explain why. "Just doing this makes you realize that the sun and moon are both out there," he said, "and that the sun is actually shining on the moon, and the moon is going around the Earth, and that it's not all a Hollywood special effect." Brown knows first-eye how powerful such simple observations can be. It was the summer after he'd graduated from college, and he was biking across Europe and sleeping outside each night. In accordance with his status as young, footloose, and overseas, he wore no wristwatch, so he sought to keep time by the phases of the moon. "I realized that I had never noticed before that the full moon rises when the sun sets," he said. "I thought, Hey, you know, this makes sense. I suppose I should have been embarrassed not to have noticed it before, but I wasn't. Instead, it was just an amazing feeling. The whole physical world is really out there, and things are really happening. It's so easy to isolate yourself from most of the world, to say nothing of the rest of the universe."

The last spring of my father's life, before he died unexpectedly of a fast-growing tumor, he told me that it was the first time he had stopped, during his walks through Central Park in New York, and paid attention to the details of the plants in bloom: the bulging out of a bud from a Lenten rose, the uncurling of a buttery magnolia blossom, the sprays of narcissus, Siberian bugloss, and bleeding heart. I was so impressed by 
this that, ever since, I have tried to do likewise, attending anew to the world in rebirth. Each spring I ask a specific question about what I'm seeing and so feel as though I am lighting a candle in his memory, a small focused flame against the void of self-absorption, the blindness of I. 

Another fail-safe way to change the way you see the world is to invest in a microscope. Not one of those toy microscopes sold in most Science 'n' Discovery chain stores, which, as Tom Eisner, a professor of chemical ecology at Cornell, has observed, are unwrapped on Christmas morning and in the closet before Boxing Day. Not the microscopes that magnify specimens up to hundreds of times and make everything look like a satellite image of an Iowa cornfield. Rather, you should buy a dissecting microscope, also known as a stereo microscope. Admittedly, such microscopes are not cheap, running a couple of hundred dollars or so. Yet this is a modest price to pay for revelation, revolution, and—let's push this envelope out of the box while we're at it—personal salvation. Like Professor Brown, I speak from experience. I was accustomed to looking through high-powered microscopes in laboratories and seeing immune cells and cancer cells and frogs' eggs and kidney tissue from fetal mice. But it wasn't until my daughter received a dissecting microscope as a gift, and we began using it to examine the decidua of everyday life, that I began yodeling my hallelujahs. A feather from a blue jay, a fiddlehead fern, a scraping from a branch that turned out to be the tightly honeycombed housing for a stinkbug's eggs. How much heft and depth, shadow and thistle, leap out at you when the small is given scope to strut. At a mere 40 × magnification, salt grains look like scattered glass pillows, a baby beetle becomes a Fabergé egg, and, as much as I hate mosquitoes, a mosquito under the microscope is pure Giacometti: Thin Man Takes Wing, with Violin.

Yes, the world is out there, over your head and under your nose, and it is real and it is knowable. To understand something about why a thing is as it is in no way detracts from its beauty and grandeur, nor does it reduce the observed to "just a bunch of"—chemicals, molecules, equations, specimens for a microscope. Scientists get annoyed at the hackneyed notion that their pursuit of knowledge diminishes the mystery or art or "holiness" of life. Let's say you look at a red rose, said Brian Greene, and you understand a bit about the physics behind its lovely blood blush. You know that red is a certain wavelength of light, and that light is made of little particles called photons. You understand that photons representing all colors of the rainbow stream from the sun and strike the surface of the rose, but that, as a result of the molecular 
composition of pigments in the rose, it's the red photons that bounce off its petals and up to your eyes, and so you see red. 

"I like that picture," said Greene. "I like the extra story line, which comes, by the way, from Richard Feynman. But I still have the same strong emotional response to a rose as anybody else. It's not as though you become an automaton, dissecting things to death." To the contrary. A rose is a rose is a rose; but the examined rose is a sonnet.

That the universe can be explored and incrementally understood without losing its "magic" does not imply a corollary: that maybe "magic" is true after all, is hidden under accretions of apparent order, and that one of these days reality will kick off on a bucking broomstick toward Hogwarts on the hill. The universe still brims with mysteries, of course, but, in their conviction that the universe is knowable, scientists doubt that these question marks, once they have been understood well enough to become commas, will prove to be regions of arbitrary lawlessness or paranormality. "We have a pretty good idea of what kind of world this is, and it is not as mysterious, in the conventional sense of the word, as some people might wish," said Steven Weinberg. "It's not a world in which human destiny is linked to the positions of planets, or where people can be cured by crystals or bend spoons with their thoughts. Sometimes the police will call in a psychic to help solve a crime, and you'll hear a discussion on television for or against. But this isn't really an open question."

For example, one of the great conundrums in astronomy is the nature of something called dark energy, a kind of antigravitational force that appears to be pushing the accelerator pedal of the universe. The universe, as we'll discuss later, was born in the celebrated Big Bang about 13.7 billion years ago and has been expanding ever since; that much is clear and nearly incontrovertible. Yet until quite recently scientists thought that the rate of expansion was slowing down. You know how it is: a youthful burst of levity, and then the years start tugging on the back of your shorts. So, too, it was believed, for the universe: the gravitational pull of all its mass was supposed to be slowing down its rate of expansion. Instead, researchers have seen the opposite. The expansion is speeding up. Galaxies are flying away from one another at an ever increasing pace. Our universe has found a second wind. What is the meaning of this shadowy force, this type A provocateur, this energy so studiously seditious it hides behind dark glasses? Does its existence call into question the entire edifice of astrophysics, of what we've learned about the universe to date? To quote that most cerebral of comics, Steve Martin: "Nah!" Scientists are dazzled by dark energy. They are 
impressed by its size and strength. They want very, very much to understand it. Nobody I spoke with, however, felt threatened by it. They have some ideas about what dark energy may be. They're open to other, better suggestions. They're just not about to consult a psychic for help in finding the body. 

After all, history is replete with "unfathomable" mysteries that have been fathomed into the archives. The physicist Robert Jaffe of MIT cited the case of what might be called spire and brimstone. The cathedrals and churches of Christendom traditionally were built on the highest promontory in town and outfitted with the loftiest steeples parishioners could afford, the better to reach toward heaven and vamp for the neighbors. Unfortunately, those tall, wooden towers attracted more than envy: churches were regularly struck by lightning and burned to varying degrees of a crisp. "Every time this happened, there would be a wrenching dialogue about sin and the vengeance of God," said Jaffe, "and what the parish had done to bring the wrath of the Lord upon them." Then, in the eighteenth century, Benjamin Franklin determined that lightning was an electric rather than an ecclesiastic phenomenon. He recommended that conducting rods be installed on all spires and rooftops, and the debates over the semiotics of lightning bolts vanished. Nowadays, a fire in a church is less likely to be considered an act of God than of a tippling priest who neglected to blow out the candles.

Scientists may believe that much, if not all, of the universe will prove comprehensible, yet interestingly, this comprehensibility continues to astound them. Immanuel Kant observed that "the most astonishing thing about the universe is that it can be understood." This was hardly a clause in a prenuptial agreement. As the Princeton astrophysicist John Bahcall put it in an interview shortly before he died, we crawled out of the ocean, we are confined to a tiny landmass circling a midsize, middle-aged, pale-faced sun located in one arm of just another pinwheel galaxy among millions of star-spangled galaxies; yet we have come to comprehend the universe on the largest scales and longest time frames, from the subatomic out to the edge of the cosmos. "It's remarkable, it's extraordinary, and it didn't have to be that way," Bahcall said.

In other words, we can count our lucky stars that the stars can be counted. "You can imagine a universe that's complicated no matter how you look at it or try to break it down," said Brian Greene. "But we don't live in that kind of universe, and I for one am grateful." The world may seem confusing, chaotic, unspeakably rude, yet underlying it all is a certain amount of order. "The wonder of science is that a few very simple ideas can yield incredibly rich phenomena," said Greene. "It's astounding that a few symbols on a blackboard underlie so much of what we experience." Ah, yes, "a few symbols on a blackboard," the smudged garden of glyphs that covered Greene's blackboard, and the green boards and the black-markered white boards of every physicist I visited. Physicists don't just scribble equations when they're posing for cartoonists. They scribble to one another, too. They talk the talk, they chalk the chalk, and they, like us, marvel at how often their abstract computations fit the fleshiness of life. The physicist Eugene Wigner talked of "the unreasonable effectiveness of mathematics"—in delineating the present, disinterring the past, and baking a trustier fortune cookie. With the aid of mathematics, scientists can calculate solar eclipses thousands of years in advance, for example, or gauge when to launch a space probe so that it will rendezvous with Neptune, or predict the life span and death throes of a distant star. Mathematics has proved to be such a potent means for dissecting reality that many scientists see it as not merely a human invention, like a microscope or a computer, but a reflection of traits inherent to the cosmos, a glimpse into its underlying architecture and operating system. By this view, you needn't be the hominid descendant of a lungfish or the intellectual descendant of the Greek mathematician Euclid to realize that the structure of space-time has a distinct saddleback geometry to it, which we earthlings label non-Euclidean. "When somebody says they were the first person to discover quantum mechanics or relativity or the like, I always think to myself, it's probably been discovered millions of times before, by other civilizations elsewhere in this galaxy or in other galaxies," said the theoretical physicist John Schwarz of Caltech. 

For all the power of math in making sense of reality, though, math should not be thought of as something inviolate, matchless, even sacred. A mathematical description of a phenomenon is not a "truer" description than an equivalent, nonmathematical explanation would be, any more than the word "table" is a truer rendering of "a piece of furniture having a smooth, flat top on legs" than are the words "mesa," "tavolo," or "Tisch." Math is a language, not the language, and its symbols can be explained in other idioms, including that lovely English dialect called Plain. For all but a tiny clique of researchers known as pure mathematicians, who have scant interest in connecting the dots between theorem and you-are-here, math is a means to an end, and the end must do more than make the pi higher. It must deliver reality back to us, this time with chapter headings, annotations and footnotes, and wise verbs strong enough to bear the weight of the inevitable sentence endpoint, the question mark. I get irritated with scientists who complain about the reluctance of popular science writers to include a sprinkling of math in their narrative, and who insist that the story told is therefore incomplete and even slightly misleading, as though the point of the math was the math was the math. "In principle, every equation can be expressed in English as a sentence," said Brian Greene. Admittedly, such transpositions often would be clumsy sentences, and you wouldn't want to curl up with a book of them, but the moral is clear: even if you remain numb to numbers, you can still understand what they have to tell us about the universe. You can become scientifically quite sophisticated without mastering much if any math. "I have never felt that science was quite so dependent on mathematics as some scientists do," said Kip Hodges, director of the School of Earth and Space Exploration at Arizona State University. "Mathematics is a way of describing nature but not necessarily of understanding it." 

Yes, our children should be taught much more math and in far greater depth than they currently are in the average American classroom. Absolutely. But we must face the sad truth that children can take it, and adults cannot. As a consequence of brain biology, children are brilliant at learning new languages of all sorts. Their neurons are practically liquid, pouring across local loci and making new friends and synapses with hardly a grunt of effort. As we age, however, the cells settle into place, maybe invest in a sofa and china cabinet, and the entire neuronal matrix, slowly but unmistakably, starts to harden. By our late twenties or early thirties, the mind is made up: it has taken a stand on life, it knows from whence it speaks, and that commitment is reflected in its structure. Of course we can learn new things, up until the day we learn how to die; but chances are excellent that most adult learning takes place through the prism of preexisting skills. So if math is all Greek to you, take comfort in the following: (a) Why shouldn't it be? Many of the symbols used in math are letters from the Greek alphabet; and (b) it's Greek to a surprising number of scientists, too. As it happens, many biologists, chemists, geologists, and astronomers are relatively poor mathematicians. Bonnie Bassler of Princeton, considered one of the brightest young stars in the field of bacterial ecology, confessed to me that she is "terrible at math" and always has been. "I can balance my checkbook if I have a calculator," she said. "I can do fractions. But that's it. Somehow it didn't matter, and I ended up here."

Even physicists, for whom math is indispensable, have their limits. Steven Weinberg may have won a Nobel Prize for helping to develop the mathematics that merged two of nature's four fundamental forces, electromagnetism and the weak force, into a single theoretical bundle 
called the electroweak force—and this is not something you could do by reviewing your old high school algebra notes—yet he said he recently switched from particle physics to cosmology because the math in particle physics was getting beyond him. 

Yet while a mastery of math is not essential to appreciating and even practicing science, you can't avoid, while milling through the fairground of Science Mind, bumping into a few cousins from math's extended family. One is quantitative thinking, to which the next chapter is devoted: becoming comfortable with concepts of probability and randomness, and learning a few tricks about how to break a problem into tractable pieces and to whip up a back-of-a-wet-cocktail-napkin estimate of some seemingly incalculable figure, like, how many school buses are in your county, or how many people would have to hold hands to form a human chain around the globe and how many of them will be bobbing in open ocean and had better bring a life jacket, shark repellent, and a copy of their dental records just in case? True, you can likely find the answers to these and other fun FAQs on the Internet, yet the habit of thinking in stepwise, quantitative fashion, and facing a problem head-on rather than running off screaming to Google, is worth cultivating. Second only to their desire that science be seen as a dynamic and creative enterprise rather than a calcified set of facts and laws, scientists wish that people would learn enough about statistics—odds, averages, sample sizes, and data sets—to scoff with authority at crooked ones. Through sound quantitative reasoning, they reason, people might resist the lure of the anecdote and the personal testimonial, the deceptive N, or sample size, of "me, my friends, the doorman, and the barista at Caribou." With a better appreciation for the qualities of quantities, people might be able to set aside, if only temporarily, the stubbornness of a human brain that evolved to focus on the quirks and peccadilloes of a small, homogeneous tribe, rather than on the daunting population densities and polycultural vortices that characterize life in contemporary Gotham City. There is a little principle called the law of large numbers, which among other things means that if the group you're considering is very big, nearly anything is possible. Events that would be rare on a limited scale become not merely common, but expected. One favorite example among the numerati is that of repeat lottery winners, people who have won big prizes two or more times and who invariably provoke clucks of awe, envy, what-are-the-odds. "The really amazing thing would be if nobody won twice," said Jonathan Koehler, a professor of economics at the University of Texas.

By thinking small in a large land, we get a skewed sense of what's 
meaningful and what's happenstance. "People are overly impressed by coincidences, and they get fooled by them," said John Allen Paulos, a mathematician at Temple University and the author of  Innumeracy and many other books. Paulos has toyed with the idea of playing the Barnum card to make a point while making a profit. He could start a newsletter of random predictions about the stock market and mail it to two large sets of readers. One group would receive a newsletter predicting that the market would rise in the next three months; another would be told that the market would go bearish. Three months later, he'd see how the market had fared, and direct his next newsletter solely to the recipients of his correct first guess, again separating them into two camps. Half would be flagged to expect a bull market, and half would be warned of an imminent downturn. By the third newsletter, he could boast to a winnowed but still substantial pool of readers, Hey, I've successfully predicted the stock market for two cycles running, and then ask, Care to invest $10 to receive my next divination? (Keep Paulos's scheme in mind should you receive any suspicious solicitations from Temple University.)

Another aspect of quantitative reasoning that characterizes the scientific mindset is this: there must be some quantity to it, some substance, some evidence. Science demands evidence: Does this sound, well, self-evident? Maybe so, but it's a lesson that can be awfully hard to swallow, and must be taken again and again, our daily ABCs and periodic Mendeleevs, folic acid for the backbone, iron in homage to the core of the earth. It's hard to swallow because we love opinions. The most thoroughly read pages in a newspaper are the opinion pages—the editorials, the columns and commentaries, the bellicose lettres from readers living somewhere in the state of Greater Umbrage. Opinions are to have and to hold, in sickness and in health, over breakfast or by blog. Opinions feel good. You're entitled to yours; I'll indulge mine. "In politics, you can say, I like George Bush, or I don't like George Bush, or I do or don't like Howard Dean or John Kerry or Mr. Magoo," said Andrew Knoll of Harvard. "You don't need a principled reason for that political opinion. You don't need evidence that someone else can replicate to justify your opinion. You don't need to think of alternative explanations that would render your opinion invalid. You can go into the voting booth, and say, I prefer this or that politician, and cast your vote accordingly. You don't need excuses for the foods you like, either. If you're ordering dinner at a restaurant, you can ask that your steak be cooked rare or medium or well-done, and the waiter isn't likely to stop and demand that you present evidence to back up your taste, at least not if he wants his tip. 

"Unfortunately, people often regard science the same way, as a matter of opinion," Knoll continued. "I do or don't like George Bush, I do or don't believe in evolution. It doesn't matter why I don't believe in evolution, it doesn't matter what the evidence is, I just don't believe in it." You, the evolutionist, "believe" in evolution; I, the creationist, do not. You have your opinion, I have mine, and it takes all kinds of nuts and dips to make a party, right?

At which point most evolutionists are likely to get very impatient and form opinions of their interlocutor that they may or may not choose to express. Scientists can be quite hard on one another, too. They sneer, they dismiss, they scrawl comments on one another's submitted reports like "I feel sorry for whoever funded this so-called research" or "I wouldn't publish this at the bottom of a birdcage." Yet for all the crude inanity of its more extreme sputterings, the attack-dog stance is part of science's strength. The big difference between science and many other aspects of life is, to quote George W. Bush's response to a disgruntled citizen at a July Fourth picnic, "Who cares what you think?" Your opinion doesn't count. Your fond hopes and fantasies of Paradigms Found don't count. What counts is the quality and the quantity of the evidence.

"How you want it to be doesn't make any difference," said the biologist Elliot Meyerowitz of Caltech. "In fact, if things are turning out the way you want them to, you should think harder about how you're doing your experiments, to make sure you're not introducing some bias." As members of the human race, scientists are born to be biased, particularly in favor of their personal biases. After all, we're stuck in our skulls for the whole four-score sentence of sentience. We can't brainhop or mindswap; we merely window-shop. I think, therefore I am right. Yet while self-delusion has been shown to be an extremely useful tool in many situations—particularly when trying to persuade a potential employer or love interest of your extraordinary worth—it is, in the words of the MIT molecular biologist Gerald Fink, "the enemy of science."

"Those of us who are not overly philosophical believe that there is a reality to nature but that it can be very hard to see it and understand it, given all our biases," Meyerowitz said. "The reason a scientist spends all those years in training, as an undergraduate, graduate student, and postdoc, is to learn to deal with personal biases." Good scientists spend a lot of time assuming they're up to no good. They are essentially anti-Sixth Amendment, guilty until proven innocent, or penitents in search 
of redemption. "If you're doing your job," said the chemist Daniel Nocera of MIT, "you should be the one who disproves yourself most of the time." It doesn't matter what sort of story you tell yourself as you are doing your experiments, what hypothesis you formulated before you started clicking your pipette or infusing your fetal mice with fluorescent green marker from a jellyfish. Just make sure that the endpoints are pure of heart. "The results section of a scientific paper is where you show you're a good scientist. Here is where you say, I did the experiment properly, and collected the data properly and the data are right," said Nocera. "In the discussion section, where you talk about the implications of the work, you can sound smart or stupid, and tell an interesting story or not. I warn my students, you may sometimes be stupid and you may sometimes be smart, but you must always be good. When I read the results section of your paper, everything in there has got to be right." Darcy Kelley, a neuroscientist at Columbia, sounds a similar warning knell to her students: "Your data should be true even if your story is wrong." 

How do scientists seek to purge their work of bias and bad data? Through frequent ablutions at the baptistry of the Control. As vital to the integrity of a scientific report as the finding being showcased are all the no-shows offered in comparison: We did operation A to variable B and got result Z; but when we subjected B to operations E, I, O, U, and even Y, B didn't budge. When researchers at Boston University wanted to show that the eggs of a red-eyed tree frog would hatch early expressly to avoid predation by an oncoming snake, allowing the preemie tadpoles to leap to safety in the water below, it wasn't enough to film the unripe eggs bursting open on the approach of an oviphagous serpent: after all, who's to say that the eggs were responding to a snake-specific threat rather than to an ambient disturbance? The scientists demonstrated the precision of the frog eggs' monitoring system by exposing them to a variety of recorded vibrations of equal amplitude from distinct sources—slithering snake, passing human footsteps, hammering rain. Only with a snake shake would the tadpoles make haste.

A lovable control is often blind: those who perform the experiment should be unaware of what's control and what's the real thing until all the results are in, at which stage the code can be broken. Sometimes devising the right controls is the hardest part of a study. When researchers sought to demonstrate the effectiveness of acupuncture to treat a variety of ailments—drug addiction, headache, nausea—they yearned to be taken seriously. They were tired of their colleagues' twitchy-kneed rejection of all alternative healing practices, and they were really tired of 
the catty references to "quackupuncture." They wanted the fourteen-karat validation of a blinded study, in which one group of patients received acupuncture and one did not, and neither set would know who was the treated, who the placebo. But how to fool some of the people some of the time about a procedure as palpable as playing pincushion? The researchers' solution was dapper and to the point: one group of patients would be given needles inserted into officially designated acupuncture nodes, while the second group would have needles inserted into "sham" spots on the body that acupuncturists agreed should have no effect. When patients with nausea and vomiting reported relief from bona fide needling but not from sham acupuncture, even the most skeptical Western doctors had to concede that the 5,000-year-old practice might have its limited uses. 

"In my life as a scientist, the thing I worry about the most is, What are the right controls?" said Gerald Fink. "You send a paper off for publication, and you're stricken with doubt: Did I do it? Did I use the right controls?"

Another route to data security is ... another route. Approach a problem from many angles and see if you always end up in Rome. One of my favorite examples of meticulous cartography is a report by Gene Robinson, a neuroethologist at the University of Illinois in Urbana-Champaign. Neuroethologists study the neurobiology of behavior, in Robinson's case of bee behavior. He's exploring how gene activity in the brain is linked to an individual's conduct, and he has decided that the best way to address these big, socially flammable questions is on the modest terrain of the bee brain, which would fit snugly into the belly of this b. His question: How does a bee know what to be and not to be? How does a worker bee know that she's meant to spend the first half of her six-week life performing hive-bound duties like tending to the eggs, cleaning out the combs, feeding the voracious queen? And what prompts her at three weeks of age to shrug off her nurse's togs and venture out into the world as a forager, a tireless gatherer of nectar and pollen, and the happenstance key to floral fecundity? What changes occur in the bee brain that might explain the dramatic career shift, with its concomitant capacity to fly a dozen miles a day and not get lost, and to dance the sororal dance that soundlessly booms to workmates the location of blossoms worth probing?

Robinson's team presented various threads of experimental evidence that a gene designated (why not) the foraging gene might be at the heart of the professional overhaul. Firstly, the scientists demonstrated that if they removed all the foraging bees from a hive and thereby 
forced some of the young nurse bees to assume breadwinning duties prematurely, the foraging gene flicked on abruptly inside the cells of the bees' beleaguered brains. Secondly, they showed that if they fed young bees sugar water laced with a chemical known to stimulate the activity of the foraging gene artificially, the sedentary cell dwellers suddenly started venturing outside, precociously prepared to gather ye rosebuds. Finally, if the researchers gave young bees another sort of stimulatory chemical that failed to activate the foraging gene, the bees remained hive-bound, a demonstration that not just any chemical kick would do the trick. 

Through each evidentiary strand, and every corresponding control, still the discovery held. Unless the foraging gene blazed on, the bee didn't budge. A modest finding perhaps, but one chiseled and polished until it was the bees' knees.

Scientists demand evidence, and they are merciless toward a researcher who gives a PowerPoint presentation with feeble data. "It's a very aggressive, confrontational process," said Lucy Jones. "Conflict is part of the day-to-day reality of how science is done." I have heard scientists guffaw loudly during talks, when it was quite clear that the presenter wasn't telling a Werner Heisenberg joke. I have seen scientists under fire turn as pale as marzipan and start to quiver and almost spit, though I have never seen one cry onstage; and murders in the scientific community are surprisingly rare, although suicides, unfortunately, are not. The scientific hazing can give the enterprise a doctrinaire air, one intolerant of creativity, new ideas, anything that might upset the complacent status quo. It feeds the familiar E = mc2 of the Hollywood scientist-hero, the lone genius battling an entrenched and blinkered theocracy with only his girlfriend to believe in him and remind him to bathe at least once a week. Now, it is true that when a pharmaceutical company has a best-selling drug at stake, company scientists can be suspiciously quick to dismiss studies showing a cheaper, competing product to be as good or better than the company's billion-dollar gravy boat. Even without the lure of big profits, research scientists often have egos that might best be measured in the astronomical unit known as the parsec; as a result, scientists may defend their research and their perspective long after the data have naysayed them. David Baltimore recalled an MIT scientist who died only within the last couple of years and who was one of the last remaining critics of the theory of the origin of the universe that is now almost universally accepted by astronomers and indeed the entire scientific community. "He didn't believe in the Big Bang," said Baltimore, "and he was in everybody's face about it."


Egos and academic mastodons notwithstanding, scientists are deeply skeptical when they hear amazing new results, and with good reason: many of these results are bad, are more awful than offal—a product that at least has a shot at fertilizing something better down the line. "Most of the time, when you get an amazing, counterintuitive result," said Michael Wigler of Cold Spring Harbor Lab, "it means you screwed up the experiment." 

People have the mistaken impression that the great revolutions in the history of science overturned prevailing wisdom. In fact, most of the great ideas subsumed their predecessors, gulped them whole and got bigger in the act. Albert Einstein did not prove that Isaac Newton was wrong. Instead, he showed that Newton's theories of motion and gravity were incomplete, and that new equations were needed to explain the behavior of objects under extreme circumstances, such as when tiny particles travel at or near the speed of light. Einstein made the pi wider and lighter and more exotically scalloped in space and time. But for the workaday trajectories of Earth spinning around the sun, or a baseball barreling toward a bat, or a brand-new earring sliding down a drain, Newton's laws of motion still apply.

"The rules of science are quite strict," said the Berkeley astronomer Alex Filippenko. "I get messages every day from people who have ideas that sound interesting but that are terribly incomplete. I tell them, Look, you have to formulate your proposal much more coherently, in a way that explains not only the one new thing you're concerned with, but that is consistent with everything else we know, too. Any new, revolutionary idea has to explain the existing body of knowledge at least as well as the ideas we already accept."

On very rare occasions, scientists present a revolutionary idea in such a compelling, comprehensive, and vine-ripened form that even the skeptics are sold. One example is the famously brief paper in the April 1953 issue of the journal Nature by James Watson and Francis Crick, describing the incomparably uncluttered structure of deoxyribonucleic acid, or DNA. For years, many of the world's great geneticists were convinced that proteins, rather than nucleic acids, carried genetic information in the cell. Their reasoning was simple. Proteins are complex. They are the most complex molecules known in the cell. Genetic information seems pretty complex. Who better to bear the burden of complexity than the complex? On beholding the elegance of the double helix, however, and the smartness with which the four subunits of the twisting ladder paired with one another, and the ease with which one strand of the molecule might serve as a template for creating an entirely new 
copy of DNA to bequeath to a daughter cell, geneticists realized how the entire story of life could be told in its taciturn code. 

Another legendary wowzer occurred at a geoscience meeting in the 1960s, when researchers offered evidence for plate tectonics, the theory that explains the origins of the ragged peaks and plunging canyons, the sputtering fumaroles and shimmering lava flows, and all the other Ansel Adams centerfolds that surround us. Lucy Jones's thesis adviser was at the meeting and told her how extraordinary the presentation was. "The evidence was so overwhelming, so compelling," she said, "that nobody could argue with it." Even more surprising, she added, "nobody wanted to."

Such Rocky triumphs, though, are extremely atypical. More often, scientists carp and cavil, demand better controls, offer a contrarian interpretation of the results, or write snide comments in the margins of a peer's manuscript. More often, science progresses fitfully, and individual experimental results are as modest as a bee's cerebrum. This is not an indictment against science. The power of science lies precisely in its willingness to attack a big problem by dividing it into many small pieces, its embrace of the unfairly maligned practice known as reductionism. At the same time, the piecemeal approach demands that scientists be circumspect to an often tedious degree and that they resist—no matter how much they are pushed by their university's public relations department or by desperate journalists—making more of the data than the data make of themselves. It would be cheating to do otherwise. It would be cheating to declare that science works by isolating variables, one colored peg at a time; and then to decide, when you've got a handsome little result, that, whaddya know, you're a holist at heart, and that Whitman had a point about the universe being in every blade of grass. The best scientists don't overreach or grandstand, at least not until they've retired into the armchair comforts of emeritus professorship, a time of life sometimes referred to as philosopause.

For working scientists, by contrast, all chairs are folding chairs: here today, tossed in the closet tomorrow. Scientists are accustomed to uncertainty, and to admitting how little they know. In fact, not only are they accustomed to uncertainty—they thrive on it. This is another of the core messages they'd like people to absorb, right down to their stem cells if possible: that science is an inherently uncertain enterprise, and that the uncertainty is, paradoxically, another source of its power. "We're out there looking for new patterns, new laws, new fundamentals, new uncertainties" said Andy Ingersoll, an astronomer at Caltech. "And as we're looking, and discovering new things, we're debating about 
what we see. We express our differences of opinion, sometimes strongly, until the public gets confused. Doesn't science know the answer to anything? Well, yes, eventually a consensus may be reached about a particular problem. But by then, we've already moved on to the next uncertainty, the next unknown. You don't linger." Ignorance is bliss, and always an excuse. "What motivates scientists is a lack of information rather than the presence of information," said Scott Strobel. Sometimes a consensus really is consensual, as it overwhelmingly is with Darwin's theory of evolution by natural selection (and more on this profoundly important organizing principle of biology, and the circus of manufactured tsuris that surrounds it, later), and as it firmly is in the case of global warming. For all the talk of "controversy," the great majority of climate scientists concur that average temperatures on Earth are climbing, and that some, if not all, of the rise is the result of human activity, notably the compulsive burning of combustible materials to power every aspect of contemporary life, including the need for more air-conditioning. 

At other times, a scientific consensus amounts to little more than mass agnosticism. Take the question of whether chemical pollutants contribute to breast cancer. On the one hand, many industrial chemicals have been shown to cause breast tumors in lab animals; inherited factors fall short of explaining most human cases of the disease; and breast cancer rates vary significantly from nation to nation, all suggesting that environmental carcinogens somehow contribute to the malignancy. On the other hand, study after study seeking to link pesticides, power plants, or other specific environmental insults to human cancer have failed to reveal any convincing connection, leaving most scientists either skeptical or resolutely noncommittal about the contribution of chemical pollutants to breast cancer—much to activists' dismay.

"You don't want people to think that science is a joke, and that we don't know anything," said the Caltech astronomer Chuck Steidel, "but the truth is that the process of reaching a consensus is extremely messy and requires that a huge number of hurdles be overcome. Often, when results are presented to the general public, they're made out to be much more rock-solid than they are."

Science is uncertain because scientists really can't prove anything, irrefutably and beyond a neutrino of a doubt, and they don't even try. Instead, they try to rule out competing hypotheses, until the hypothesis they're entertaining is the likeliest explanation, within a very, very small margin of error—the tinier, the better. "Working scientists don't think of science as 'the truth,'" said Darcy Kelley. "They think of it as a way of 
 approximating the truth." By accepting the proximate and provisional nature of what they're working on, scientists leave room for regular upgrades, which, unlike many upgrades to one's computer operating system, are nearly always an improvement on the previous model. For example, after scientists determined that DNA, rather than proteins, served as nature's preeminent guardian of genetic information, they began to see that DNA was not the sole guardian of the code of life, and almost certainly wasn't the original one. They gradually gained respect for RNA, the molecule they once dismissed as a mere bureaucrat paper-clipped between the imperial DNA that issues commands in the cell and the industrious proteins that do the cell's work without surcease. Scientists spied in RNA many talents that made it a likely ancestor of DNA, the primordial vessel of heredity and continuity back when life was new; only later did RNA cede its replicative and procreative role to the sturdier strands of DNA.

More recently, scientists have amassed evidence that some proteins, called prions, can act like DNA after all, replicating in the brains of mad cows and their unlucky human consumers. The discovery of prions and their infectious, photocopying potential earned a Nobel Prize for Stanley Prusiner in 1997.

None of these findings undermine the strength of the original Watson-Crick discovery. "Just because RNA and proteins can carry information in some circumstances doesn't detract from the centrality of DNA as the primary bearer of hereditary information," said David Baltimore. "As our concepts become more precise, more sophisticated, the absolutes become less absolute." In other words, by accepting that they can never know the truth but can only approximate it, scientists end up edging ever closer to the truth. The tonic surgery of chronic uncertainty.

For those outside the operating theater, however, all the quarreling, the hesitation, the emendations and annotations, can make science sound like a pair of summer sandals. Flip-flop, flip-flop! One minute they tell us to cut the fat, the next minute they're against the grains. Once they told us that the best thing to put on a burn was butter. Then they realized that in fact butter makes a burn spread; better use some ice instead. All women should take hormone replacement therapy from age fifty onward. All women should stop taking hormone therapy right now and never mention the subject again. Didn't scientists predict in the 1960s that a population bomb was about to explode, and that we'd all die of starvation or crowd rage? Now demographers in developed countries fret that women aren't breeding fast enough to restock the tax 
base and that nobody will be around to pay tomorrow's nursing home bills. Why should we believe anything scientists say? For that matter, why should we do anything that scientists suggest, like thinking about global climate change and the inevitable depletion of Earth's fossil fuels and adjusting our energy policies accordingly? That's what scientists say today. But if I hang on to my Hummer long enough, hey, maybe they'll decide that extravagant plumes of exhaust fumes are good for the environment after all! 

This is one of science's bigger public relations problems. How do you convey the need for uncertainty in science, the crucial role it plays in nudging research forward and keeping standards high, without undermining its credibility? How can you avoid the temptations of dogmatism and certitude without risking irrelevance? "People need to understand that science is dynamic and that we do change our minds," said Dave Stevenson. "We have to. That's how science functions.

"Part of critical thinking," he added, "includes the understanding that science doesn't deal with absolutes. Nonetheless, we can make statements that are quite powerful and that have a high probability of being correct."

One trick to critical thinking is to contrast it with cynicism, which happens to be one of my most comfortable and least welcome of mental states. Cynics dismiss all offerings, sight unseen, data unmulled. Another drug that cures breast tumors in mice? Go tell it to Minnie. The fossil of a new dinosaur species disinterred? I can hear Stephen Jay Gould grumbling from the great beyond: Dinosaurs are a cliché. Preemptive cynicism may be rooted in insecurity, defensiveness, a gloomy disposition, or simple laziness; whatever its cause, it is useless.

Deborah Nolan of the University of California, Berkeley, encounters it constantly in her introductory statistics course—the slapdash bashing, the no-it-all choir. She confronts cynicism calmly and strives to replace it with hard-nosed thought. Each semester she'll present her students with newspaper stories that describe an array of medical, scientific, or sociological studies: Should victims of gunshot wounds be resuscitated by the paramedics in the ambulance, through drugs delivered intravenously, or is it better to wait until they get to the hospital? Does a surgeon perform better while listening to music in the operating room, or not? Does the mental well-being of a mother have a greater impact on her interaction with an infant, or with a toddler? Nolan will ask the students for their impressions of the articles. Regardless of the subject matter, or whether the students are majoring in science, the liberal arts, or hotel management, their initial response is the same: a synchronized sneer. You can't believe what you read in the newspapers, they'll insist. Nolan asks them what, precisely, they don't believe about the stories. They examine the articles again, this time with more care. Well, it's just ... why  should I believe it?

Nolan then shows them the original journal studies on which the newspaper stories were based, and she and the students begin, methodically, to pick the studies apart. They consider who the research subjects were, whether the participants were divided into two or multiple groups, the basis on which they were assigned to one group or another, and how the groups were compared. They discuss the strengths and limitations of the study, and why they think the researchers designed it as they did, and what the students might have done differently if they were running the study themselves. Enlightened now with this insider's intelligence, the students then reread the newspaper stories, to see if the reporters accurately conveyed the essence of the studies.

Most of the time, Nolan said, the students are impressed and appreciate that the reporters did their jobs after all, a change of heart that so surprised me I had her repeat the words slowly and clearly and right into my tape recorder.

More to the point, when the students come across an example of ineptitude, they can articulate why they feel dissatisfied. "They started off being highly skeptical of everything they read, without knowing quite why," she said. "But as critical thinkers, they could back up their comments and misgivings with precise descriptions of what was in the original study and what was omitted."

I also like Bess Ward's method for converting her students from cynical derision to clinical precision. Ward is a professor of geosciences at Princeton University, and every year she tells her students, Pick a worry, any worry. She has them pose a question about an everyday concern of theirs, a personal habit or indulgence or preferred food that they may have heard or read a negative report about. Their task is to figure out, Should I really worry, or not? How big a risk am I taking if I continue to eat or act as I do, and how does this risk compare to other risky behaviors that I freely or of necessity engage in? Or should I feel guilty about my little luxuries because they may be harming others, or are bad enough for the environment that I can't quite justify them?

"I tell them, choose something that you relate to and that may sometimes nag at you from the background of your mind. Drinking a lot of coffee, or taking birth control pills, or eating tuna sandwiches, or bungee jumping," she said. "The idea is, look at the evidence and do a risk assessment."


For most of these concerns, the basic data points, the worry wartlets, are accessible on the Internet. The Environmental Protection Agency's Web page, for example, offers so-called reference doses for virtually every toxic chemical you're likely to encounter—scientific estimates of how much of the chemical you can be exposed to without suffering harm. Here you will find the average concentration of mercury in an average Charlie tuna presented as milligrams of toxin per kilogram of fish. You will also find how many milligrams of mercury a person can safely ingest per kilogram of his or her own body weight before needing to worry about achiness, bleeding gums, swelling, blindness, coma, and, well, I think I'll just go with the arugula salad, thanks. 

Or let's say you're fretting, as one of Ward's students did, over the relative riskiness of a weekly manicure. When you're in a nail salon, you're breathing in all the fumes from nail lacquers and the solvents that remove them, an ambient nosegay only slightly more sensual than that of the elephant facility at the National Zoo. But is obnoxious necessarily noxious? On the EPA Web page, you will discover that nail polish and polish remover contain toluene, a moderately toxic petroleum extract that also happens to be moderately volatile—i.e., it evaporates easily into the air you'll soon be breathing. The EPA also offers figures on toluene concentrations in different workplace settings, including nail salons. Elsewhere on the Internet, you can gather results from inhalation surveys to see how much air the average person breathes in over the course of an hour, which is about how long you'll spend on a task that is literally as thrilling as watching paint dry. After analyzing these and other statistics, you may conclude, as the young student did, that her weekly manicures are reasonably harmless, but that she wouldn't want to work ten-hour shifts in a nail salon and that maybe she should give really big tips to the women who do.





Another surprising barrier to thinking scientifically is that we often believe we already understand how many things work, especially simple things we were supposed to have learned in one of our formative, single-digit grades. Even absent specific exposure to this or that kiddie science problem via a parent, a camp counselor, or the Professor on Gilligan's Island, we develop an intuitive grasp of physical reality, a set of down-to-earth, seemingly sensible explanations for everyday phenomena: why it's hot in the summer and cold in the winter, or what's going on when we throw a ball into the air. Sometimes these intuitive concepts are so comfortably lodged in our brains that if that tossed ball were to become a cartoon piano and fall on our heads, we'd pick ourselves up like a dazed Wile E. Coyote, shake the twinkling phosphenes from our eyes, and go back to our same misguided schemes for catching the bleep-bleep Road Runner. 

Susan Carey, a professor of cognitive neuroscience at Harvard, has explored the ways that our lovingly cultivated and often erroneous models of physical reality can subvert understanding and impede our capacity to learn. She uses as an example a ball that has been tossed into the air and then falls back to the ground. Say you draw a picture of this trajectory, she said, with a series of balls in a steep arc to represent the ball rising upward, at midpoint in the air, and coming down again. You then ask people to draw arrows showing what sort of forces they think are acting on the ball during its trajectory—their strength and direction. The vast majority of people look at the picture and draw big force arrows pointing up while the ball is headed skyward, and big arrows pointing downward while the ball is descending. A sizable fraction of respondents, recognizing that gravity is acting on the ball during its entire voyage, will add little arrows pointing down next to the big arrows pointing up for the ascent portion of the curve. For the ball at its zenith, many will draw a little up arrow and a little down arrow that effectively cancel each other out.

It makes sense, doesn't it? Ball going up, force arrows pointing up; ball going down, force arrows plunging earthward. In fact, it makes so much sense that people believed exactly this model of motion for hundreds of years. There's even a name for it—the impetus theory, the idea that when something is in motion, a force, an impetus, must be keeping it in motion. As reasonable and as obvious as this theory seems, however, it is wrong. True, there was an upward force exerted on the ball when it first was thrust into the air, compliments of the pitcher. But once the ball has been launched, once it is in midexcursion, there is no more upward force acting on it. Once the ball is in the air, the only force acting on it is gravity. All those arrows on the diagram should be pointing down. If there were no gravity to worry about, a ball tossed upward would keep sailing upward, no further encouragement necessary. This is one of Isaac Newton's many brilliant productions, the famed law of inertia: an object at rest tends to stay at rest, unless induced by the nudge of a police officer's stick to get up off the park bench, this isn't the Plaza Hotel, you know; while an object in motion tends to stay in motion unless a force is applied to stop it. Yet even though we have heard about the law of inertia, and have seen the movie showing what happens when a jealous computer clips an astronaut's tether in the weightlessness of space—there he go-o-o-es—still we have trouble applying the idea of inertia to something in motion, and still we draw diagrams of ascending balls with upthrusting arrows. 

"People come to science learning with a coherent, rather systematic theory of mechanical phenomena, and it's usually a variant of impetus theory," said Carey. "And often, as they learn about Newtonian theory, force, momentum, inertia, pressure, they simply assimilate the new information into their preexisting concepts." She and other researchers have found that even among people who have had a year of college physics, a high proportion will explain the ball's trajectory in impetus terms. "They hadn't undergone a conceptual change," she said. "The intuitive concepts they started with still held sway."

Sometimes a piece of knowledge learned early can make a powerful impression, can become an intuitive understanding that is then summoned forth in a valiant effort to explain something else. For example, researchers have shown that many people, on being asked why it is warm and sunny in the summer and cold and sullen in the winter, attribute seasonality to the comparative distance between Earth and the sun. They begin by stating a fact picked up at some point in elementary or high school—that Earth's orbit around the sun is not a perfect circle, but an ellipse. They then explain that, when Earth is closest to the sun on its ovoid track, we have summer; and when it is farthest away, it's time for road salt.

Walter Lewin, a professor of physics at MIT, showed me a video of Harvard seniors being asked, at their commencement ceremony, to explain why we have seasons. Again and again the young men and women, cucumber-confident in their caps and gowns, explained it as a matter of Earth being farthest from the sun in winter and closest in summer. The respondents weren't all art history or English majors, either, but included a few physics and engineering students as well.

Lewin, who is Dutch and therefore gratuitously tall, has an Einsteinian froth of whitish hair, a loping, electric style, and a facial expression often tuned to an impish, resigned incredulity. "The misconceptions of high school," he said, "can dog you for the rest of your life."

It's true that Earth's orbit is elliptical, he said, but only modestly so. Yet when the students try to explain in a drawing how the shape of our planet's orbit causes the seasons, they invariably exaggerate the eccentricity of the ellipse into something with the contours of a Tic Tac. Now they have a visual representation of how they view the seasons. You see way out here, at the farther elliptical tip of the orbit? That's winter. You see this tip, where we're squeezing toward the sun? That's summer. "They fail to ask the question, If this were the case, why, then, is it winter in the Southern Hemisphere when it's summer in the North, and vice versa?" said Lewin. "They can't shake the image of the all-powerful ellipse from their minds." 

As it happens, Earth is slightly farther from the sun in July than it is in December, yet none of this matters. Seasonality is the result, not of orbital geometry, but of Earth's tilt: the fact that the globe is spinning on an axis that is tipped over 23 degrees relative to the plane of Earth's migration around the sun. As a result, sometimes the Northern Hemisphere points toward the sun and is bathed in a comparatively stronger and more direct blast of heat and light, and everybody living between Caracas, Venezuela, and Wood Buffalo, Canada, is advised to wear plenty of sunscreen, long-sleeved clothing, a sombrero, and a canvas tarp. Six months later, when Earth is at the opposite end of its lazy-Susan revolution, the Northern Hemisphere is tipped away from the sun, and it's the Southern Hemisphere's time to get braised.

Again, most people know about Earth's tilt, if for no other reason than their childhood exposure to that obligatory household prop, the four-color globe, on which half the countries have long since been renamed, redrawn, and overtaken by a military junta, and which was rarely used except for the purposes of spinning it around on its notably slanted axis until it squealed. Because the spinning was understood to explain why we have days and nights, however, the angle of the rotation was as likely to be erroneously lumped together with the day-night kernel of kiddie wisdom as with any explanation for snow days and summer vacations.

Nor is it necessary that we learn our misinformation in childhood to hang on to it as a toddler would a small, shiny choking hazard. Whether sizing up new acquaintances or seizing on novel ideas, we remain forever at the mercy of our first impressions. We hear an explanation for something we hadn't been exposed to before, it sounds good and tastes better, and—you didn't just swallow that thing, did you? Cindy Lustig, a professor of psychology at the University of Michigan, recently demonstrated the ease with which our mind makes up its mind about new things. She gathered together forty-eight of the standard academic research subjects—undergraduate students—and instructed them to make an association between two related words, like "knee" and "bend" or "coffee" and "mug."

On a follow-up test, she asked her subjects to change the association, so that instead of answering the "knee" cue with "bend," the person was to reply "bone"; for the coffee prompt, "cup" rather than "mug." OK, time for lunch. Later that day, Lustig divided the group of subjects in 
two. Half were told to revert to the original association when confronted with the cue word. No problem: knee  bend, coffee mug. The other group was asked to say whichever of their learned responses came to mind. Half of them would reply "bend" or "mug," and half "bone" or "cup." Good enough. Flip of the coin. Ah, but the next day, what then? When the random-answer subjects were again asked to say whatever response came to mind on hearing their cue words, a sizable majority conjured up their first tutorial, getting the bends, getting mugged. The earliest link, said Lustig, had become the brain's default setting.

Reporters know this tendency all too well, of the mind's readiness to make a quick connection and then seal it with an acrylic topcoat. I remember writing a story for the front page of the New York Times in 1991, about the spectacular discovery that we humans and other mammals have many hundreds of genes devoted to the production of odor receptors, the molecules studding the cells of our nasal passages that allow us to detect the thousands of aromas surrounding us. When I first heard the name of one of the smell researchers, Linda Buck, I immediately thought of another Linda with a similar surname, Linda Hunt, the New Jersey–born actress who won an Academy Award for playing a Chinese-Indonesian man. Well, both names are U-based, and you can hunt a buck, right? Ding-dong, connection made! Which is which? A wicked switch! I continued reporting the story. The hours flapped past. And when I finally got down to writing, I couldn't help but revert on cue to the earliest connection I'd made in the "Linda with the monosyllabic, rather bland last name" category, and I typed in Linda Hunt. Only at the last minute, right before the piece was to go to press, did I double-check the name against the journal article—and gasp at my error. Fortunately, I had time to make the change and save myself from prolonged humiliation. Linda Buck and her collaborator, Richard Axel, have since been awarded the Nobel Prize for their discovery, but there's still no Oscar in sight.

While simple facts like name spelling are easy to check and correct, it's much trickier to confront your preconceptions and misconceptions and to articulate how or why you conceive of something as you do. Your ideas may be vague. You're not sure where they came from. You feel stupid when you realize you're wrong, and you don't want to admit it, so you say, To hell with it, I'm no good at this, good-bye. Please don't do that. If you realize you might have put those up arrows on the ascending ball, too, or you weren't sure about the seasons, or you thought the lunar phases were the result of Earth's shadow being cast on the moon, rather than the real reason (that half the moon is always lit by the sun, 
and half is always dark, and that as the moon makes its month-long revolution around Earth we see different proportions of its light and dark sides), blame it on the brain and its insatiable greed, for picking up everything it comes upon and storing it in the nearest or most logical slot, which may not be right, but so what. That you have to be willing to make mistakes if you're going to get anywhere is true, and also a truism. Less familiar is the fun that you can have by dissecting the source of your misconceptions, and how, by doing so, you'll realize the errors are not stupid, that they have a reasonable or at least humorous provenance. Moreover, once you've recognized your intuitive constructs, you have a chance of amending, remodeling, or blowtorching them as needed, and replacing them with a closer approximation of science's approximate truths, now shining round you like freshly pressed coins. 



Probabilities

For Whom the Bell Curves

AT THE START of each semester, Deborah Nolan teaches her elementary statistics students a basic, bilateral lesson in life: that it's really hard to look accidental on purpose; and, on the flip side of the same coin, that randomness can look suspiciously rigged. And what better way to prove her point than by flipping coins? 

Nolan divides her class of sixty-five or so students into two groups. The members of one group are instructed to take a coin from their purse, pocket, or friendly neighbor, and to flip the coin one hundred times, recording the results of each toss on a sheet of paper. The other students are told to imagine tossing a coin one hundred times, and to write down what they think the outcome would be. After signing their work with an identifying mark known only to themselves, the students are to place the spreadsheets of heads and tails face-down on Nolan's desk.

Nolan then leaves the room, and the students start flipping coins and writing, or coining flips and writing. On returning, Nolan glances over the strings of one hundred Hs and Ts and declares each to be either real tossups or faked ones. Nolan is nearly always right, and the students, she said, are "aghast." They think she must have cheated. They think she peeked or had an informant. But she doesn't need to play Harriet the Spy. As it happens, true happenstance bears a distinctive stamp, and until you are familiar with its pattern, you are likely to think it is messier, more haphazard, than it is. Nolan knows what real randomness looks like, and she knows that it often makes people uncomfortable by not looking random enough.

In the real tossing of a coin, flick after flick, you will find many 
stretches of monotony, strings of five heads or seven tails in a row. Now, this is no big deal if you do it long enough and begin to realize that, in the course of one hundred or two hundred flips, clumping happens. Yet when we watch somebody flip a coin in shorter stretches, and especially if we have something riding on the outcome—who gets to choose the vacation destination, for example, or who has to remove the dead opossum from under the porch—we become very dubious when the coin starts repeating itself.  Six tails? Where did you get that quarter from anyway? a Tom Stoppard play?* Let me try.


In their fantasy flippings, the students compensated for their inherent chariness of "too much coincidence" by frequent hopping back and forth, head to tail. In general, the act of jotting down a triplet would set off an alarm bell in the student's head, resulting in a deliberate change of face. "When I look at the fabricated coin tosses, the length of the longest run of heads or tails is way too short," said Nolan. "And overall, the number of switchbacks between heads and tails is way too high." People know there's a fifty-fifty chance for a given outcome with each toss, and they know that, on average, one hundred tosses will yield something close to fifty heads and fifty tails. OK, forty-eight tails, fifty-two heads, I can live with that. But six tails in a row?

"People want to apply the fifty-fifty rule over a very short period of time," said Nolan. "They have a skewed sense of probabilities, and they think the odds of getting multiple heads or tails in a row are much smaller than they are. In fact, the probability of getting four heads or four tails in a row is one in eight, so there's a pretty high chance of it happening." Nolan derived her figure by using the simple multiplication rule that applies to figuring out coin-flipping odds.† You have, of course, a 50 percent chance of tossing a head (or a tail) with each throw—in other words, a probability of 0.5. To calculate the odds of getting two heads in a row, you multiply the two odds together: 0.5 times 0.5, or 0.25—a 25 percent chance that you, the penny pitcher, would see a pair of Lincolns. If you want to ratchet up the number of flips in your probability estimate, just keep multiplying. The prospect of seeing fourheads emerge with four tosses is thus 0.5 multiplied by itself four times, which works out to a one-in-sixteen chance. But because we specified beforehand that we wanted to calculate the odds of seeing four heads  or four tails, rather than four heads, period, we must add the two probabilities together, and one-in-sixteen plus one-in-sixteen is one in eight.* Granted, the odds of remaining one-sided decrease considerably with each additional toss. The likelihood of flipping six consecutive heads or tails is only one in thirty-two, or about 3 percent. This modest potential, though, applies to a single bout of a half-dozen flips. When you're flipping a coin one hundred times, the odds begin to add up, and so, too, do the clusters.



I tried Nolan's coin-tossing exercise myself several times, and over a dozen rounds of one hundred flips each, I never completed a set of one hundred without getting at least one string of six or seven heads or tails in a row, often more than one unbroken sextuplet per set, as well as many quintuplets and quartets. My record for monotony was nine heads in a row, which even now, knowing what I know and assuming a determination to outfox the instructor, I would feel queasy about including in a display of faux flipping.

Until they're schooled in the expansive possibilities of probability theory, Nolan's students regard the notion of randomness as a kind of nervous tic: sorry, sorry, can't stop twitching! Anything beyond this perpetual pinging and ponging, Abe and his monument, and what would you have? A pattern. From a pattern, it's a small step to assuming a point or a portent, and the next thing you know, some poor rabbit is forfeiting its foot to a key chain. "Because many people don't have a real feel for how likely it is for events to happen, they start to attribute hidden meaning to something that's random," said Nolan. "If they see a run of heads or tails beyond a certain length, they begin looking for reasons."

Here we find the basis for superstitiousness, she said. A chance occurrence occurs. Not knowing the odds behind it, we marvel, Now, really, what are the odds? Surely too tiny for chance!

Alan Guth, a physicist at MIT, described an example from his own family of how easily we turn the random into an omen. An uncle of his, who'd lived alone, had been found dead in his home, and a policeman had come to deliver the bad news to Guth's mother. While the officer was there, Guth's sister, who was traveling on business, happened to 
call. "My mother and sister were both shocked at the timing of the call, that it coincided with the policeman's visit, and the news of my uncle's death," said Guth. "They thought there had to be something telepathic about it." When Guth heard from his mother of this "miraculous" instance of kin-based telecommunion, he couldn't help but do some quick calculations. As a rule, his sister phoned their mother about once a week. She tended to call either first thing in the morning or in the evening, when she had a free moment and when her mother was likeliest to be around. The policeman had arrived at his mother's house at about 5:00  P.M., and, because there were several solemn orders of business to discuss, his visit had lasted more than an hour, possibly two.

All factors considered, Guth said to me, the odds of his sister calling while the policeman was on-site were on par with flipping five heads or tails in a row. "This is not what I would consider a highly improbable event," said Guth. Lucky, yes, given his mother's need for comfort from a loved one, but nothing for which the telepathy option need be considered.

The more one knows about probabilities, the less amazing the most woo-woo coincidences become. My mother told me an amusing story about an acquaintance of hers whose fate, over a six-month period, had seemed linked to her own as though by an idle Pan. The acquaintance was, appropriately for our purposes, an old math professor of hers. Week after week, my parents kept running into him somewhere on Manhattan's sprawling cultural turnpike—an off-Broadway play, a free piano recital, a Bergman movie, the Monet Water Lilies room at the Museum of Modern Art. The first few times, my mother and her professor chortled awkwardly over the similarities of their taste. Soon, they were content to nod vaguely from across the room. The coup de graceless came a few months later, in July, and in another country. My parents were strolling along the boulevard St.-Michel on their first trip to Paris, when who should they see but the good professor, sitting at a café. Judging by the way he held his newspaper ostentatiously in front of his face, my mother knew he had spotted them first.

Had my mother been of a superstitious bent, she might have thought the universe was trying to tell her something. ("Your professor hates you!") She is, however, one of the least superstitious people I know, and she understood that (a) those who like Monet like French art; (b) Paris is famous for its world-class collection of French art; (c) "April in Paris" sounds romantic, but "An American in Paris" sounds like July; and (d) an outdoor café is the best place to while away many hours not drinking 
a cup of cold espresso, not smoking the lit Gauloise in the ashtray, and not really reading the  Herald-Tribune.

John Littlewood, a renowned mathematician at the University of Cambridge, formalized the apparent intrusion of the supernatural into ordinary life as a kind of natural law, which he called "Littlewood's Law of Miracles." He defined a "miracle" as many people might: a one-in-a-million event to which we accord real significance when it occurs. By his law, such "miracles" arise in anyone's life at an average of once a month. Here's how Littlewood explained it: You are out and about and barraged by the world for some eight hours a day. You see and hear things happening at a rate of maybe one per second, amounting to 30,000 or so "events" a day, or a million per month. The vast majority of events you barely notice, but every so often, from the great stream of happenings, you are treated to a marvel: the pianist at the bar starts playing a song you'd just been thinking of, or you pass the window of a pawnshop and see the heirloom ring that had been stolen from your apartment eighteen months ago. Yes, life is full of miracles, minor, major, middling C. It's called "not being in a persistent vegetative state" and "having a life span longer than a click beetle's."

And because there is nothing more miraculous than birth, Deborah Nolan also likes to wow her new students with the famous birthday game. I'll bet you, she says, that at least two people in this room have the same birthday. The sixty-five people glance around at one another and see nothing close to a year's offering of days represented, and they're dubious. Nolan starts at one end of the classroom, asks the student her birthday, writes it on the blackboard, moves to the next, and jots likewise, and pretty soon, yup, a duplicate emerges. How can that be, the students wonder, with less than 20 percent of 365 on hand to choose from (or 366 if you want to be leap-year sure of it)? First, Nolan reminds them of what they're talking about—not the odds of matching a particular birthday, but of finding a match, any match, somewhere in their classroom sample. She then has them think about the problem from the other direction: What are the odds of them not finding a match? That figure, she demonstrates, falls rapidly as they proceed. Each time a new birth date is added to the list, another day is dinged from the possible 365 that could subsequently be cited without a match. Yet each time the next person is about to announce a birthday, the pool the student theoretically will pick from remains what it always was—365. One number is shrinking, in other words, while the other remains the same, and because the odds here are calculated on the basis of comparing (through multiplication and division) the initial fixed set of possible options with an ever diminishing set of permissible ones, the probability of finding no birthday match in a group of sixty-five plunges rapidly to below 1 percent. Of course, the prediction is only a probability, not a guarantee. For all its abstract and counterintuitive texture, however, the statistic proves itself time and again in Nolan's classroom a dexterous gauge of reality. 

If you're not looking for such a high degree of confidence, she adds, but are willing to settle for a fifty-fifty probability of finding a shared birthday in a gathering, the necessary number of participants accordingly can be cut to twenty-three. Throw a couple of dozen people together at a cocktail party, in other words, and you have a slightly better than even chance that two of them will be birth-date mates, who, if they discover the fact, will likely exclaim over the coincidence and segue to a discussion of astrology. Or, if their birthday happens to be February 16, and they're talking to me at this imaginary cocktail party, they will hear of the many other date mates who preceded them—Susan the San Francisco photographer, who always brought her golden Labradors on assignment; Frank the Atlanta businessman, who briefly sublet my apartment and whooped it up at the neighborhood tiki bar; Michelle, my brother's girlfriend; and, first but ever least, Robbie, a high school boyfriend of mine, who was cute and smart and studiously mean. Maybe it was his rising sign, or something his poor mother ate.

Through exercises like Birthday Buddies, Nolan's students begin to see the world as both surprisingly predictable and full of surprises. It is a place where small numbers can take on grand airs and seem, on first pass, more meaningful than they are: how could a meager number like 23 possibly perform like 365 without some sort of cosmic motivational speaker prodding it from behind?

It is also a venue large enough for rarities to become regulars, where so many millions of lottery tickets have been sold that ridiculous patterns emerge. A sixty-year-old Australian man buys a Lotto ticket before leaving for vacation, worries that he bought the wrong sort of ticket, and asks a friend back in Sydney to buy another, then frets on returning home that his friend fumbled the request and so decides to spring for a third entry—and ends up with three winning tickets in hand. A woman in Milwaukee, Wisconsin, responds to her husband's hankering for an expensive experimental airplane kit, Sure, honey, go ahead and splurge "when you win the lottery," just as her father had won the state's $2.7 million Megabucks jackpot a dozen years earlier; her husband takes the suggestion seriously and scores a $2.5 million 
Megabucks prize himself. Or officials for a large multistate Powerball lottery drawing become suspicious when 110 players scattered among the 29 participating states come in to claim second-place prizes, rather than the 4 or 5 such winners expected from the drawing. But each of the 110 petitioners had guessed 5 out of the 6 Powerball numbers correctly, and each was entitled to anywhere from $100,000 to $500,000 apiece, depending on the initial bet. Behind the startling outbreak of good fortune was a fortune cookie. All the second-place winners had based their choice on the 6 digits they'd seen on the little slip of paper tucked inside a Chinese fortune cookie, a fortune that, like the cellophane-wrapped bill brightener that held it, had been produced in bulk at the Wonton Food factory in New York. 

Most of us are not accustomed to a probabilistic mindset, and instead approach life with a personalized blend of sensations, convictions, desires, and intuitions. Our gut is certainly a significant piece of property. The gastrointestinal tract measures about thirty feet from throat to rump and accounts for 10 to 15 percent of one's body weight—but its physical dimensions are nothing compared to its metaphoric value, as the source of our cherished "instincts." We meet new people, we size them up and get a "gut feel" for what they're like, and we contrast them with others in our acquaintance until we find the closest fit. Ah, now we've got them sussed, trussed, and mounted. Now we can safely nap. If our gut instinct happens to clash with logic, probability, or evidence, guess which claimant wins?

Jonathan Koehler of the University of Texas admits that he is not always a popular guest at a wedding. He sits at the ceremony and listens to the giddy couple exchange vows of permanent devotion, passion, and respect. He hears the toasts attesting to the unmistakable rightness of the match, how anybody who knows this man and this woman could tell from the start that the union was "meant to be" and is "like no other," and he thinks, Hmm, I've been to four weddings in the past year. Who's it going to be, then: Zack and Jenny? Sam and Brianna? Brad and Briana? Or Adam and Hermione, now lip-locked so protractedly before me? Which two of these four pairs of besotted newlyweds will end up carrying botulinum-tipped spears into divorce court ten years hence? After all, minor fluctuations notwithstanding, the American divorce rate has been remarkably stable at 50 percent for nearly half a century.

Koehler is friendly and chatty and sometimes shares his musings with other wedding guests. They look at him as though he had belched, or speculated on the correlation between the size of the bride's brassiere and that of the groom's paycheck.


"They find it repugnant to talk statistics at a wedding," he said. "They want to know how I can say such a thing. Why, you don't know anything about this couple! Just look at how happy they are, how deeply in love, how overjoyed their families are. True enough—but I know general frequency statistics. I also know that every couple gets married with kisses and toasts and high hopes, so these details shouldn't affect the probabilities we assign to them. Until you tell me something outside the norm, something diagnostic that has been shown to affect one's probability of divorce—for example, both partners being over the age of thirty-five, which is known to lower the probability of divorce—I'll assume the normal statistical risk applies." Koehler, who has the slight build and dark, floppy hair of Michael J. Fox, insists he's not a "cynical, bitter little man" or a self-satisfied bachelor: to the contrary, he recently got married himself. He's simply accustomed to viewing the world as an extravaganza of sample spaces. 

"People don't tend to pay attention to the background information, the sample space," he said. "They take the foreground information without context, and they accept it at face value."

And while full frontal credulity may be the lubricant of matrimony, he said, at other times it helps to look at the big-sky backdrop. More than once Koehler has calmed a jittery passenger seated next to him on an airplane by quoting probabilities. You would have to fly on a commercial airline every day for 18,000 years, he tells them, before your chances of being in a crash would exceed 50 percent. You want to know what 18,000 years looks like? Think "twice as far back as the dawn of agriculture."

Koehler has also examined the errors that people make in deciding how to invest their money. In one study, he and his colleague Molly Mercer showed subjects mockups of advertisements for mutual funds. To the first group they displayed an ad from a small company with a phenomenal track record. It operated only two funds, but each consistently outshone a benchmark market index like Standard & Poor's. Now it was starting up a third fund: Wanna invest? The next set of subjects was treated to an ad from a large mutual fund company, which mentioned that it ran thirty funds and then showed the results of the two funds that "killed" the market index; it, too, was seeking investors for a new fund. Yet another group saw a pitch from the same large company, again attempting to entice investors to a new fund by highlighting the lavish returns on its two star funds, but this time with no reference to the many other, and presumably far less impressive, money sinks in its corporate portfolio.


Koehler and Mercer found that subjects generally were impressed by the small company's results and voiced a willingness to buy into their latest start-up fund. They were equally unimpressed by the big company with thirty funds. "People recognized that, Oh, you're showing me only the best two out of thirty, and they said, Sorry, not interested," said Koehler. But when confronted with ad number three, from the big company that boasts of its two knockouts while omitting any reference to its baseline operations, subjects again fell prey to the lure of the fabulous foreground. They greeted it with the same enthusiasm accorded the small company. 

"From a mathematical standpoint, the fund from the investment group that's two-for-two is a much better risk and is much likelier to outperform the market than is that of a group that's two-for-question-mark," said Koehler. "But people often forget to ask, What's the question mark here? They're not thinking about the sample space."

Unfortunately for us poor hayseeds seeking a place to plant our paychecks, real-life advertisements for mutual funds are not legally obliged to divulge their losers and thus they rarely do. Even the advice of "experts" may not enhance our prospects. "We got the same pattern of responses to our ads," Koehler said, "whether we asked undergraduates or professional investors."

Koehler conceded that it's not easy to think about a sample space, the background context, the teeming multitudes beyond the home team in front of you. "We're not hard-wired to think probabilistically," he said. "We're hard-wired to respond to life subjectively, empathetically, and on the fly, which may be a generous impulse in some cases, but at other times it clouds our judgment and is flat-out wrong." One approach he takes to encourage a quantitative mindset is applying it right where subjectivity has the greatest stranglehold on sense: our people skills. He uses exercises like the notorious Linda Problem. Students are given a paragraph describing a hypothetical character named Linda, who is said to be a thirty-year-old American woman who majored in philosophy, graduated with high honors, and has been active in the nuclear freeze and antidiscrimination movements.

Following that tapas of a biography are eight statements, which the readers are asked to rank in order of probability that they apply to Linda. Among them: Linda is a bank teller; Linda is a feminist; Linda is married and has two children; Linda lives in a university town; Linda is a feminist and a bank teller.

Time and again, Koehler said, readers think they know Linda. She's a feminist—that they rank high. And she probably lives in a university 
town. The married-with-kids part, who can say, so that gets a listing somewhere in the middle. But a bank teller? That description doesn't sound like Linda at all, and it earns an average ranking way at the bottom of the stack. She could, however, be a feminist  and a bank teller, couldn't she? Readers assign the composite declaration a higher probability than bank teller alone. "Almost ninety percent of people do this," said Koehler. "They argue, she's definitely not a bank teller, but she could easily be a bank teller and a feminist. At least that's got some of Linda in there. That seems to be the way people think about probability."

There is, of course, a higher probability of Linda being a bank teller than a bank teller and a feminist. In order to be a bank teller and a feminist, she must be a bank teller; and the unconditional probability of one event occurring—in this case, bank tellerdom—is always going to be greater than the conditional conjunction of that event plus a second event—bank tellerdom and a familiarity with the works of Simone de Beauvoir and Gerda Lerner.

Yet even as people accept that Linda might be a feminist bank teller, they feel uncomfortable thinking of Linda's overall prospect of being a bank teller, period. Some might think that to use the job description alone negates, misrepresents, or shortchanges an essential aspect of her being, just as I've felt compelled to qualify my answer whenever people have asked what my father did for a living: he was a machinist at Otis Elevator Company, I say, but he was also an artist who made intricate pen-and-ink drawings, i.e., he was no Archie Bunker. Alternatively, people might be unconsciously fleshing out the statement "Linda is a bank teller" with a clause, "but she is not a feminist," to place it in direct contrast to the statement "Linda is a feminist and a bank teller."

However understandable and folksy maybe the urge to rank the conditional above the unconditional premise in Likely Lines about Linda, it is incorrect, and when Koehler's students realize the error of their weighs, they feel foolish at first, and then eager to try the trick on family and friends, and finally liberated. Where else can they apply their newfound wisdom, their awareness of how important it is to consider background?

Nowhere is the utility of sample-space tracing more obvious than when interpreting the results of a medical test. As a number of studies have revealed, doctors are not always skilled at estimating probabilities or putting a test result in proper context, which means that patients may be sent into paroxysms of anxiety, soul-searching, and planning of funeral choreography unnecessarily, or at least prematurely.


Let's take as an illustrative but purely hypothetical example the following scenario. You're at the doctor's office for routine maintenance, and you happen to notice a sign advertising the monthly special: an AIDS test that is described as "95 percent accurate." You are not in any of the standard high-risk groups for the disease—though you did have crab lice back in college—but as a conscientious citizen and aspiring hypochondriac, you decide to roll up your sleeve and get screened. 

A week later, the receptionist from the temp agency who's been filling in for your doctor's phlebotomist calls with grim news: you tested positive. You feel the blood abandon your head and reconvene around your plantar warts. You can't speak. The receptionist mumbles how sorry she is, and how she loved Tom Hanks in Philadelphia. How sorry should you be, especially since you've never forgiven Hanks for The Man with One Red Shoe? The test is "95 percent accurate." You came out positive. Assuming the results weren't caused by a major mechanical screwup like a swapping of test tubes or charts at the laboratory, there's a 95 percent chance you're infected with the AIDS virus, right?

Unbate your breath. Even if it was your vital fluid that yielded the positive result, the real odds are much, much smaller than 95 percent that you are genuinely HIV-positive. In the lively Port Said of the free market, the definition of a test's accuracy can vary depending on the needs and temperament of its parent pharmaceutical company, but in general this figure would mean the following: on the one hand, the test will accurately detect the human immunodeficiency virus in 95 percent of those who have it but will fail to catch 5 percent of those infected; on the other hand, it will correctly rate as negative 95 percent of all noncarriers, but—and here's where your comfort food comes in—it will mistakenly generate a positive result for 5 percent of uninfected patients. Why should you find solace in a puny false-positive figure like 5 percent? Because the potential pool, the sample space, embodied in that figure is formidable. In the United States, HIV infection remains relatively rare, afflicting about 1 in 350 people. Taking a more population-worthy slant on the problem, that means in a random group of 100,000 Americans, some 285 will be HIV-positive, and 99,715 not. Yet if we screened all 100,000 with our AIDS test, what would we expect? The assay would accurately pick up 271 of the 285 viral carriers; but it would slap a fallacious writ of panic on some 4,986 noncarriers. To calculate the odds that a positive result means you are actually infected, you divide the total number of true positives you'd expect in your sample space (271) by the total number of positives overall—false (4,986) and true (271) together. Slice 271 by 5,257, and you end up with a 
probability of 5 percent. The gist of that calamitous phone call, then, amounts to the flip figure of your initial fears: there is a 95 percent chance you're virus- free.*


None of this is to suggest that estimating probabilities in most real-world settings is easy, or that you should start second-guessing medical advice by running your test results through a two-way ANOVA statistical analysis. Still, it never hurts to ask some simple questions, such as, How common is this illness or condition in the general population? In other words, What is the size of the sample space I'm up against? This question is particularly useful in trying to get a reasonable sense of a "risk factor," or of one's "relative risk" compared to Max and Bryanna Populi. For example, five bad sunburns before the age of fifteen is said to double your odds of developing malignant melanoma. How awful! A few lousy days at Camp Minnehaha spent extracting oar splinters from your palms and taking group lanyard lessons under the full noonday sun, and you can raise your risk of contracting a potentially deadly skin cancer by 100 percent? Yes, but as it happens, melanoma is quite rare, afflicting only 1.5 percent of the U.S. population; so even with the legacy of your childhood stir-fries, and assuming no other risk elevators like a family history of the disease, you're still talking about a lifetime risk below 4 percent. By all means, watch out for the appearance of new skin moles, particularly those shaped like raisins, Rorschach blots, or the literary caricatures of David Levine; and make sure that you and your loved ones are fully shellacked in sunblock prior to opening the window shades; but putting your dermatologist's pager on speed dial is surely going too far.

You might also want to ask your doctor about the published rates of false negatives and false positives for a given assay, and whether the measure of those accuracy statistics is itself accurate. Most health care professionals, despite their descriptor, are far more concerned with diagnosing and treating illness than they are in minimizing the number of false alarms their screens may activate among the healthy. As they see it, it's worse to miss a real case of a disease than to spot what initially looks like trouble and then find out, whew, you're fine after all. Yet for you the medical consumer, the devastating impact of a false positive, however brief its tenure, can feel like an illness, so if there's any way to 
combat it with an estimate like the one for our hypothetical AIDS test, fire away. 

Another way to feel more comfortable around quantitative reasoning is to try some at home, starting with a fun exercise that I'll call, until somebody stops me, the Fermi flex, after the great Italian physicist Enrico Fermi. In addition to being one of the giants of twentieth-century science, Fermi was a leader of the Manhattan Project during World War II, an assignment that for some reason had its stressful moments. To fortify morale and remyelinate the frayed nerves of his fellow bomb makers, Fermi would throw out quirky mental challenges. How many piano tuners are there in Chicago? he might ask, or, How many pounds of food do you eat in a year? As Fermi saw it, a good physicist, or any good thinker, should be able to devise an ad hoc, stepwise scheme for attacking virtually any problem and coming up with an answer that lies within the vaunted terrain known as "an order of magnitude." In other words, you shouldn't have to multiply or divide your estimate by a factor of ten or more to embrace the real answer. If the real answer is 5,400, you should be able to get an estimate in the range from 1,000 through 9,999; if the answer is 33,000, your Fermi-approved margin extends from 10,000 through 99,999.

Flexible enough, but how can you even begin to approximate the dimensions of an obscure trade like piano tuning in a city with which you have only the barest of airport hub acquaintance? In his admirable book Fear of Physics, the fearless physicist Lawrence Krauss shows the way. Chicago is one of the nation's largest cities, he says, which means its population must be up in the multimillion range, but not the 8 million of America's urban heavyweight, New York. Let's give it 4 million. How many households does that amount to? Say four people per dwelling, or some 1 million households. Think about the rate of piano ownership among your acquaintances: maybe 10 percent of the homes you know? So we've got roughly 100,000 Chicago pianos in need of occasional tune-ups. What's "occasional"? Once a year seems like a reasonable guess, at a fee of, say, $75 to $100 per tune-up. Now consider how many pianos a full-time piano tuner must tune to stay solvent. Maybe 2 a day, 10 a week, 400 to 500 a year? So we divide 100,000 by 400 or 500. All conjectures hazarded, we might expect to find a labor force of 200 to 250 pulling strings somewhere in the fabled birthplace of the skyscraper, the well-tailored gangster, and a bland, eponymously named rock band from the 1970s. By the order of his majesty's order of magnitude, Krauss writes, "this estimate, obtained quickly, tells us that we would be surprised to find less than about 100 or more than 
about 1,000 tuners." No need for shock therapy: the actual answer is about 150. 

My turn. I decided I'd try estimating the number of school buses in my county in Maryland, Montgomery, which extends from the border of Washington, D.C., at the southern edge up to points north near Baltimore. Mainly I was curious about how many buses sit idle during the county's vast number of "snow" days, which in this delusional plow-averse state are declared, not on the basis of verifiable accumulations of the white, fluffy substance called "snow," but rather on the premonition of snow as determined by a single factor: before venturing outside, you must put on something called "a coat."

In any event, how many of those cheery yellow child chariots can Montgomery County claim? From my obsessive scrutiny of election results every November, I happen to know that the county has about 500,000 registered voters. I also know that, given its proximity to our nation's capital, the region is politically plugged in and has a high rate of voter registration, maybe 70 percent, among eligible citizens. So I'd estimate the adult population to be around 650,000, or about 300,000 potential pairs. How many of these adult pairs are between the ages of twenty-five and fifty-five, the demographic likely to have school-age children? Let's say 150,000. And let's say that half of them have children, the most popular number being 2 per couple, with maybe 1.5 of those offspring in school. That gives us 110,000 kids in the Montgomery County school system. Some of those children are in private schools; others live close enough to walk or sniffle piteously enough to get driven. Let's cut the bused population in half, to 55,000. How many little scholars can you pack into one vehicle? Maybe 50? So that brings us down to about 1,100. But before we rest on our guesstimate, we must recall that school buses barrel through multiple routes each morning, which is why the wretched teenagers living next door to me have to be up and out the door to catch their bus by 7:15, while my elementary-school daughter gets to leave seventy minutes later. Assuming two routes a day per vehicle, we might wager that there are some 550 school buses in the Montgomery County public school system. Or at least somewhere between 100 and 1,000.

Consulting the Web page for the Montgomery County school system, I find that it owns about 250 school buses, half of my predicted sum, but still well within an order of magnitude of it. True, you could conclude that I might have saved myself the trouble by consulting the Internet to begin with; but I appreciated the exercise, the thinking through of the different parts of the puzzle—the number of fecund 
adults that might surround me, the likelihood of them acting out their fecundity, how many kids are in my daughter's cohort of standardized test–takers, and so forth. Through regular sessions of Fermi flexing, you get a better sense of how the world looks and how the pieces fit together. And while learning to admit that you don't know something is a worthy skill in its own right, better still if you can rally an algorithm to relieve your ignorance. If you're talking to a coworker who tells you his goal is to jog the equivalent of once around the Earth, and you realize with some embarrassment that you don't know or can't recall the circumference of the Earth, and you don't like this pompous coworker enough to give him the satisfaction of asking, Oh, and how far might that be? you can do a quickie estimate. Think about some geo-detail you do know—say, the duration and destination of a very long flight. My husband recently flew nonstop from New York to Singapore aboard Singapore Air; and though he slept for most of the eighteen-hour journey, he did manage to collect goodies like a cute hot-water bottle and a pair of booties with antiskid strips on the bottom. Singapore is very far from America's eastern seaboard, just about halfway around the globe, I'd guess. Jets average some 500 to 600 miles per hour. So 9,000, 11,000, miles to Singapore, and double that for a round-the-world belt of 18,000 to 22,000 miles. The circumference of the Earth, in fact, is 24,902 miles at the equator (or 40,076 kilometers to most earthlings, including those who live at the equator). Our frequent-flier-derived answer, then, is well within the Fermi order of magnitude mandate. Yet jet-setting is one thing; literal globetrotting quite another. Glancing at the generous circumference of your colleague's waistline, which does not bespeak a natural athlete's physique, you smile broadly and wish him Godspeed. Why, a random act of quantitative reasoning has even made you appear kind. 

For all the power of quantitative reasoning and probabilistic analysis, Mark Twain, as ever, had a point about statistics: damn, can they lie. One of the finest and funniest popular science books ever written is the 1954 classic How to Lie with Statistics, by Darrell Huff, on the theme of how the experts are doing exactly that to you every day. Take the much-bandied and seemingly redoubtable term "statistically significant." Call a result "statistically significant," and it sounds as though there's no arguing the point. "Even some scientists and physicians have been brainwashed into thinking that the magic phrase is the answer to everything," said Alvan Feinstein, a professor of medicine and epidemiology at the Yale University School of Medicine. But what does "statistically significant" signify? Although definitions vary depending on who's bandying, the unadorned phrase generally means that the correlation you the scientist have hit upon—an association between a particular genetic mutation and a disease, for instance—has a probability value, or p value, of 5 percent, which in turn means that there is, at most, a 5 percent chance that your patent-pending correlation was due to chance alone. In other words, there is a 95 percent chance that you are onto something. A "p = 0.05" is the minimum passing grade that, according to scientific convention, renders a result "statistically significant" and eligible for submission to at least a sprinkling of the 20,000 or so research journals published worldwide. Yet consider how easy it is to beat this degree of significance to a senseless blubber. The hypothetical AIDS test discussed earlier would have a p value of 0.05; that's what its "95 percent accuracy" rate is all about. The outcome? A pool of false positives big enough to do laps in. For this reason, many scientists don't feel comfortable with such a lax measure of confidence, and they won't publish until their p values have a couple more zeros to the right of the dot, and the odds of the result being a mere fluke pretty much equal to their chance of, say, winning the Nobel Prize. Twice. 

Another slippery statistics term that has found its way into popular usage, and political abusage, is "average." As in: the average tax refund from the president's tax cut program will be $1,500. That sounds pretty decent, until you discover that the statistical "average" doesn't mean the "usual amount" of rebate that the "usual sort" of American family can expect to see. The statistical average, which is also known as the norm, is the statistical mean, a number you get by adding up all your quantities and dividing the sum by the number of data points—in this case, the grand total of tax refunds divided by the number of rebate checks cut. The problem with such calculations is how readily they can be skewed by, for example, the inclusion of a few colossal givebacks. If twenty families living on Creston Avenue in the Bronx receive tax refunds of anywhere from $100 to $300 per household, but a family with a floor-through on Manhattan's Gramercy Park gets an IRS mash note worth $70,000, the "average" refund for those twenty-one families would be about $3,500. Gee, thonx, said the Bronx. I feel richer already. Do you mind if I give a Bronx cheer?

A much more revealing data point would be the median tax cut, the value you'd see if you laid each of the twenty-one rebate checks in a row from feeblest to fattest and looked at the figure on the midpoint refund—the eleventh check. It would be about $200, a far truer measure of what the average Jones in our sample received than is the obfuscating "average." These days, given the growing gulch between extreme wealth and ordinary income in our country, financial matters often are best explored as medians rather than as averages or norms. If you include the wealth of a few Bill Gateses and Warren Buffetts in any calculus of "income norms," you'll make the whole population look comfortably flush, even as the great majority of families earn considerably less than your stated average or indeed what they might need to cover their monthly Visa bill. 

Yet means and medians are not always so mismatched. Many times, they congregate closely beneath the comfortable shade of the celebrated parasol we know as the bell curve. This essential scientific principle unfortunately took on a neocon connotation in the mid-1990s, when Charles Murray and Richard Herrnstein adopted it as the title for their best-selling book about race and IQ. But Bell Curve: The Concept is much deeper and more illuminating than Bell Curve: The Tract. It's extraordinary how much of the world settles into a bell curve when you sally forth to size up its parts. If you were to go into a field of daisies, and measure the heights of, say, three hundred flowers, and mark those heights on a graph, you'd find a few shorties on the left end of the chart, and a few gangly overreachers on the right, but the great majority would amass in the midrange, and the contours of your distribution plot would, yes, ring a bell. The same for measurements you might make of the daisies' leaves, or of the diameter of the yellow centers. You'd have a few outlier examples of any given feature—stubby leaves, moon pie faces—but most would cluster around a central value that, whether you figured it as the mean or the median, would pretty much define the average dimensions of this most fetchingly normative of floral ambassadors.

In her class, Deborah Nolan also brings the bell curve to life by playing tailor to her students. "I take many different measurements of them, height, shoulder width, the distance from the shoulder to elbow, the elbow to the fingertips, the distance from the pinkie to the thumb." Plotting the results of each tally on the blackboard for her five or six dozen students, she shows them how nature adores a good hump.

The same bell curve contour would define the results of coin-flipping bouts. If you performed 1,000 bouts of 100 coin flips, you'd have a sprinkling of really skewed ratios of, say, 71 heads and 29 tails, or even a freakish 80-something tails, teen-something heads, but the great bulk would be in the neighborhood of fifty heads and fifty tails.

Finding the contours of a normal distribution for a given problem is part of what science is all about. What's your mean value, and how do you know when you've got it? If you're trying to figure out the average alcohol consumption among students at a local college, how many people must you interview to feel confident you haven't inadvertently sampled a few too many frat boys, liars, or Seventh-day Adventists? When do you know you've amassed a large enough sample that the midpoint of your bell curve has meaning, that it captures the representative slice of reality you're after? You don't want to end up like the three statisticians out on a duck hunt: the first one fired a shot that sailed six inches over the duck, the second fired a shot six inches under the duck, and the third one exulted, "We got it!" The rules for determining the statistical soundness of a sample size are complex and depend on the particulars of the problem, but a couple of tenets generally apply: the sample should be as large as is practically and economically possible; and once the sample population is settled on, the net should be as finely meshed as you can make it. Nothing tarnishes the credibility of a sample like the desire to be sampled, which is why the results of a sex survey of the readers of  Maxim magazine may be far less revealing than any of the garments on the females displayed therein. A good pollster will hound and rehound the very people who least want to cooperate.

The fact that so many things in life, from the length of a human pinkie to a roll of the dice, conform to a bell curve pattern of data points says something fundamental, if potentially dispiriting, about life: that it's much easier to be ordinary—that is, to dwell somewhere within the normal distribution of whatever category you're measuring—than to be outstanding (or, for that matter, grossly inadequate). Parents want each of their offspring to be what Gertrude Stein is purported to have called "an immortal something or other"; and inspirational spots on public television always feature children dreaming of being great successes—the next Thomas Edison, a world-famous chef, the first astronaut on Mars. Yet distribution theory reveals that values cluster around midpoints, and that mediocrity loves company. As a result, the only way for most children to be "outstanding," "genius material," or even merely "gifted and talented" is to redefine your terms ("of course you're extraordinary: there's never been anybody in the history of the human race with precisely your DNA!"), inflate your grades, or dump your rankings altogether.

Bell curves aren't cast in bronze, and their midpoints can be coaxed over a bit in a preferred direction, usually gradually, sometimes dramatically. With a few changes in public health practices, for example, like pumping sewage out of town instead of slopping it out the window, and encouraging doctors to scrub their hands between patients, the average life span in the United States nearly doubled between the mid-1800s and the mid-1900s. In another twentieth-century great leap upward, the American-born-and-fed children of immigrants soon towered over their parents, pushing the two bulges of the bell curves for height—one for women, one for men—rightward by several inches. Average IQ scores also have risen in the past half century, for reasons that remain unclear. 

Whichever way a bell curve swings, there is always a big fat greedy bulge somewhere, sucking up the bulk of the population. Indeed, the pull of the bell's bulge is so relentless that it's been given its own term: regression to the mean. By this principle, the extraordinary tends to lose its edge over time. If two unusually tall parents have a child, the child is likely to be taller than average, but slightly shorter than his or her same-sex parent; the child, in other words, will regress toward the mean. Why should this be so? Because the parents reached their imposing stature through a combination of genetics and a series of small happenstances during development that all shook out in favor of added verticality; and though they may pass along genes that generally enhance height, the chance settings that accentuated their loftiness will be reset to zero with the new generation and are unlikely to reposition themselves as a series of pluses once again. It can happen, but the odds are against it, just as they are against a mother flipping five heads in a row, handing the coin to her daughter, and having her daughter promptly repeat the trick. While population averages in height or intelligence may advance over time, regression to the mean serves as a counterweight, a stabilizing trend that helps keep cockiness in check.

John Allen Paulos proposes that regression to the mean could explain the legendary Sports Illustrated jinx: the long-standing observation that quite often, after an athlete appears on the cover of Sports Illustrated, that person goes into decline, fumbling the ball, botching the serve, assaulting the fans. Such unstellar turns could result from the pressures of fame, or a superstition subsumed into self-fulfilling prophecy, but Paulos thinks otherwise. "When do you appear on the cover of Sports Illustrated? When you've done extraordinarily well for a period of time and are at the top of your game," he said. "By implication, you're not going to be able to maintain your outlier status for very much longer." You are going to start regressing, however slightly, back toward the mean streets of the mean.

The same might be said for many a miracle cure in the annals of alternative medicine. People often resort to alternative therapies when they have been ill for some time, and have failed to find relief in a mainstream medicine chest. They are at their wits' end, desperate for relief. A friend recommends bee pollen, or shark cartilage, or powdered bear 
carbuncle, and they decide to give it a swallow. A week later, they're largely healed; after two, enzealed. Why didn't their physician recommend bear carbuncle in the first place? Was it because the pharmaceutical industry can't patent or profit from it and so hasn't distributed educational literature and free samples? Or was the doctor too narrow-minded to consider a therapy that looks like the sort of thing you can order through the back pages of the  Utne Reader? Perhaps. Or perhaps the cure had nothing to do with the ingested novelty item, and instead represented another instance of regression to the mean. After many weeks precariously poised on the outlier tail of illness, people slip back into the comfortable lap of health, the physiological norm that our immune system grants us most of the time and that we take for granted until it is gone.

That people readily attribute a spontaneous recovery to some bold move, some agency, on their part, demonstrates the human desire to feel in control of one's destiny, yes. But it also underscores our readiness to conflate correlation with causation, which brings us to yet another way in which we may be snookered by statistics. Just because two traits or events are frequently found in the same package doesn't mean that one is responsible for the other. Sometimes the independence of oft linked items is easy to discern. In Sweden, many people are blond and blue-eyed, but obviously the Viking coolness of their gaze is not what blanched their hair, or vice versa. At other times, conjoined traits seem more portentously causal, but one must take great care before sketching out the flowchart. For example, many high school dropouts smoke cigarettes. Among adults in the United States, 35 percent of those who never finished high school are regular smokers, compared to 14 percent of those with a college degree. But does one characteristic in this correlation cause the other, and if so who does what to whom? Do high school dropouts smoke at two and a half times the rate of college graduates because they left school before learning just how bad the habit is? Do they smoke comparatively more because they're likelier to be in dead-end jobs that make them depressed, and nicotine, as a compound that both stimulates and relaxes, is just the sort of double-edged drug depressives crave? Or did their addiction to cigarettes prompt them to drop out in the first place—to get a job to support an increasingly expensive habit, or to escape the chronic censure of their teachers? Or are dropping out of high school and smoking cigarettes useful as signs of sedition, to advertise one's hostility toward society? Or are dropping out and smoking signs of submission, to advertise one's fealty to a gang?


Drawing causal arrows from one behavior or outcome to another is often fraught with danger, but that doesn't stop people from trying. In How to Lie with Statistics, Darrell Huff cites an example from a Sunday supplement called "This Week," in which an editor answered a reader's question about the effect that going to college has on one's odds of remaining unmarried. "If you're a woman, it skyrockets your chances of becoming an old maid," the editor replied. "But if you're a man, it has the opposite effect—it minimizes your chances of staying a bachelor." The editor then quoted from a Cornell University study of 1,500 "typical middle-aged college graduates," in which 93 percent of the men were married, compared to 83 percent for the general population, while only 65 percent of the women were married. "Spinsters were relatively three times as numerous among college graduates as among women of the general population," the editor ominously concluded. The lesson for the 1950s gal was clear: going to college, like getting fat or contracting a mild case of polio, can seriously diminish one's romantic opportunities. Boys do not wed the bookish coed. 

Hold your Miss Havishams, huffed the progressive-spirited Darrell. Before we breezily turn a correlation into an open-and-shut case of cause-and-effect, who's to say that all those "old maids" in the Cornell survey pined to get married in the first place? They could very well have seen college as a way to escape matrimony and gain economic independence. For that matter, if college-bound women are relatively more single-minded than other women to begin with, who knows what impact their university experience may have had on them; perhaps even fewer of the Cornell coterie would have gotten married if they hadn't gone to college. All these possibilities are equally valid conclusions, said Huff. "That is, guesses."

Those who are statistically sophisticated can, if they choose, squeeze a number set until it squeals "Ninety-six Tears." Sir Richard Peto, an epidemiologist at the University of Oxford, made this point absurdly clear when the editors at The Lancet asked him to perform additional statistical analyses on a landmark report he and his colleagues had just submitted to the British medical journal. In their study, the researchers showed that heart attack victims had a comparatively better chance of surviving if they were given aspirin within a few hours of the attack. The Lancet editors wanted the epidemiologists to break the data down into subgroups, to see whether different patients might benefit more or less from aspirin depending on their age, previous health status, or other characteristics. Sir Richard balked. He knew that if you fiddled with and whittled down your numbers long enough, all sorts of spurious connections might arise through chance alone. The editors insisted. Finally, Peto relented, and gave them the subsidiary calculations they desired—but only on condition that they include in the publication one statistical "link" he'd uncovered that would drive home the need to regard the whole subgroup massage exercise with appropriate skepticism. Welcome back to the zodiac. Aspirin may be a lifesaver for heart attack victims born under ten of the twelve astrological signs, Peto wrote, but for those who happen to be a Libra or a Gemini, so sorry, the drug appears to be worthless. (Note to Libras and Geminis with current or suspected cardiac activity: consult your doctor, astrologer, or local cable company about whether "salicylic acid" might be a better choice for you; but under no circumstances should you contact Dr. Peto, who is a Taurus.) 

In a similar bid to demonstrate the dangers of crackpot correlations, Sherman Silber, a reproductive surgeon in St. Louis, and two colleagues published the results of their willfully whimsical fishing expedition through a database of twenty-eight infertility patients. They used a computer program to identify any traits whatsoever that might link those women who had succeeded in becoming pregnant. Bless my speculum, what have we here: those patients whose last names began with the letters G, Y, or N were significantly more likely to end up bearing a child than were their less auspiciously surnamed peers. After admitting to a certain amount of ego gratification at the coincidence, Dr. Silber warned that many a "statistically significant" correlation in the scientific and medical literature may be just as specious as his game of GYN-ecology, but that few, unfortunately, will be as "patently ridiculous" and thus as easy to defrock.

If it's hard for the workaday doctor or researcher to recognize every sham correlation that might pop up on PubMed, none of us can escape the occasional hoodwink. And as tempting as it might be to defend yourself proactively by damning all statistics indiscriminately, the great statistician Frederick Mosteller had a point when he said, "It is easy to lie with statistics, but it is easier to lie without them." Nevertheless, there are some steps you can take to, as Huff put it, "talk back to a statistic." Among the biggies recommended by many scientists is to ask a simple question: Does the figure, finding, or correlation make sense, that is, accord with what you know of objective reality? "You have to look at the biological plausibility," said James L. Mills, chief of the pediatric epidemiology section of the National Institute of Child Health and Human Development. "A lot of findings that don't withstand the test of time didn't really make any sense in the first place."


I once reported on an astonishing discovery from the world of primatology: In the typical social grouping of chimpanzees, with multiple adult males living with multiple adult females, and manic multiple mating on the scale of the old Manhattan swingers' haunt Plato's Retreat, it seemed that the resident males were often wasting their time, Darwinically speaking. Yes, they were consorting with the resident females, over and over again, but DNA analysis seemed to indicate that, despite the males' exertions, half the baby chimpanzees in a given group had been sired by fathers other than the resident studs. How could this be? The discovery roiled the close-knit but competitive community of chimpanzee researchers. Over decades of fieldwork, devoted ape gapers from Jane Goodall onward had seen virtually no evidence of extratroop cavorting, of females sneaking off for liaisons with nonresident males. 

The short answer to "How could it be?" is "Oops." As another team of researchers determined a year later, the finding that defied biological plausibility turned out to be erroneous, the regrettable outcome of suboptimal genetic samples crossed with misleading statistical comparisons of the chimpanzees' DNA. On reanalyzing the DNA fingerprints, the primatologists brought molecular evidence into alignment with field studies and showed the resident male chimpanzees to be the true father figures to whatever hairy bairns would dare gambol among them.

Once again, the abiding scientific verity proved apt: when confronted with an astonishing result, cache a kernel of doubt until the finding has been independently verified, preferably by an old rival of the researcher who had hoped to do anything but.

Other questions to ask of a statistic include: Who discovered you? Was it an interested party with an economic, emotional, or political stake in the outcome? Pharmaceutical companies had abundant incentive to promote so-called hormone replacement therapy as a cure for anything that frails you, and for a few years in the 1990s huge numbers of women were convinced that the benefits of drugs like Premarin in keeping their hearts hale, their spines straight, and their collagen bouncy far outweighed any small, added risk of breast cancer the hormones might bring. But when a reasonably impartial jury, the Women's Health Initiative, tackled the worthiness of the hormones on a nationwide scale, they found the risks dwarfed the benefits, that in fact the benefits were almost negligible. Unfortunately, most drugs are not subject to a similar degree of federally financed scrutiny. The pharmaceutical industry pays for most of its own safety and efficacy trials, and, yes, many instances of corporate chicanery or negligence have surfaced over 
the years: warnings about the dangers of the painkiller Vioxx ignored, evidence that some antidepressants may raise the risk of suicide among adolescents suppressed. Still, your best bet is to ask where a statistic comes from, and whether it has been verified by an impartial source. 

As mentioned earlier, you should also seek to put a statistic in context and bring key background facts to the fore. If you hear that the incidence of a childhood cancer rose by 50 percent between last year and this, take a look at the numbers for the preceding five years. Childhood cancers are always devastating, but thankfully even the commonest members of the perverse class—leukemia, for example, or neuroblastoma—are still quite rare. With rare diseases, a few extra cases can make a huge difference in rates. Look at how the figures fluctuate over time. If there's been a slow but steady rise in incidence over a decade, then a report warning of the trend merits attention. But for an erratic zigging and zagging, random misfortune is as likely an explanation for a bad year as anything else.

Above all, remember that numbers are not mystical, infallible, or always pure of heart. Many people say they hate being treated as "just another statistic." Well, a statistic is never "just" a statistic, either. It's the product of a human mind, a human judgment call, human imagination, human bias, human weakness. Learning to think quantitatively helps one surmount a tendency to accept a quantity without quibble or qualification. A young relative of mine recently took the SAT and scored 1,300 out of 1,600. My family obviously has known her for years, but now we had a quantity by which we could really peg her to the board: she's pretty smart, but not flagrantly smart. A few months later, without the aid of a tutor or a Stanley Kaplan course, she took the SAT again, and scored 1,410. Phew! She's not just pretty smart, she's extremely smart.

The Scholastic Aptitude Test may be a wholly hominid invention, written by a small cabal of elders for untold throngs of youngers, but we treated it as though it offered cosmic truth. And when it presented two different versions of that truth, we did what any loving family would do, and called the first figure a liar.
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