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Foreword

While technological controls are necessary for protecting the information resources of a firm, human and behavioral controls are also vital. After all, a computer has never been arrested for committing a computer crime. Given the increased reliance on information and communication technologies by the business world and society in general, The Visible Employee is a timely and much needed resource. Clearly a deeper understanding of surveillance and workplace monitoring is necessary, as are techniques that organizations can use to secure and control employees’ use of technology. But how do employers protect the privacy rights of the employees at the same time? Balancing privacy and security often emerges as an enormously challenging task.

In its thorough analysis of the behavior of employees and the attitudes of managers, information technology professionals, and employees towards information technology use and abuse, The Visible Employee illustrates four classes of control structures in organizations:

1.    Technical controls: Although the authors do not delve deeply into technical controls, they clearly recognize these are essential.

2.    Formal organizational authority: The book highlights the significance of organizational responsibility structures and authorities. Defining responsibility and authority is worth the effort, especially given the virtualization of work. It is paramount to define where the buck would stop in case of any breach. Related to responsibility and authority structures is the issue of trust, which this book treats in a rather elegant manner. The authors consider trust as a kind of a psychological contract between the organization and the employees, the breakdown of which results in disgruntled employees—which may be the greatest threat to an organization.

3.    Informal authority/culture: The book also discusses the development of a sustainable organizational security culture. Although touted as a principal means to manage information security, culture is indeed an elusive concept, as the research presented in the book clearly suggests.

4.    Monitoring and enforcement: The technical, formal, and informal controls can realize benefits only within the scope of a good regulatory environment. Monitoring and enforcement enable conformity with the behavioral rules of the organization. This fourth class of controls is important, and the authors of The Visible Employee rightly point to the need to proactively implement these controls.

The Visible Employee makes a call for a balanced and considered approach to the protection of information assets, and it sets an interesting and useful context for advancing research in behavioral aspects of information security. High-integrity behavior in organizations is a primary antecedent to good information security and assurance practices.

Gurpreet Dhillon, PhD
Professor of Information Systems
Virginia Commonwealth University
Author, Principles of Information Systems Security:
Text and Cases
www.security-professor.com
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Preface

Contemporary organizations are awash with information. From files to formulas, from e-mail to essays, almost every organization creates, processes, and distributes huge amounts of information. For many organizations, data are the red blood cells of the organization, carrying informational oxygen to all parts of the operation. Organizations cannot survive without information and can become severely crippled if that information becomes damaged or if it seeps out at the wrong places. Unfortunately, security threats affecting organizations’ most important forms of information have grown rapidly over recent years, and this growth shows no signs of abating. Information in organizations is difficult to protect, and although some organizations succeed with protection strategies, many organizations are insecure and many of the people in these organizations are alarmed about this insecurity.

Thousands of technology experts focus their talents on improving information protection in organizations, and their efforts have led to a raft of technical solutions to difficult security problems. In The Visible Employee, however, we focus on the human element in information protection, and in particular on the roles that members of the organization play in ensuring information security. Employees have a responsibility for creating, maintaining, and handling much of the organization’s information. When employees do a good job and handle information appropriately, the organization remains healthy and can fulfill its mission. If and when employees handle the information badly, everyone and everything around the organization may suffer as a result of lost productivity, lost revenue, legal liability, and financial disaster. As the major creators, consumers, managers, and distributors of information for the organization, employees play a critical role in ensuring the continued success of the enterprise.

Because of the importance of the employee role, organizations go to greater and greater lengths to ensure that employees handle information appropriately and effectively. Just as information technology facilitates the handling and processing of information, information technology also facilitates watching the information handlers and processors at work. Monitoring, surveillance, filtering, logging, and tracking are all words that have been used to describe the myriad processes that organizations have put in place to help understand if, when, and how employees are doing their jobs and handling the organization’s lifeblood carefully.

The Visible Employee is all about these techniques—how organizations secure and control employees’ uses of information systems. The book describes how monitoring and other techniques are used in the pursuit of information protection and how employees, managers, and information technologists view these techniques. These analyses and the recommendations developed from them are based on data collected over a period of four years (2001–2005) in a variety of organizations: interviews and surveys with hundreds of employees, dozens of managers, and scores of information technology professionals. The goal of the book is to educate and enlighten. We believe there is no way to close the Pandora’s box on information technologies; what we must do instead is use them in humane, fair, effective, and profitable ways. Based on extensive data collected from managers, employees, and information technology professionals, this book provides processes for supporting information protection that can benefit organizations and everyone who is affected by their information management successes and failures.





CHAPTER 1

An Introduction to Information Protection and Employee Behavior

In most organizations, information flows at the heart of workplace activities. The effective management of information requires information technology, and that technology is therefore crucial to organizational success. Information technology comes in many forms—networked personal computers, personal productivity devices, software applications, the Internet, and more—but one thing all types of information technology have in common is that their effective use depends upon human users. People put the technology to work in managing information, and people are ultimately responsible for whether information technology succeeds or fails. Within organizations, these people are the employees who use the technology to get their jobs done, serve the needs of customers, and keep the organization running.

Almost all organizations that use information technology in any substantial way are also struggling to maintain effective information security. In an increasing number of organizations, information is among the most valuable assets they possess. As connectivity among information systems has increased, so has the likelihood of intrusion into the systems, thefts of business information, fraudulent use of information, defacement of organizational Web sites, and other forms of information loss or damage. A worldwide army of hackers, virus writers, and scam artists stands poised to inflict as much damage as possible on the Internet-connected organization. Organizations are always vulnerable to these external security threats to some degree, but industry research by Ernst and Young (2002) suggests that many expensive security breaches in fact result from activity that occurs within organizations: the so-called insider threat posed by employees or contractors who possess trusted access to the company’s information and technology. At the low end, losses from security breaches of all types have been estimated at approximately $20 billion per year (counting U.S. organizations only; Security Wire Digest, 2000). Such losses cause organizations to open their wallets: According to a 2002 industry survey by Information Security magazine, very large organizations spend an average of $6 million per year on information security measures; smaller ones spend nearly 20 percent of their overall information technology budgets on security.

Among the various security technologies used in organizations, many provide the means to monitor employee behavior. Organizations deploy these complex and expensive monitoring technologies under the belief that secure management of an organization’s information assets depends in part upon the behavior of employees. Employees are the “end-users” of much of the organization’s information, and that information is very literally at their disposal. When employees are careful to handle information in a secure way, the organization, its customers, and its shareholders benefit from the protection of this key asset. Alternatively, mismanagement of information or the malfeasance of isolated individuals who “go bad” may have devastating effects on the organization’s success.

Organizations possess an increasingly powerful technological toolbox for finding out what people are doing on their computers and on the network. For the many employees who use computers, a detailed electronic trail of communications, software utilization, and network activity now fills the log files of company servers. Almost every organization with business processes that connect it to the Internet uses one type of system or another to assess networked computer usage, track network access, warn about inappropriate behavior on the network, or try to ensure that such behavior cannot occur. Software and hardware vendors provide a huge array of options for collecting, storing, analyzing, and generating reports based on telecommunications records, logs of Web usage, addresses of e-mail recipients, and e-mail message content. A plethora of details about employees’ work habits, computer usage, and personal demographics, and a wide range of other potentially sensitive information is collected and stored in organizational information systems. Enterprise computing systems contain centralized work records and other information about job-related activities in huge interlinked databases. Camera surveillance has also become increasingly common, particularly in the public spaces of the organization (e.g., lobbies, parking lots, customer areas of retail stores), but additionally in non-public spaces such as employee break rooms. Smart cards and proximity badges help the organization know where employees are located and what facilities they have used. All of these forms of monitoring and surveillance allow organizations to increase the visibility of employee behavior, analyze typical usage patterns, flag unusual or unauthorized activities, and reduce the lag between the discovery of problems and subsequent action or decision making. Monitoring and surveillance technologies seem to provide a panacea of observation, analysis, prediction, and control for those who wish to reduce the uncertainty, unpredictability, and risks related to the behavior of information systems users.

A series of U.S. industry surveys has shown that employee monitoring and surveillance occur to some degree in the majority of U.S. work organizations (9 to 5, 1990; Orthmann, 1998; Society for Human Resource Management, 1991, 1999, 2001). In their 2004 survey on workplace e-mail and instant messaging, the American Management Association and the ePolicy Institute found that 60 percent of organizations they contacted used software to monitor employees’ e-mail correspondence with parties outside the firm (American Management Association & ePolicy Institute, 2004). Although regulatory controls on monitoring and surveillance are sometimes stricter in other locales, such as Canada, Western Europe, Japan, and Australia, the use of electronic monitoring and surveillance of workers and workgroups occurs in those places as well (International Labour Office, 1993; Mayer-Schönberger, 1999). Employee monitoring and surveillance in emergent industrial economies such as India and China also appear to be widespread, but definitive figures from these countries are more difficult to obtain.

On the surface, these varied capabilities for observation and tracking of employee behavior seem to open up a Pandora’s box of potential privacy violations, but using the emotionally loaded word “violation” clouds the subtleties involved in the control over information assets in the organization. Managers have always sought strategies for controlling the environments surrounding their organizations and reducing the risks to which their organizations are exposed. Haggerty and Ericson (2000) referred to these concerns as based on management’s “desires for control, governance, security, [and] profit …” (p. 609). Among various methods to impose control on unruly environments, technology has often played a substantial role (e.g., Simon, 1965, p. 73). Technology stabilizes business processes and makes them more routine. More pointedly, information technology streamlines and amplifies the collection and analysis of data and its use in decision making. Good managerial decisions, in turn, provide the foundation on which successful and sustainable businesses are built.

In opposition to this view, however, privacy advocates and other critics discuss how monitoring and surveillance violates societal norms, cultural preferences, and fundamental personal rights of workers. These critics suggest that with the tacit or explicit approval of regulatory bodies, organizations routinely overstep their bounds by capturing too much information about employees, too frequently, and with too little control over how the data are used, protected, or maintained. The evidence that critics cite arises from a variety of U.S. legal cases—the majority of which have typically been won or settled in the organization’s favor—as well as union grievances and popular reports of notable individual cases. These lawsuits arise from aggrieved employees who have been fired or who feel they have suffered some other injustice in the workplace as a result of inaccurate or inappropriate information that has been gathered about them or as a result of information being used in unfair ways. A related danger lies in potential damage to management-labor relationships: In 1987, the U.S. Congress Office of Technology Assessment (OTA) released a report documenting the opposition of 21 national labor unions to the use of computer technology to monitor worker performance (U.S. Congress OTA, 1987, p. 86). Employee privacy is one of its major concerns; few would disagree that it is highly difficult to make any longlasting or ironclad guarantees about the privacy of confidential data collected by organizations. All of these issues have been used by critics to argue against the extensive use of surveillance and monitoring technologies.

In the present book, we take neither the side of the technologists nor the side of the privacy advocates. Each of their perspectives may have validity in different contexts, but making this issue either black or white passes over a lot of gray territory by assuming that employees simply accept these technologies as deployed; that information technology professionals administer them exactly according to managerial edicts; that relationships among employees, managers, and technologists are either irrelevant or unchanging; and that organizations either impose monitoring, surveillance, and security technologies in one monolithic, unilateral step or not at all. In reality, we know from research that integrating any type of new technological capability into a firm requires lots of formal and informal negotiations among the different parties involved: managers, employees, information technology professionals, and others (e.g., Davis, 1989). Every group has a different stake in the issues, and we want to ask whether those stakes are ever put down into common ground. It may be that in some organizations a process occurs in which employees, information technology personnel, and managers weigh what valuable information can and should be captured, what the benefits might be for the different parties involved and for the organization as a whole, and what alternative options are available for simultaneously ensuring information security and protecting employees’ interests. In other organizations, managers, employees, and information technology people may simply stumble along, reactively implementing technologies in response to one perceived information protection crisis after another, with no clear vision of how the consequences of their decisions about security and privacy will unfold.

With The Visible Employee, we take the view that many people in organizations recognize that information is a highly valuable commodity: Thoughtful managers, information technology professionals, and employees function as “intuitive information economists” and work diligently in their own spheres to collect, control, and organize the information at hand. One important kind of information pertains to what people are doing on the network, minute by minute, hour by hour, day by day. Few would disagree that controlling the flow of information about one’s own computer activities or those of other people is useful, but how one achieves that control probably depends a lot upon where one stands in the organization. More powerful people have one way of controlling things, while the less powerful have other ways. Personal assets, such as expertise, social relationships, and social exchange, may determine who can learn what, when, and at what cost. Expertise is an increasingly important asset because the sheer complexity of organizational information systems has catapulted information technology professionals upward with respect to the control and influence that they have over organizational processes. Information technologists are therefore taking on a new role in organizations as behavioral observers, analyzers, and even sometimes enforcers. In many organizations, information security specialists and other information technology personnel occupy the driver’s seat of employee monitoring and surveillance technologies. This alteration of the traditional organizational hierarchy complicates the standard tug-of-war between labor and management by creating a new three-way relationship among employee end-users, information technology/security professionals, and managers.

Note that we use this three-way classification of job functions throughout the book with the knowledge that it simplifies (and perhaps even oversimplifies) the politics and roles in many organizations. Yet, as you will see when we present our interview and survey data, this three-way classification seems like a workable simplification by virtue of the consistency in attitudes and beliefs among many members within each group. Even though certain individuals in some organizations may simultaneously live all three roles—for instance, an assistant director of information technology may have deep knowledge of technology and limited executive power but may also feel like just another worker in the context of the larger organization—we believe that the bulk of the members of any sizeable organization think and act most of the time in accordance with one of the three roles. In short, managers manage, technologists control technology, and workers get things done. Members of each group may have a different take on security, privacy, and monitoring based on what they each need to do to survive and thrive in their respective jobs.

Given the likelihood of different perspectives among the three groups, we think it is reasonable to wonder whether they can all see eye to eye on the question of how to maintain security within the organization while respecting the rights and preferences of those whose behavior is monitored in fulfillment of this goal. We believe that it may be possible and feasible for organizations to navigate between the Scylla and Charybdis of information insecurity and employee mistrust. Organizations can have success with both information security and labor relations through careful, simultaneous attention to issues of employee privacy and autonomy, clear communication of organizational policies, and a thoughtful, multiparty approach to information system design. Such efforts will likely require an unprecedented degree of cooperation and integration among managers, human resources staff, information systems professionals, and other functions within organizations. Although such cooperation may be difficult to achieve, we hope that The Visible Employee will make cooperation both more feasible and more likely by illuminating the separate perspectives for the benefit of the whole organization. By documenting and analyzing the relevant information protection problems from perspectives that encompasses managerial, employee, and technological concerns, we expect to describe a middle road that leads toward secure organizational information while also respecting and protecting fundamental employee rights and expected employee privileges. The data we have collected and that we report in this book can inform both future research and humane practice in organizations.

The development of a perspective that simultaneously considers privacy, social dynamics, and technological capability may also provide a useful starting point for further research in monitoring and surveillance. Privacy, in particular, though extensively studied as a legal and philosophical concept (e.g., Garrett, 1974; Gavison, 1980), is a messy area that social scientists are still trying to figure out (e.g., Newell, 1995). From a practical perspective, we believe that evidence of employee resistance to organizational deployment of information technology systems underscores the point that the introduction of monitoring and/or surveillance into an organization is likely to work best after a set of negotiation processes that bring management, employees, and information technologists to the same table. With recognition of and attention to the social dynamics surrounding new information technology by all involved, it is possible to envision effective and beneficial use of organizational monitoring and surveillance to maintain information security.

We refer to our overall approach to conducting research on employees, security, and monitoring as “behavioral information security.” In exploring behavioral information security we are trying to understand the nature and origins of security-related behaviors in organizations and use this understanding as a basis for providing practical and principled approaches for increasing information security while respecting employee rights and preferences. We believe that situational factors in the organization interact with personal characteristics of employees to facilitate or inhibit appropriate information security behaviors. In our view, monitoring and surveillance techniques implemented by organizations are one of the most powerful situational factors, but the deployment of these techniques may not always lead to the outcomes that organizational managers anticipated.

The remainder of the book explores these ideas in three major sections. In the first section, Chapters 2, 3, and 4 provide a context and orientation behind the relevant research work we have conducted in organizations over the past four years. Chapter 2 outlines the array of information security problems faced by organizations and the involvement of employees in both the causation of these problems and the prevention of them. Chapter 3 provides a non-technical introduction and review of the information technology and techniques used in information security in general, as well as more specifically in surveillance and monitoring of employees. Chapter 4 provides a straightforward description of the psychological basis of privacy, along with supporting comments relating privacy to a few of the critical societal and legal issues.

In the middle section, we provide an overview and analysis of the data from our research program. We organize this section based on the perspectives of different groups of people. Chapter 5 describes interviews and other data obtained from managers about monitoring, surveillance, and the role of information security in the organization. Chapter 6 describes data collected by interviewing information security specialists and other information technology professionals with an interest in user behavior. Finally, Chapter 7 describes the employee perspective—including interviews and surveys conducted and observations we have gathered across many different organizations. In each of these chapters, we provide extensive quotes from organizational members with whom we spoke in order to convey the authentic voices of people who have direct concerns and responsibilities for information protection in their organizations. Their thoughts provide a rich picture of the challenges, problems, successes, and failures that contemporary organizations face as they tackle the complex problems of information protection.

In the third and last section, we close by providing reflection, discussion, and recommendations based on our data. In Chapter 8, we provide an integrated perspective on the work we have conducted with one eye on future research directions and perspectives. In Chapter 9, we provide research-based recommendations for managers, human resource professionals, employees, and information security specialists that we hope will lead toward more effective organizational policies and practices in organizations that use information technology. We have also provided a series of appendices, which focus on two separate issues. First, we provide some additional information that shows how we collected our data and what we found. Second, we provide some resources—such as model policies—that we believe may be helpful as organizations move toward more effective structuring of their measures to protect privacy and maintain security. Teachers and students should note that Appendix A lists supplemental readings for major topics we have covered and Appendix B contains discussion questions pertaining to each chapter of the book.

A Note About Terminology

We have attempted to make The Visible Employee comprehensible to a non-technical audience, to those with a modest grasp of information technology, to students in technology and social science programs, and to others with an interest in organizations and information but limited exposure to security concepts. We have tried to minimize use of acronyms, jargon, and specific brand or model names of products in an effort to make the book as reader-friendly as possible. As a result of our trying to thread this needle, some hardcore technology people may find our descriptions of security technologies rather simplistic, and some social scientists may consider our descriptions and analyses of data long-winded and pedantic. All we can ask is that you bear with us and feel free to skim over the parts that seem too elementary. In the material that follows, we provide a few explanations of terminology in advance that may save some problems later.

First, as previously discussed, we have made a tripartite division of organizational roles. When we refer to “managers,” we mean all of the people from the executive suite down to the middle management level who have the power and discretion to make decisions, set policy, and spend money. In general, we do not include in this category frontline supervisors or professional employees, even though people in these groups may have some limited spending power and some staff under their control. When we refer to information technology people, information security people, technology experts, and technologists, we are including all individuals in the organization who have responsibilities for some aspect of the organization’s information technology infrastructure. Finally, everyone who is not a manager or technology person we call an employee or worker. Collectively, we sometime refer to employees who use information systems as the “user community.” We acknowledge that managers and technologists themselves have the same legal employee status as other workers and that they, too, use information systems, but we split the organization into these three groups in order to analyze and understand what makes their information protection roles different from one another.

We use the phrase “information protection” as an umbrella term to cover any and all efforts to maintain information security as well as the privacy or confidentiality of sensitive information. We define “information security” as the range of technical and social approaches to keeping information confidential, integral, and available (more on this in Chapter 3). We use the term “privacy” to refer more specifically to the control of sensitive information about people (more on this in Chapter 4). In our estimation, organizations cannot protect privacy of employees, customers, or others without a good information security program. For organizations with solid technical information security protections, however, it is still possible to have problems with privacy that adversely affect people. This is because privacy is a human construction—a personal process of controlling information about the self—and the technical security controls that assure the safe flow and storage of data cannot ensure that someone does not become offended or harmed by the way this data is collected, handled, or distributed. Thus, information protection encompasses both security and privacy. As the rest of this book shows, mastery of both the technical and social dimensions is necessary for effective information protection.





CHAPTER 2

How Employees Affect Information Security

In most organizations, information serves as a driving force behind the organization’s so-called value chain. Whatever an organization’s main mission may be, whether in the commercial, nonprofit, or governmental sector, it is likely that information is an important resource in fulfilling that mission. Organizations that produce tangible products, such as manufacturers, rely on information to control their supplies of raw materials, their production processes, and their marketing, sales, and logistics activities. For organizations that produce intangible products, like software, information itself is the product. For organizations that create services, information is the organization’s memory of what it is doing, what it needs to do, and how it gets the job done. Almost all actions on information require information technology, and that technology comes in many forms: networked personal computers, personal productivity devices, software applications, the Internet, and more. Even before the Internet became part of the fabric of daily life, security of information was a matter of concern to organizations. Marketing plans, product designs, and customer lists were valuable commodities prior to the influx of computing into organizations and remain to the present the favored targets of competitors, industrial spies, and rogue employees. The widespread use of the Internet has simply magnified the size and intensity of the problem by making information resources more interconnected. As a result the security of information and the technology used to manipulate it have become organizational preoccupations of corresponding magnitude in many firms. In this chapter we examine some of the threats to information and information technology as well as how employees are involved in vulnerability to and protection against those threats.


An Information Security Overview

Recent history has revealed an accelerating trend toward interconnection of computing devices. In 1950 a computer was a big box that stood alone in a big room. In 1980 a computer was a small box that stood alone in a small room. By 1995 a computer became something you could hold in your hand, carry in your briefcase, or leave on your desk, but in any form it was probably interconnected with other computers and devices. At present, computers exist in myriad forms—in objects as diverse as refrigerators and cars—but one thing that many of them have in common is that they are connected to a very large network of networks, the Internet. The Internet makes every computer a primitive but powerful little social object, creating relations to its neighbors that collapse the relative importance of space and time as well as the significance of physical barriers that were once the heart of information protection. This collapse provides unprecedented opportunities for unfortunate things to happen to all of our computers: Bad people have always had the ability and tools to do bad things, but now bad people can do bad things to your computer using their computer, regardless of whether they occupy the cubicle next to yours or some dusty basement halfway around the globe.

So interconnectedness vastly enhances the usefulness and productivity of a computer but at the price of also making it more vulnerable to attack. The situation is in some senses analogous to communicable diseases: People derive many benefits from interacting in social groups, but at the cost of perhaps catching a cold (or worse) that could have been entirely avoided by becoming a hermit. From an organizational perspective, attacks on computers and the information they contain can come from two main places: from outside the organization and from inside. Although the distinction between inside and outside is becoming less meaningful because of trends in the formation of business partnerships—including outsourcing—we can use it to broadly classify the information security threats that affect most organizations. On the outside are individuals or institutions that have strictly limited privileges or no intentionally granted access to the organization’s information resources. On the inside are employees and others, such as contractors and temps, who are intentionally given privileged access to some parts of the organization’s network and data. Not surprisingly, one of the strategies that outsiders may use to attack the organization involves co-opting an insider’s more privileged position—either with or without the insider’s knowledge and consent—in order to effect a more powerful attack.

With outsiders, insiders, and outsiders who use insiders, the net result is that there are three big sets of information security issues that organizations must master. First, the organization’s networks, computers, and data must be protected against a variety of automated and manual attacks that come in from the outside, primarily through the Internet. Second, the organization must guide and regulate employee behaviors that might lead to an enhanced possibility of attacks from the outside. Finally, organizations must protect their information assets from unintentional mistakes or intentional malfeasance of employees working on the inside. We briefly discuss each of these three issues in turn. A more detailed discussion of security technologies and the threats against which they protect is presented in Chapter 3.

Outside Attacks

Connect any computer to the Internet and it immediately becomes the target of a barrage of attacks. These attacks come from a menagerie of automated tools that hackers around the world have activated in order to scan for vulnerable computers. Vulnerabilities in computers come primarily from software. Writing software is a difficult, complicated, and rapidly evolving craft. Only the very simplest and smallest pieces of software can ever be said to be free of defects or what software engineers call “bugs.” Application programs, operating systems, drivers, and all the other varieties of software resident on modern computers are usually so complex that they inevitably contain many, many bugs. Most of these bugs are harmless and would require an extremely unlikely combination of circumstances to cause the user any problems. Other bugs can be triggered by the right combination of inputs; unfortunately a host of individuals around the globe is constantly looking for the right combination that will cause these bugs to emerge and provide an opening into your computer. These individuals are referred to by many names—virus writers, script kiddies, crackers, and so forth—but we will refer to them by the most commonly used term for any persons who attempt to conduct an unauthorized attack on a computer: hackers.


The most common type of bug that hackers try to take advantage of is called a buffer overflow exploit. Imagine a one-liter bottle sitting on top of your computer. Holding your funnel firmly, pour water into the bottle; everything is fine as long as you pour less than a liter. Pour more than a liter and the water overflows onto the computer, creating sparks, smoke, and other ruinous results. The metaphor holds in the design and operation of software: Software engineers do their best to make each bottle as large as possible or to prevent an overflow by other means. But inevitably some bottles are left unprotected. These bottles—which in reality contain pieces of information or records of data instead of water—are called “buffers” in software parlance, and when these buffers overflow, the resulting chaos can provide the opportunity for hackers to take control of the program that is using the buffer. Under the right circumstances, taking control of that program may possibly give the hacker nearly complete remote control over the computer.

Once these vulnerabilities in your computer’s software have been identified, a worldwide assembly of curious hobbyists and hardened professional miscreants begins to figure out how to take advantage of them. Hackers who possess strong software engineering talents proceed to write a tool—for example, their own software application that uses the Internet to try to locate computers that have a particular vulnerability. Then, to prove their own prowess, they hand the tool over to an army of less talented hackers—sometimes called script kiddies—who proceed to run the tool day in and day out from a hundred or a thousand different networks all over the world. The net result is that the Internet is bristling with hostile information packages that rattle every network address and location at random until they get a response that indicates the presence of vulnerability. If that vulnerability is on your computer, a hacker somewhere in the world may be alerted that you are an available victim.

These exploits, while potentially devastating to their victims, generally pale in comparison to the effect of viruses and worms. The popular press is full of reports about viruses and worms, and it is interesting to note that some of the same dynamics are at work here as with other efforts to exploit your computer’s vulnerabilities; it is only the method of delivery that differs. In the case of a mass-mailing worm—the most common type, and often erroneously referred to as a virus in press reports—the exploit is passed from computer to computer by means of an attachment to an e-mail message. Otherwise, however, a lot of the details of how the worm came into being are quite similar. The core mechanism of the worm itself was probably devised by a hacker with expert software engineering skills. That hacker may have written a special worm-generating program that could be used by script kiddies to easily create a multitude of variations on the basic worm. The script kiddies in turn do the work of setting the worm in motion by e-mailing it from bogus accounts all around the world. When activated on a victim’s computer, the worm exploits weaknesses in the operating system or in application programs in order to wreak havoc. In the most benign case, the havoc may simply involve the consumption of large amounts of network bandwidth as the worm propagates itself by sending hundreds or thousands of copies by e-mail or other means to additional potential victims. In more dangerous cases, the worm may leave traces of itself on the victim’s computer in the form of a spy program that collects sensitive information from the victim’s computer, such as passwords and credit card numbers. In the worst case, the worm may delete all of the victim’s files or seriously damage the victim’s computer in some other way. Some worms do all of these things. The latest not-veryamusing variation on these attacks involves making the malicious software encrypt a computer user’s files and leaving the user a ransom note: Pay the hacker this amount of money and you will receive the electronic key that will let you decrypt your files and make them usable again.

Beyond viruses and worms, the latest threat to home and corporate computer systems comes from a phenomenon commonly referred to as spyware but also described as adware, scumware, and a variety of other labels. Generally speaking the purpose of spyware is for an unauthorized outside party to learn what an individual does with his or her computer. In the simplest—and possibly most benign—case, a Web site places a so-called cookie on an individual’s computer. A cookie is a small, customized information package that Web sites can use legitimately—for example, to remember how far along an e-commerce customer is with a purchase. The use of cookies as a form of spyware is analogous to having a salesperson follow you around in the store to see what you are interested in buying: annoying, somewhat invasive, but usually not a terribly serious threat. A more severe form of spyware involves the installation and running of an actual program that records Web site visitations or other computer activities and relays this information to an unauthorized outside party without the computer user’s permission or knowledge. In the worst case, these more active types of spyware can allow highly sensitive information to leak out of an organization.

Outside Attacks That Use Insiders

Another method of gaining access to organizations’ information and technology involves duping employees into providing key pieces of information that can subsequently be used in the commission of a fraud or other crime. Like the more impersonal forms of hacking, this process of duping employees—sometimes called “social engineering”—can be both highly productive and highly damaging. Whole books have been written on the topic of social engineering in an information systems context, most notably by reformed hacker Kevin Mitnick (The Art of Deception, 2002) and by corporate security consultant Ira Winkler (Corporate Espionage, 1997). Thus we will present only a brief introduction to the topic here.

Social engineering of this kind takes advantage of a basic human impulse toward helping other people, what psychologists and sociologists call prosocial behavior. As communal creatures, humans thrive on helping one another—although it may not always seem that way when commuting to work in your car. Most people want to help others, given the opportunity and the means, particularly when others are in distress. Hackers who devise social engineering gambits develop plausible cover stories in which they seek the assistance of “helpful” employees in the provision of important pieces of information. In the resulting fabricated scenarios, the hacker may pose as another employee from a branch office, as a government official, or as an influential business figure. Then, using the telephone or e-mail, or even occasionally in person, the hacker amasses the pieces of information needed to cause chaos—everything from company directories and organizational charts to usernames and passwords. In many cases, crafty hackers need not break any law, although the employees whom they exploit often break a variety of corporate policies in their efforts to help the wayward poseur.

In fact, poorly learned, poorly enforced, or outright contradictory corporate policies are often at the heart of the vulnerability exploited by the social engineer. Many employees labor under the powerful and oft-repeated corporate mantra of “friendly customer service” and this mantra can create situations in which employees are tacitly or explicitly encouraged to make exceptions or bend the rules in order to please someone of importance to the organization. The classic example is when a help desk attendant—who may not be paid very much and in any event is near the bottom of the corporate power hierarchy—gets a call from someone who claims to be a principal bigwig with a request to reveal a forgotten password. Under threat of job loss by the impostor caller, even the most conscientious and dedicated employee may unwittingly reveal sensitive information to an unauthorized stranger.

In the wake of a successful social engineering exploit, a hacker may possess essentially the same information and access as any highly placed insider. Because many large organizations now provide a variety of tools and methods for remote work, the hacker’s insider knowledge may then put him or her in control of the most valuable organizational information assets without ever entering the organization’s physical facilities. Exploiting this insider access to steal or destroy organizational information assets then becomes considerably easier and more powerful than the technical exploits that the typical hacker must employ. Using remote access also relieves the computer criminal of the need to be physically present at the victim’s facility. In addition, individuals with relatively unsophisticated computer skills can use so-called proxy mechanisms to route their exploits through a chain of intermediary computer systems—some of which may be outside the country—making it extremely difficult to trace the perpetrator. To pour salt in the wound, many writers who have discussed and tested social engineering exploits report that these exploits are usually extremely inexpensive to execute. The cost of a few phone calls and a few hours of time can yield a large amount of insider information that is subsequently either valuable on its own or useful in a more conventional computer intrusion.

A new set of variations on the basic social engineering strategy often takes advantage of different, but equally powerful, human impulses: greed and fear. Criminals of various types broadcast large numbers of e-mails to recipients in a strategy called “phishing.” The term signifies the intention of these messages to fish for useful information that the e-mail recipients might be tempted to provide. Tapping into the greed motivation, phishing scammers inform the e-mail recipients that they have won a lottery or become eligible for some other large cash award but that the only method of obtaining the award is to have it directly wired into a bank account. In contrast, the fear strategy usually involves suggesting that the e-mail recipient is facing some kind of important problem with an online account that can be rectified only by reentering key pieces of information onto a Web site. These Web sites are usually constructed to look like legitimate online financial or retailing institutions but are in reality fraudulent replications of their legitimate counterparts that collect information for the scammers. Like other social engineers, the scammers hope to use these strategies to successfully obtain useful information—generally financial or identity information—that can be used for subsequent fraud or extortion attempts. By broadcasting tens or hundreds of thousands of these phishing messages, the scammers are generally thought to succeed in a sufficient number of cases to make the effort worth the risk. In fact, the risks for these criminals are generally quite low because many of them operate in countries with lax laws or ineffective law enforcement.

Although most phishing scams are aimed at the general public rather than employees of a specific organization, it is still likely that employees occasionally get caught in the net—particularly if those employees work with a large variety of online interfaces or accounts. Furthermore, if it is not happening already, it is likely that savvy criminals will soon recognize the value of targeted phishing attacks that attempt to exploit the employees of a particular organization. As with the general public, a successful phishing scam requires only a small set of gullible respondents—even just one employee entering organizational credentials or account information into a bogus Web site could cause a major failure of information protection.

Insider Mistakes and Attacks

So far we have discussed malevolent outside agents who, for one reason and another, want to gain access to an organization’s most sensitive information and information technology. In some instances of damage to information resources, however, no outside agent is involved. Although many refer to this situation as the insider threat, our research has suggested that more frequent, though usually less consequential, damage may come from innocent mistakes rather than intentional malfeasance.

In our earlier discussion we mentioned the presence of many defects or bugs in most applications and operating systems. Just as software is usually not good at protecting itself against malicious exploits, it is usually equally unforgiving at fail-safe operation in the face of user mistakes. In one organization where we conducted research, a hapless employee mistakenly deleted some content of a minicomputer that contained important financial information Unfortunately the organization was also in transition between a previous—and somewhat incompetent—information technology specialist and a new one who had not had the time or opportunity to recognize that regular backups of the minicomputer were not being made. As a result the files were permanently lost and had to be recreated from original materials. This example represents an extreme case in which the time and energy to reconstruct the lost information was substantial, but most users can probably think of one or more times when a lost file, bad command, unintentional deletion, or other mistake was simply annoying and time-consuming to repair. Probably only a small subset of such mistakes have any meaningful effect on information security—for instance when an employee mistakenly disables virus protection on a computer—but such mistakes can have important ripple effects on the overall information security of the organization.



The National White Collar Crime Center

The National White Collar Crime Center (www.nw3c.org) is a federally funded nonprofit corporation that was created to coordinate and assist the efforts of a wide range of law enforcement agencies in their efforts to detect and control white collar crime. One of the activities conducted by the center is the development and publication of various reports on the incidence and nature of white collar crime. In its most recent report on employee theft (2002), the center reported that the cost of employee theft of monetary and tangible assets to U.S. businesses may be as much as $90 billion per year. When intellectual property theft is added to the tally, the annual price tag rises to $240 billion. The report cited a U.S. Chamber of Commerce study suggesting that as many as three-quarters of employees steal something from an employer at least once and half that number steal at least twice, although many of these thefts involve a ream of paper rather than a wad of bills. Employees’ use of information technology facilitates more expensive crimes: The average employee embezzlement using information technology reportedly costs a firm more than 17 times as much as traditional misappropriations involving checks or cash. Embezzlements appear to cause at least one out of every three business failures that occur in the U.S. Even if one treats these statistics gingerly and retains one’s faith in human nature, the motivations behind organizations’ decisions to monitor their employees become more obvious, if not justified, by reports such as these from the National White Collar Crime Center.





Of course we do not intend to downplay the importance or potential peril of true insider attacks. Newspapers are rife with reports of employees who embezzle company funds or conduct insider frauds, and some of these crimes are committed through the abuse of information systems privileges. A team of researchers from the U.S. Secret Service and Carnegie-Mellon University has developed an analytical report on 49 of the best known and most expensive insider cases that occurred between 1996 and 2002 (Keeney et al., 2005). Although most organizations suffer damages in the range of $500 to $20,000, this report also showed that some organizations had remediation costs in the millions of dollars. Although the motivations for such acts vary—greed and anger toward the organization are two of the most common motivations—the common thread that runs through them is that the extensive knowledge and access that employees have by virtue of being “insiders” gives them unparalleled access to the organization’s information resources. According to some industry surveys (e.g., Ernst & Young, 2002), these insider information security attacks are the most extensive and damaging to organizations as a direct result of the breadth of access that the employee perpetrators possess. Of equal importance, these attacks are the most difficult ones to protect against because employees must be granted access to the organization’s information resources in order to get their jobs done. The balancing act between employee access and protection against mistakes and attacks originating inside the organization is the topic of the next section.


Employees’ Involvement in Information Security

In Appendix C you will find a listing of close to 100 specific employee behaviors cited by information technology professionals as potentially influencing information security for better or worse. Although this list of behaviors varies across a wide spectrum of situations and security issues, the foregoing discussion suggested that all of these behaviors may fit into three broad areas in which employees in contemporary organizations must play an important role in the effective provision of information security: 1) through assistance in maintaining protections against outside attacks; 2) through resistance to social engineering attacks; and 3) through virtuous treatment of the organization’s information resources. Employees are in a critical position to play these roles because they comprise the bulk of the end-user community within the organization. As such, employees make the greatest and most frequent use of information technology to accomplish the work of the organization. Employees collectively have access to most of the organization’s information technology files and databases. Employees as a group comprise the most frequent users of information services, such as Web applications. Employees also have control to a greater or lesser extent of the settings and configurations of the information technology devices they use.

Note that we use the term “employee” broadly to include frontline workers as well as supervisory staff and first-line management. Supervisors and managers who do not rank in the highest echelons of an organization often have similar information technology needs and preferences to those of lower ranking employees as well as similar limitations on their routine information technology privileges. Also note that we exclude from our discussion, at least for the moment, the technology uses and needs of information technology staff members, particularly those involved in information security. We discuss these individuals and their work in subsequent chapters.

Although employee roles and job responsibilities differ across the spectrum of job titles, departments, and business units, to one degree or another most employees require similar benefits from information technology. Their needs include safe storage for work in progress, access to shared data and information services of the organization, the use of communications tools such as e-mail, the use of application tools appropriate to their roles, and access to the Internet for research purposes and for accessing business data and processes not available on their intranets. Each of these areas of information technology usage has unique implications for information security, and in the section that follows we discuss each area in greater detail.

Security Implications of Employee Information Technology Usage

Storage for Work in Progress

Employees who use information technology usually work on a combination of shared information resources and personal work products. Examples of shared information include databases of products or part numbers, documentation of business processes, and customer files. In contrast to these shared resources, most employees also have their own files of archived work and work in progress. In medium- and large-size organizations, these files are usually stored on one or more local servers. The use of servers for file storage is preferable because it simplifies the administration and protection of that storage. For example, storing data on a server allows information technology personnel to perform regular backups of the data. From a business continuity perspective, this capability is critical because most people neglect to perform regular backups of the data that resides on the hard drives of their own machines. Despite the availability of server space for storing work in progress, many employees still store a subset of their files on the hard drive of their desktop machine. Likewise, employees who use laptops instead of desktops almost inevitably have some files stored on their hard drives because of the challenges of using network or modem connections to access the firm’s local servers when on the road.

There are two major security implications related to the storage of work in progress. The first implication is suggested by the foregoing indication that even with access to local servers, some data will inevitably be stored on desktop or laptop hard drives. From a business continuity perspective this puts information at risk. The significance of this risk depends on the job role and work of the individual employee. Those who handle sensitive data or intellectual property put the company at greater risk than other employees when they store files on a desktop or laptop hard drive. The staff of the organization’s information technology team often responds to the local storage of files by attempting to impose stricter controls over data storage and configuration. These controls include locking down the employee’s computer so that local storage is wiped after each system reboot and so that the employee cannot tamper with the settings that make this possible. A related technique involves permitting remote access to the employee’s computer when it is connected to the organization’s network so that the contents of the system can be examined, reconfigured, or backed up as information technology staff members see fit.

The second security implication works in the opposite direction. Without the capability of storing files locally, or with that capability curtailed to one degree or another, employees will store their own personal data on the organization’s servers. Such data can include relatively benign information, such as resumes, personal contacts, and household information. Unfortunately, however, such data can also contain files of grave concern to the organization: illegal materials such as unlicensed copies of copyrighted media (e.g., song or video files), pirated software, intellectual property of other organizations (e.g., customer lists an employee might have brought from a previous employer), or problematic content such as pornography, recipes for making explosive devices, or messages containing hate speech. Although it is relatively uncommon for employees to store such data on the organization’s servers, a number of documented cases have occurred (see for example, Panko & Beh, 2002), and the presence of such files on the organization’s equipment may open it up to legal liability. Public revelation of inappropriate content stored on an organization’s servers may also have adverse effects on its industrial reputation, stock price, desirability as an employer, and standing in its community. Because the organization often owns the equipment that stores the data, it generally bears some responsibility for the contents of those data.

Access to Shared Data

An organization’s capability to use its networks to provide employees with access to shared resources is arguably one of the most powerful benefits of computer networking. Through shared access to databases, common documents, business process status indicators, and other resources, employees can divide and coordinate their work in ways that make them more efficient. At the same time, control over shared resources provides one of the most vexing information security problems for information technology staff. The most valuable information an organization possesses for improving organizational productivity is often the most valuable for competitors, regulatory bodies, and industrial spies. Every time an additional employee obtains access to a shared resource, that resource becomes somewhat more vulnerable to theft or attack as a result. While the majority of employees working in organizations are essentially honest individuals who are unlikely to destroy or steal firm resources for their own benefit, the success of a single transgressor in copying a customer list, chemical synthesis process, or patent application for the benefit of a competitor can have devastating effects on an organization. Such events are usually quite unpredictable because they comprise a combination of unusual motivations (such as grudges) with serendipitous circumstances (such as an employment offer from a competitor).

The process of providing access to shared organizational resources and attempting to minimize the vulnerability of those resources is known as access control. Actually, one step prior to access control comes authentication, which is the process employees use to identify themselves to a computer system. This identification process usually involves a username and password, and the creation of secure passwords is itself a complex process with which many employees have difficulties (see, e.g., Sasse, Brostoff, & Weirich, 2001). We discuss authentication techniques in greater detail in Chapter 3. For now, keep in mind that authentication is a prerequisite step that then allows an information system to administer access control according to the rights assigned to a particular user.

Access control is a rapidly developing area in computer and information sciences, but the actual practice of access control in organizations is still more of an art than a science. In fact, most information technology teams are so busy that careful, thoughtful, and timely management of access control is a dream left unfulfilled in favor of more pressing concerns. Several problems can arise as a result. First, employees sometimes request escalation of their privileges in order to complete a task or project whose requirements exceed their usual needs. Afterward, it is probably not uncommon for information technology staff to forget to remove the extra privileges. Indeed, the social dynamic between the employee and the information technology staff is such that a privilege once granted is often difficult to take away. Removal of a granted privilege communicates the idea that the employee might not be trustworthy enough to handle the privilege responsibly, and this is a message that few people enjoy delivering to a co-worker. The employee’s supervisor may reinforce this social pressure if the elevated privileges appear to bring increased productivity.

Second, when employees move within the company from one role to another, or when employees leave the firm, their profiles may or may not be updated to reflect the new role. In our research we have encountered organizations that lack any coordination or notification between the human resources and information technology departments. In such cases, information technology staff may be completely unaware when an employee’s role has changed, even to the extent of not knowing that an employee has been fired. The tendency in the organization may be to take the path of least resistance: If removal of privileges is warranted by a change in role, it can be a difficult thing for an information technology staff member to accomplish if the employee wishes to retain the privilege.

Finally, the granularity of roles is often too coarse to implement subtle but important differences among employees who work in the same department or have similar job titles. For instance, a temporary worker, hired for a few peak months in an accounting department, may receive the same privileges as a longtime employee in the same department despite the likely differences in organizational commitment and other characteristics of the two employees.

Thus, the basic security implication contained in employees’ access to shared resources is that the more people with access to sensitive and valuable resources, the more those resources are at risk. Using access control as a method of helping to ensure the security of organizational information assets and reduce this risk inevitably leads to minor (if not major) mismatches between the needs of employees to access shared resources and the privileges they are actually granted. Usually the mismatch goes in the direction of giving the employee more resources than are strictly needed. As a result, the main purpose of the access control—to prevent adverse use or loss of an information resource—is often defeated by the messy reality of dealing with the pressing everyday productivity needs of employees.


Use of Communication Tools

One of the most powerful and productive uses of information technology is to enable more convenient, faster, or less expensive communication among employees across distances. Some researchers lump generic information technologies, such as computers, together with communications technologies, such as cell phones, under the term information and communication technologies (ICTs). The breadth of this term is appropriate given the blurring of the functional boundaries between devices and the convergence in services. A cell phone, for instance, can be a device to send e-mail and text messages while a computer can be used to make phone calls given the right equipment and service subscriptions. As a result, organizations are faced with a variety of challenges related to the fact that many different technologies can send information across organizational boundaries. In effect, ICTs make organizations porous with respect to information, and this porosity represents a risk insofar as employees may communicate inappropriate messages across the boundary.

At least two important issues arise with respect to employee communications across organizational boundaries. First, the organization has a strong interest in maintaining control over its intellectual property. Whenever plans, patents, formulas, engineering data, or research results are sent out of the confines of the organization, the possibility exists that those data will fall into the wrong hands. Second, organizations have liability for information that employees give to clients, customers, regulators, and the general public. Misleading or inappropriate information can provide the grounds for civil or criminal penalties. A particularly salient example comes from the securities industry, in which statements by traders and brokers about the value or characteristics of various financial instruments are scrutinized by the U.S. Securities and Exchange Commission. In addition, particularly when dealing with text communications—for which a permanent record often exists—there is always a possibility that employees may inadvertently enter the organization into a contract with another organization or individual. On some occasions courts have upheld that an employee’s e-mail on a business matter can serve as a binding legal contract with significant financial obligations (e.g., Reese Bros. Plastics Limited v. Hamon-Sobelco Australia Pty Limited, 1988). On a related note, communications that are internal to the organization can also create a basis for liability. The clearest example of this is when employees circulate e-mail messages or other materials, such as pornography, that create a hostile work environment. An employee who feels threatened or discriminated against as a result of hostile work environment conditions can bring suit against the employer for civil penalties, restitution, back pay, and attorney’s fees. Similar penalties can be imposed when e-mail or other internal communications records are used to document quid pro quo harassment (for example, when a supervisor solicits sexual favors from an employee in exchange for a promotion).

In summary, because communication tools facilitate human interactions from person to person or from person to group, a danger always exists that employees will say something that is damaging to the reputation of the company or that puts the company at legal risk. Likewise, because modern Internet-based communication tools also facilitate the transfer and broadcast of digital data, the danger exists that employees will send valuable or inappropriate files to other people inside or outside the organization. In effect, digital communication applications break down the old physical barriers that used to exist around many organizations and make the organization and its environment considerably more interconnected than it was in the pre-Internet era. While this degree of connectedness can be a boon for collaboration, cooperation, and productivity, it can also be a security nightmare if the wrong communications go to the wrong people at the wrong time.

Use of Application Tools

In addition to e-mail and other communications programs that employees use on their computers, many employees also use a variety of application tools. These tools include mundane office productivity applications such as word processors as well as more sophisticated tools used in specialized settings. Examples of specialized applications include the geographical information systems (GISs) used in mapping and surveying, computer aided design (CAD) tools used in research and development, computer aided manufacturing (CAM) tools used in production, and data visualization tools used in the financial industry and elsewhere. Although these tools do not generally create the same kind of security headaches as e-mail and other digital communications programs do, unique security risks do exist with applications and their data.

The primary risk that exists for any application pertains to the destruction of its associated data. The most powerful applications used in organizations often provide access to a common underlying database using a specialized client application. Such databases not only contain content added by employees as a part of their daily work but can also contain a long history of previous work and configuration data crucial to the normal productive use of the application. Using a GIS example, a group of employees may all work simultaneously on the same underlying geographic database. The database may comprise work in progress, data from recently completed work, and data representing years of prior effort on mapping, synthesis, and analysis. One trouble that can arise is that employees who are authorized to use the application may have access to and the ability to overwrite any and all of the data either inadvertently or on purpose. Another concern is that malicious employees with access to such a wide range of data will often possess the capability of copying and stealing that data.

Both of the aforementioned problems occur because of the difficulty in providing highly granular access control to the application’s data. Unlike the situation in which shared access to network resources threatens data security, applications such as GIS do not always provide straightforward mechanisms for restricting an employee’s access to a broad swath of the underlying data. With files on a network store or tables in a database, one can decree that this employee has access to this file, that employee has access to that table, and so on. With specialized design tools such as GIS, CAD, and CAM, the application and the data may be useless to an employee without the ability to make changes across a wide stripe of data that may reach from one end of the database to the other. The same situation can arise in a variety of cases in which a team of employees collaborates on a project that depends upon a large, interlinked information store.

In short, applications and their data are vulnerable because the employees who have access to them may damage them, either as a result of incompetence or malevolency. Although many organizations conduct regular backups as an essential part of their business continuity activities, using backups to restore damaged application data can take time and energy that in turn means a loss in productivity. In addition, many application environments are not well defended against theft of application data, so individuals with malicious intent who gain access to the application data may have an easy time removing that data from the organization for use by competitors and others.

Unauthorized Equipment on the Organization’s Network

For employees who are fortunate enough to work for a company with the necessary resources, it is standard practice for the organization to provide a desktop or laptop computer for shared or exclusive use. A number of firms also provide personal digital assistants (PDAs), wireless e-mail devices, cell phones with messaging and Internet capabilities, tablet computers, and a variety of other devices that may connect with the organization’s network. Beyond personal devices, the organization also typically provides the network infrastructure that makes computers so useful—wired networks, wireless networks, servers containing various data and services, and an assorted variety of other data appliances (e.g., switches, routers) that make the whole bundle work.

Unfortunately for the mental health of information technology professionals, however, the same forces that have made corporate computing effective and affordable have also put a wide variety of inexpensive consumer electronics in the hands of many employees. Whether or not the organization supports their use, many employees come to work with their own personal laptops, PDAs, and smartphones. In some cases they may seek authorization to connect these devices to the organization’s network, while in other cases they may try a do-it-yourself approach. Depending upon the sophistication and available tools of the organization’s information technology professionals, it may take hours, days, or weeks to notice that a do-ityourselfer has plugged in an unauthorized device. Also in the do-it-yourself vein, some employees may bring a consumer-grade wireless access point to work, or even a Web server, and try to get these things connected with or without the help of the information technology department. Quite a few information technology professionals have been chagrined to learn that anyone can gain open access to the corporate network using a laptop computer in the parking lot. This can happen when some misguided employee sets up a “rogue” wireless access point and connects it to the network for the employee’s “convenience,” without realizing the opening it creates for unauthorized individuals to connect to the network.

Although setting up a rogue access point does not require a lot of expertise, the bit of intricacy involved in getting it working may make this gaffe relatively uncommon. What is probably much more common is the transfer of organizational information from protected internal storage areas onto the personal devices of employees. Many thousands of laptops are left in taxicabs and airport security lines every year, and a significant proportion of these are likely to contain important or sensitive files transferred from corporate servers. Every time an employee burns a CD to do some work at home or sends some files by e-mail attachment to be stored on a personal laptop, organizational data are leaving the relatively protected confines of the firm and migrating to an uncontrolled environment. The other direction hurts as well: An employee may spend significant time creating some useful work product on a personal machine, only to lose the data because it was never backed up or transferred back into the organization. Well-trained, motivated, and security conscious employees may take special care to back up important files created on their own machines, to destroy files on their personal devices that are no longer in use, and to protect their personal possessions when traveling, but we suspect that there are many well-meaning employees who lack the training, the impetus, or the conscientiousness to take the appropriate level of care.

Access to the Internet

If there is one capability that security experts will point to as the source of many of their woes, it is employees’ access to the Internet. Employees with access to the organization’s networked computers may use the Internet for a variety of legitimate purposes, personal uses, and a big grey area in between, but all of these uses have in common the potential to make the organization’s networks and computers vulnerable to attacks. Employees cause difficulties for their organizations by using the Internet in a variety of adverse ways. At the most basic level, recreational or non-work use of the Internet clogs the organization’s network and slows the flow of legitimate workrelated traffic. As previously discussed, when employees use the Net to download copyrighted materials such as music, movies, or software, it can open up the organization to liability. Likewise, when employees use the Web to download offensive materials such as pornography or hate speech, they run the risk of creating a hostile work environment for other employees. But by far the worst threat comes from the introduction of malware—“malicious software”—onto the computers, servers, and other devices supported by the organization. Vulnerabilities in Web browsers and other tools that employees use to access the Internet sometimes provide an easy point of entry for malware. It is a sad and unfortunate fact that simply viewing certain “hacked” Web sites using an unpatched Web browser can introduce a Trojan horse or other nasty malware onto one’s computer.

Another issue with Internet access arises when employees who are temporarily or permanently located outside the main organizational facility use the Internet as a way of connecting themselves to corporate resources. Many years ago, the normal way of accomplishing this was by using a modem (modulator-demodulator) to connect one’s computer directly to a corporate mainframe or server over a public telephone line. Although this technique certainly offers opportunities for unauthorized use, one significant advantage is that the traditional public telephone line provided a single, continuous point-to-point connection between the remote computer (i.e., the user) and the host computer (i.e., the organization’s server or mainframe). Although this setup is not perfectly private, it is pretty close. This type of connection has become less and less common, however, as the Internet has grown in popularity. Now, rather than using a slow modem, employees connect themselves to the Internet using services provided at hotels, airports, cafes, or in their own homes. Back in the organization’s home facility, the information systems to which the employee wanted to connect are also attached to the Internet. As long as one knows where to find them (e.g., the IP address or URL), and what type of client application to use (e.g., a Web browser), one can gain access to the needed information and services. All in all this represents a great boon for those employees who travel a lot or need to conduct some of their work from home.

The major problem, though, is that the security-conscious information technology professional who provides such excellent support and protection within the four walls of the organization has very little control over the nature of the Internet connection that the employee uses at a remote site. Plugging into the network at any hotel means plugging into a telecommunications infrastructure that is completely unknown and that may be extremely insecure. Any important data that the employee sends or receives can often be intercepted at any of a dozen different points along the way back and forth to the organization’s servers. What’s more, an increasing number of remote Internet connections occur through wireless networks. When using these networks, every computer is a little radio station, madly transmitting and receiving its data through a set of radio signals that can be picked up by anyone in the area with another appropriately equipped device. Although there are measures available to protect data transmitted over wireless networks (discussed in Chapter 3), their proper use and deployment depend heavily on employees’ having the training, knowledge, and habits to work safely in a daunting variety of complex circumstances.

Traffic Jams on the Corporate Network

Bandwidth is a term that refers to either the average or maximum rate of data transfer between pieces of computer equipment. Because bandwidth correlates with the cost of an Internet connection, even the largest companies have limitations on the bandwidth with which they connect to the Internet. Small companies may use a single lowspeed connection through a cable modem or DSL line. In either case, it is relatively easy to fill up the available bandwidth if one or more employees are using the Internet for several demanding purposes. Although these purposes may include legitimate business activities, many information technology departments have investigated their organization’s bandwidth usage and found that the major consumers of bandwidth come from non-business use of the Internet for the entertainment of employees. For example, many people like to listen to music; one way to use the Internet is to connect to streaming music sources. The streaming music sites send a continuous gush of packets containing audio data that can quickly overload a low-speed Internet connection. Digital video generally uses even more bandwidth than digital audio. Using streaming movie sites, employees may watch trailers or short films that completely clog the available bandwidth for a workgroup or organization.

One interesting aspect of the use of this streaming media is that its popularity within an organization can grow rapidly by word of mouth. When one employee happens to see another employee enjoying music, headline news, or other media on a computer, the relevant URL is exchanged and yet another streaming-media user begins to consume bandwidth. Through this word-of-mouth process, the number of users can grow rapidly within an organization. As a result, the organization’s bandwidth in its connection to the Internet can quickly be eaten up as the popularity of streaming media grows. Other users who are trying to complete legitimate work find a gradual or rapid degradation in their ability to connect to work-related Internet sites and services. The first indication that streaming media are beginning to affect an organization’s Internet bandwidth often involves complaints offered to the information technology group that “our computers are too slow” from employees who are trying to get legitimate work done.

Copyrighted Materials

Just as most people love music or movies as streaming media, they also may wish to download files that can be stored permanently on their hard drives or transferred to CD-ROM. Many search engines will provide rapid access to MP3, MPEG, and other formats of entertainment files that individuals may enjoy listening to or viewing multiple times. The problem that arises is that many of these materials are copyrighted, and the methods that employees may use to download them do not provide for an appropriate method of obtaining an authorized license for the use of the materials. Although this difficulty is most closely associated with the use of peer-to-peer systems—some of the more famous of which are Napster, KaZaA, and Morpheus—it is simple enough to download illegal copyrighted materials without the use of peer-to-peer systems. Using policies to prohibit or technology to prevent the use of peer-to-peer systems does not necessarily deal with the problem of copyrighted materials.

Even in a work environment where individuals typically do not download entertainment materials, it is still frequently the case that they will download or use illegal CDs to install copyrighted software on their computers. Hundreds of sites on the Internet provide both downloads of software installers and the necessary keys or passwords to complete the installation. With a little research one can find copies of the most popular office productivity suites, operating systems, and other applications for download at no cost. Although there are relatively few cases in which a company has suffered serious financial consequences because employees have illegally used copyrighted software, it does happen and can be very costly for the firm. In addition, illegal software offers no technical support, may conflict with other software installed, and in the end may create more costs in maintenance than what the original software license would have cost had it been obtained legally. On a related note, software that is downloaded from a site with unknown origins is much more likely to contain malware (more on this shortly) that creates its own problems when installed on the employee’s computer.

Content Related to Hostile Workplace Concerns

The U.S. has a variety of applicable laws designed to prevent discrimination against women, minorities, the disabled, and other protected groups. These laws have been interpreted to include prohibition against the creation of what is termed a hostile workplace. A hostile workplace is one in which an individual member of a protected class (e.g., a woman) is made to feel a threat or unreasonable discomfort as a result of treatment by other workers or by environmental conditions. Materials available on the Internet have made hostile workplace conditions extraordinarily easy for unthinking or malicious employees to create. The most common example that has appeared in the human resources literature revolves around the distribution of obscene or pornographic textual material in e-mail messages or attachments. When employees send around rude or offcolor jokes and in particular when they aim those jokes at particular classes of people, they run the risk of creating a hostile work environment that may lead to a lawsuit against the organization and the employees involved. The same is true if employees download visual pornographic materials that are displayed on company equipment. The organization may be liable even if it has written policies against such activities, although documented evidence of well-enforced policies can help to mitigate this liability.

On a closely related note, the company’s reputation may be soured in the public eye if employees are caught gambling, distributing hate speech, or engaging in any other activity that appears to run counter to the company’s mission and values. Although some of these activities seem almost ridiculous—you might ask, “Who in their right mind would do that?”—it is unfortunately the case that across any large group of employees, a few will display poor judgment in a given situation. It is also unfortunately the case that just one well-publicized instance of illegal or unethical behavior on the part of an employee can have devastating consequences for an organization even if everyone else is behaving very well.

Malware

Malware comes in a dizzying variety of forms and can be introduced into organization through any number of “infection” mechanisms. Although the popular press generically refers to the viruses as the most prevalent form of malware, in fact the most common form is the worm. A worm is a stand-alone program that requires no host program or file in order to accomplish its dirty work. Another common type of malware that receives relatively little attention in the popular press is the Trojan horse and its close cousin the “backdoor.” A Trojan horse is a program that masquerades as something useful, such as a screensaver, but contains within it something malicious, like a backdoor. A backdoor, when installed and operating, permits malicious outside agents to control the function of the computer remotely and generally without the knowledge of the user. As mentioned at the beginning of this chapter, one of the newest forms of malware is known as spyware (or sometimes scumware). The range of possible forms of malware is wide enough that entire books have been written about the topic (see Skoudis, 2003, for example), so we limit our discussion here to employees’ involvement in the introduction of malware into the organization and largely ignore the various types of malware.

Although the most common method of introducing malware onto a computer or network is by opening a malicious e-mail attachment, an increasing number of other mechanisms are used by malware programmers to introduce their malicious code. Perhaps the most pernicious method is through the normal activities involved in Web browsing. Because of security problems in the most common brands of Web browsers, malware authors have found ways of exploiting normal Web browsing activities to introduce malicious software onto the computer that is running the browser. Another closely related mechanism involves the automatic or semiautomatic downloading of helper programs that work with the browser to view certain customized materials. These helper programs are known as ActiveX controls, flash viewers, real players, and more generically as plug-ins. Depending on the current security settings in one’s browser program, these helper programs may download automatically or with a brief and inscrutable confirmation requested from the user. Unfortunately, there is no way for the user to verify that the operation of the helper program will be beneficial. In the worst case, such helper programs may contain malware that captures keystrokes or screenshots and sends them to an unknown agent, or they may open up a backdoor that allows a malicious agent to control the computer remotely. Programs that capture keystrokes and other information, commonly referred to as keyloggers, have become an increasingly popular way for hackers to obtain passwords, financial information, and other sensitive data from a victim’s computer. Interestingly, keyloggers also have a legitimate use in law enforcement and are one of the forms of employee monitoring used in some organizations (described in greater detail in Chapter 3).

Finally, users may download and install malware onto their computers without knowledge that they are doing so. Fancy screensavers, specialized “search bars” for quick access to Web searching capability, little utility programs, templates for office documents, and other apparently beneficial files often contain various types of malware, including spyware, Trojan horses, keyloggers, and backdoors. When employees have the capability to download such materials and no technical protections exist against the installation of malware, their computers quickly become clogged with useless or deleterious programs.

Employees as Amateur Information Technology Staff

Although most that is written about information security tends to focus on larger organizations with the resources to employ dedicated information technology departments, it is worthwhile to keep in mind that small businesses are big employers: According to the U.S. Bureau of Labor Statistics, the majority of U.S. workers are actually employed in firms with fewer than 100 employees. In organizations this small, business owners may not find it economical or may not believe it necessary to have a dedicated information technology staff. Although these business owners may as a result contract with outside firms for information technology equipment and support, in many small firms those employees with a bit of technology knowledge—but without an information technology job title—take on the de facto role of information technology professional. These “information technology amateurs” often purchase computers, install software, run virus scans, lay network cables, set up wireless access points, do backups, and perform a number of other functions as a sideline to their primary role as office manager, accountant, Webmaster, or supervisor.

Professional information technology magazines and corporate information technology vendors pay little attention to these information technology amateurs—perhaps in part because the advertisers believe that small companies do not have much buying power to acquire professional-grade networking and security equipment. Yet information technology amateurs in these small companies may have substantial influence over the security of the organization’s information and the productivity of its employees. When one considers the worldwide problem of Trojan horses and backdoors mentioned in the previous section, information technology amateurs in small firms may also have an important hidden role in the information security community. Hackers quickly recruit any unprotected computer systems at small businesses into their so-called botNets: networks of systems used in distributed denial of service attacks. For these reasons, the “regular” employees who also serve as information technology amateurs may have a disproportionately large influence on an organization’s information security relative to other employees. An information technology amateur’s training, knowledge, and skill (or lack thereof) may also influence the quality of service obtained from outsource providers that install and maintain the organization’s computers and networks, because the amateur serves as a purchasing agent and liaison with the outside firm. Thus, in many small businesses, information technology amateurs provide the first line of defense in information protection. While it is better to have an information technology amateur than no information technology person at all, the amateur’s skills and knowledge of information security are often quite limited.

Summary: Employees—Both a Vulnerability and a Resource

The widespread use of the Internet has enabled new forms of communication and collaboration and has sped up the pace of existing methods of work and communication. One major cost associated with these benefits has arisen from the security issues related to interconnectedness of modern computing devices. Most computers, laptops, PDAs, and cell phones would be useless without the capability of connecting to a network and communicating with other devices. All of this interconnecting and communicating has amplified both the number and the power of information security threats, and the unfortunate result is that many organizational resources must be devoted to the provision and maintenance of information security.

Employees are at once one of the primary sources of vulnerabilities and a major potential resource for helping the organization to resist information security threats. Employees are a source of vulnerability largely because they “hold the keys to the kingdom.” As a group, employees have access to most or all of the organization’s most valuable information assets. Their actions have a profound influence on the safety and protection of those assets, even in situations in which information technology professionals have put monumental efforts into imposing mechanical controls on what users are allowed to do with the company’s computers and networks. The high degree of access that employees have makes them a target of social engineering attacks from outsiders. In relatively infrequent circumstances, employees may also “go bad” and misuse the organization’s information resources for personal gain or revenge. More commonly, however, it seems likely that employees make innocent or careless mistakes that lead to the destruction or inadvertent exposure of important information assets.

This chapter has focused on understanding the roles that employees play in information security, both good and bad, and the mechanisms through which their actions may impact information security, as well as confidentiality and privacy of an organization’s records. In the jargon of information security, we examined the “threat vectors” and “vulnerabilities” associated with employee behavior. In Chapter 3 we turn to protection and mitigation methods: the systems and techniques that information professionals use to help deal with some of these threats and vulnerabilities. In keeping with the theme of the book, we focus most of our attention on those technologies that impact employee rights and privacy—the tools and techniques, including monitoring software and surveillance cameras, that are used to protect information and other resources inside the organization.
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