


[image: 001]




Table of Contents

 


Title Page

Copyright Page

Dedication

Preface

Acknowledgements

 


PART ONE - An Introduction to the Crisis

 


CHAPTER 1 - Healthy Skepticism for Risk Management

 


COMMON MODE FAILURE

WHAT COUNTS AS RISK MANAGEMENT

ANECDOTE: THE RISK OF OUTSOURCING DRUG MANUFACTURING

WHAT FAILURE MEANS

SCOPE AND OBJECTIVES OF THIS BOOK

■ NOTES

 


CHAPTER 2 - Risk Management: A Very Short Introduction to Where We’ve Been and  ...

 


THE ENTIRE HISTORY OF RISK MANAGEMENT (IN 800 WORDS OR LESS)

METHODS OF ASSESSING RISKS

RISK MITIGATION

THE STATE OF RISK MANAGEMENT ACCORDING TO SURVEYS

■ NOTES

 


CHAPTER 3 - How Do We Know What Works?

 


AN ASSESSMENT OF SELF-ASSESSMENTS

POTENTIAL OBJECTIVE EVALUATIONS OF RISK MANAGEMENT

WHAT WE MAY FIND

■ NOTES

 


PART TWO - Why It’s Broken

CHAPTER 4 - The “Four Horsemen” of Risk Management: Some (Mostly) Sincere  ...

 


ACTUARIES

WAR QUANTS: HOW WORLD WAR II CHANGED RISK ANALYSIS FOREVER

ECONOMISTS

MANAGEMENT CONSULTING: HOW A POWER TIE AND A GOOD PITCH CHANGED RISK MANAGEMENT

COMPARING THE HORSEMEN

MAJOR RISK MANAGEMENT PROBLEMS TO BE ADDRESSED

NOTES

 


CHAPTER 5 - An Ivory Tower of Babel: Fixing the Confusion about Risk

 


THE FRANK KNIGHT DEFINITION

RISK AS VOLATILITY

A CONSTRUCTION ENGINEERING DEFINITION

RISK AS EXPECTED LOSS

RISK AS A GOOD THING

RISK ANALYSIS AND RISK MANAGEMENT VERSUS DECISION ANALYSIS

ENRICHING THE LEXICON

■ NOTES

 


CHAPTER 6 - The Limits of Expert Knowledge: Why We Don’t Know What We Think We  ...

 


THE RIGHT STUFF: HOW A GROUP OF PSYCHOLOGISTS SAVED RISK ANALYSIS

MENTAL MATH: WHY WE SHOULDN’T TRUST THE NUMBERS IN OUR HEADS

“CATASTROPHIC” OVERCONFIDENCE

THE MIND OF “ACES”: POSSIBLE CAUSES AND CONSEQUENCES OF OVERCONFIDENCE

INCONSISTENCIES AND ARTIFACTS: WHAT SHOULDN‘T MATTER DOES

ANSWERS TO CALIBRATION TESTS

■ NOTES

 


CHAPTER 7 - Worse Than Useless: The Most Popular Risk Assessment Method and Why  ...

 


A BASIC COURSE IN SCORING METHODS (ACTUALLY, IT’S AN ADVANCED COURSE,  ...

DOES THAT COME IN “MEDIUM”?: WHY AMBIGUITY DOES NOT OFFSET UNCERTAINTY

UNINTENDED EFFECTS OF SCALES: WHAT YOU DON‘T KNOW CAN HURT YOU

CLARIFICATION OF SCORES AND PREFERENCES: DIFFERENT BUT SIMILAR-SOUNDING METHODS  ...

■ NOTES

 


CHAPTER 8 - Black Swans, Red Herrings, and Invisible Dragons: Overcoming  ...

 


RISK AND RIGHTEOUS INDIGNATION: THE BELIEF THAT QUANTITATIVE RISK ANALYSIS IS IMPOSSIBLE

A NOTE ABOUT BLACK SWANS

FREQUENTIST VERSUS SUBJECTIVIST

WE‘RE SPECIAL: THE BELIEF THAT RISK ANALYSIS MIGHT WORK, BUT NOT HERE

■ NOTES

 


CHAPTER 9 - Where Even the Quants Go Wrong: Common and Fundamental Errors in  ...

 


INTRODUCTION TO MONTE CARLO CONCEPTS

SURVEY OF MONTE CARLO USERS

THE RISK PARADOX

THE MEASUREMENT INVERSION

WHERE’S THE SCIENCE? THE LACK OF EMPIRICISM IN RISK MODELS

FINANCIAL MODELS AND THE SHAPE OF DISASTER: WHY NORMAL ISN’T SO NORMAL

FOLLOWING YOUR INNER COW: THE PROBLEM WITH CORRELATIONS

“THAT‘S TOO UNCERTAIN”: HOW MODELERS JUSTIFY EXCLUDING THE BIGGEST RISKS

IS MONTE CARLO TOO COMPLICATED?

■ NOTES

 


PART THREE - How to Fix It

CHAPTER 10 - The Language of Uncertain Systems: The First Step Toward Improved  ...

 


GETTING YOUR PROBABILITIES CALIBRATED

THE MODEL OF UNCERTAINTY: DECOMPOSING RISK WITH MONTE CARLOS

DECOMPOSING PROBABILITIES: THINKING ABOUT CHANCE THE WAY YOU THINK ABOUT A BUDGET

A FEW MODELING PRINCIPLES

MODELING THE MECHANISM

■ NOTES

 


CHAPTER 11 - The Outward-Looking Modeler: Adding Empirical Science to Risk

 


WHY YOUR MODEL WON‘T BEHAVE

EMPIRICAL INPUTS

INTRODUCTION TO BAYES: ONE WAY TO GET AROUND THAT “LIMITED DATA FOR DISASTERS” PROBLEM

SELF-EXAMINATIONS FOR MODELERS WHO CARE ABOUT QUALITY

 


CHAPTER 12 - The Risk Community: Intra- and Extraorganizational Issues of Risk Management

 


GETTING ORGANIZED

MANAGING THE GLOBAL PROBABILITY MODEL

INCENTIVES FOR A CALIBRATED CULTURE

EXTRAORGANIZATIONAL ISSUES: SOLUTIONS BEYOND YOUR OFFICE BUILDING

MISCELLANEOUS TOPICS

FINAL THOUGHTS ON QUANTITATIVE MODELS AND BETTER DECISIONS

■ NOTES

APPENDIX - Additional Calibration Tests and Answers

Index




[image: 001]




Copyright © 2009 by Douglas W. Hubbard. All rights reserved.

 

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.

 

Published simultaneously in Canada.

 

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written permission of the Publisher, or authorization through payment of the appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, 978-750-8400, fax 978-646-8600, or on the Web at www.copyright.com. Requests to the Publisher for permission should be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, 201-748-6011, fax 201-748-6008, or online at http://www.wiley.com/go/permissions.

 

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in preparing this book, they make no representations or warranties with respect to the accuracy or completeness of the contents of this book and specifically disclaim any implied warranties of merchantability or fitness for a particular purpose. No warranty may be created or extended by sales representatives or written sales materials. The advice and strategies contained herein may not be suitable for your situation. You should consult with a professional where appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other commercial damages, including but not limited to special, incidental, consequential, or other damages.

 

For general information on our other products and services, or technical support, please contact our Customer Care Department within the United States at 800-762-2974, outside the United States at 317-572-3993 or fax 317-572-4002.

 

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be available in electronic books.

 

For more information about Wiley products, visit our web site at www.wiley.com.

 

Library of Congress Cataloging-in-Publication Data

 

Hubbard, Douglas W., 1962-

The failure of risk management : why it’s broken and how to fix it / Douglas W. Hubbard.

p. cm.

Includes bibliographical references and index.

eISBN : 978-0-470-48344-2

1. Risk management. I. Title.

HD61.H76 2009

658.15 ʹ 5-dc22

2008052147

 



 






I dedicate this book to my entire support staff: my wife, Janet, and our children, Evan, Madeleine, and Steven.




Preface

I started writing this book in early 2008, well before the most serious period of the financial crisis. The original plan was to turn in my manuscript in December but, as the economic crisis developed, the publisher saw that a book about the failure of risk management might become more relevant to many readers. So, at my editor’s urging, instead of writing a 50,000-word manuscript due by December, I wrote an 80,000-word manuscript by the end of October.

Although the financial crisis becomes an important backdrop for a book about risk management, I still wanted to write a much broader book than a reaction to the most recent disaster. This book should be just as relevant after the next big natural disaster, major product safety recall, or catastrophic industrial accident. Better yet, I hope readers see this book as a resource they need before those events occur. Risk management that simply reacts to yesterday’s news is not risk management at all.

I addressed risk in my first book, How to Measure Anything: Finding the Value of Intangibles in Business. Risk struck me as one of those items that is consistently perceived as an intangible by management. In a way, they are right. A risk that something could occur—the probability of some future event—is not tangible in the same way as progress on a construction proj ect or the output of a power plant. But it is every bit as measurable. Two entire chapters in the first book focused just on the measurement of uncertainty and risks.

Unfortunately, risk management based on actual measurements of risks is not the predominant approach in most industries. I see solutions for managing the risks of some very important problems that are in fact no better than astrology. And this is not a controversial position I’m taking. The flaws in these methods are widely known to the researchers who study them. The  message has simply not been communicated to the larger audience of managers.

In 1994, I developed a method I called Applied Information Economics, in part for the same reason that I wrote this and the previous book. I have watched consultants come up with a lot of half-baked schemes for assessing risks, measuring performance, and prioritizing portfolios with no apparent foundation in statistics or decision science. Arbitrary scoring schemes have virtually taken over some aspects of formalized decision-making processes in management. In other areas, some methods that do have a sound scientific and mathematical basis are consistently misunderstood and misapplied.

Of all the good, solid academic research and texts on risk analysis, risk management, and decision science, none seem to be directly addressing the problem of the apparently unchecked spread of pseudoscience in this field. In finance, Nassim Taleb’s popular books, Fooled by Randomness and The Black Swan, have pointed out the existence of serious problems. But in those cases, there was not much practical advice for risk managers and very little information about assessing risks outside of finance. There is a need to point out these problems to a wide audience for a variety of different risks.

This book is somewhat more confrontational than my first one. No doubt, some proponents of widely used methods—some of which have been codified in international standards—might feel offended by some of the positions I am taking in this book. As such, I’ve taken care that each of the key claims I make about the weaknesses of some methods is supported by the thorough research of others, and not just my own opinion. The research is overwhelmingly conclusive—much of what has been done in risk management, when measured objectively, has added no value to the issue of managing risks. It may actually have made things worse.

Although the solution to better risk management is, for most, better quantitative analysis, a specialized mathematical text on the analysis and management of risks would not reach a wide enough audience. The numerous such texts already published haven’t seemed to penetrate the management market, and I have no reason to believe that mine would fare any better. The approach I take here is to provide my readers with just enough technical information that they can make a 180-degree turn in risk management. They can stop using the equivalent of astrology in risk  management and at least start down the path of the better methods. For risk managers, mastering those methods will become part of a longer career and a study that goes beyond this book. This is more like a first book in astronomy for recovering astrologers—we have to debunk the old and introduce the new.

Douglas W. Hubbard
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PART ONE

An Introduction to the Crisis




CHAPTER 1

Healthy Skepticism for Risk Management

It is far better to grasp the universe as it really is than to persist in delusion, however satisfying and reassuring.

 

—CARL SAGAN

 

Everything’s fine today, that is our illusion.

 

—VOLTAIRE

 

 

Any new and rapidly growing trend in management methods should be considered with healthy skepticism, especially when that method is meant to help direct and protect major investments and inform key public policy. It is time to apply this skepticism to the “risk management” methods meant to assess and then mitigate major risks of all sorts. Many of these methods are fairly new and are growing in popularity. Some are well-established and highly regarded. Some take a very soft, qualitative approach and others are rigorously quantitative. But for all of these methods, we have to ask the same, basic questions:• Do any of these risk management methods work?
• Would anyone in the organization even know if they didn’t work?
• If they didn’t work, what would be the consequences?



For most organizations, the answers to these questions are all bad news. Natural, geopolitical, and financial disasters in the first few years of the 21st century have, perhaps only temporarily, created a new awareness of risk among the public, businesses, and lawmakers. This has spurred the development of several risk management methods, in both financial and non-financial sectors. Unfortunately, when these methods are measured rigorously, they don’t appear to work. Most of the new non-financial methods are not based on any previous theories of risk analysis and there is no real, scientific evidence that they result in a measurable reduction in risk or improvement in decisions. Where scientific data does exist, the data shows that most methods fail to account for known sources of error in the analysis of risk or, worse yet, add error of their own. Even in the financial sector and other areas that use the most sophisticated, quantitative methods, there is a growing realization that certain types of systematic errors have undermined the validity of their analysis for years.

The answer to the second question (whether anyone would know that the risk management system has failed) is also no; most managers would not know what they need to look for to evaluate a risk management method and, more likely than not, can be fooled by a kind of “placebo effect”1 and groupthink about the method. Even under the best circumstances, where the effectiveness of the risk management method itself was tracked closely and measured objectively, adequate evidence may not be available for some time. A more typical circumstance, however, is that the risk management method itself has no performance measures at all, even in the most diligent, metrics-oriented organizations. This widespread inability to make the sometimes-subtle differentiation between methods that work and methods that don’t work means that ineffectual methods are likely to spread. Ineffectual methods may even be touted as “best practices” and, like a dangerous virus with a long incubation period, are passed from company to company with no early indicators of ill effects until it’s too late.




COMMON MODE FAILURE 

Finally, to answer the question about the consequences of unsound risk management methods, I’ll use an example from a historic air-travel disaster to explain a concept called common mode failure (a concept from one of the more scientific approaches to risk analysis). In July 1989, I was the  commander of the Army Reserve unit in Sioux City, Iowa. It was the first day of our two-week annual training and I had already left for Fort McCoy, Wisconsin, with a small group of support staff (the “advance party”). The convoy of the rest of the unit was going to leave that afternoon, about five hours behind us. But just before the main body was ready to leave for annual training, the unit was deployed for a major local emergency.

United Airlines flight 232 to Philadelphia was being redirected to the small Sioux City airport because of serious mechanical difficulties. It crashed, killing 111 passengers and crew. Fortunately, the large number of emergency workers available and the heroic airmanship of the crew helped make it possible to save 185 onboard. Most of my unit spent the first day of our annual training collecting the dead from the tarmac and the nearby cornfields.

During the flight, the DC-10’s tail-mounted engine failed catastrophically, causing the fast-spinning turbine blades to fly out like shrapnel in all directions. The debris from the turbine managed to cut the lines to all three redundant hydraulic systems, making the aircraft nearly uncontrollable. Although the crew was able to guide the aircraft in the direction of the airport by varying thrust to the two remaining wing-mounted engines, the lack of tail control made a normal landing impossible.

Aviation officials would refer to this as a “one-in-a-billion” event2 and the media repeated this claim. But since mathematical misconceptions are common, if someone tells you that something that just occurred had merely a one-in-a-billion chance of occurrence, you should consider the possibility that they calculated the odds incorrectly.

The type of event that caused the crash is called a common mode failure, because a single event caused the failure of multiple components in a system. If they had failed independently of each other, the failure of all three would be extremely unlikely. But because all three hydraulic systems had lines near the tail engine, a single event could damage all of them. The common mode failure wiped out the benefits of redundancy.

Now consider that the cracks in the turbine blades would have been detected except for what the National Transportation Safety Board (NTSB) called “inadequate consideration given to human factors” in the turbine blade inspection process. Is human error more likely than one in a billion? Absolutely; in a way, that was an even more common common mode failure in the system.

But the common mode failure hierarchy could be taken even further. Suppose that the risk management method itself was fundamentally flawed. If that were the case, then perhaps problems in design and inspection procedures would be very hard to discover and much more likely to materialize. Now suppose that the risk management methods not just in one airline but in most organizations in most industries were flawed. The effects of disasters like Katrina and the financial crisis of 2008/9 could be inadequately planned for simply because the methods used to assess the risk were misguided. Ineffective risk management methods that somehow manage to become standard spread this vulnerability to everything they touch.

The ultimate common mode failure would be a failure of risk management itself. A weak risk management approach is effectively the biggest risk in the organization.


If the initial assessment of risk is not based on meaningful measures, the risk mitigation methods—even if they could have worked—are bound to address the wrong problems. If risk assessment is a failure, then the best case is that the risk management effort is simply a waste of time and money because decisions are ultimately unimproved. In the worst case, the erroneous conclusions lead the organization down a more dangerous path that it would probably not have otherwise taken.

The financial crisis occurring while I wrote this book was another example of a common mode failure that traces its way back to the failure of risk management of firms like AIG, Lehman Brothers, Bear Stearns, and the federal agencies appointed to oversee them. Previously loose credit practices and overly leveraged positions combined with an economic downturn to create a cascade of loan defaults, tightening credit among institutions, and further economic downturns. If that weren’t bad enough, poor risk management methods are used in government and business to make decisions that not only guide risk decisions involving billions—or trillions—of dollars, but are also used to affect decisions that impact human health and safety.

What happened is history. But here are just a few more examples of major, risky decisions currently made with questionable risk assessment  methods, some of which we will discuss in more detail later. Any of these, and many more, could reveal themselves only after a major disaster in a business, government program, or even your personal life:• The approval and prioritization of investments and project portfolios in major U.S. companies
• The evaluation of major security threats for business and government
• The decision to launch the space shuttle
• The approval of government programs worth many billions of dollars
• The determination of when additional maintenance is required for old bridges
• The evaluation of patient risks in health care
• The identification of supply chain risks due to pandemic viruses
• The decision to outsource pharmaceutical production to China



Clearly, getting any of these risks wrong would lead to major problems—as has already happened in some cases. The individual method used may have been sold as “formal and structured” and perhaps it was even claimed to be “proven.” Surveys of organizations even show a significant percentage of managers who will say the risk management program was “successful” (more on this to come). Perhaps success was claimed for the reason that it helped to “build consensus,” “communicate risks,” or “change the culture.”

Since the methods used did not actually measure these risks in a mathematically and scientifically sound manner, management doesn’t even have the basis for determining whether a method works. Surveys about the adoption and success of risk management initiatives are almost always self-assessments by the surveyed organizations. They are not independent, objective measures of success in reducing risks. If the process doesn’t correctly assess and mitigate risks, then what is the value of building consensus about it, communicating it, or changing the culture about it? Even if harmony were achieved, perhaps communicating and building consensus on the wrong solution will merely ensure that one makes the big mistakes faster and more efficiently.

Fortunately, the cost to fix the problem is almost always a fraction of a percent of the size of what is being risked. For example, a more realistic evaluation of risks in a large IT portfolio worth over a hundred million  dollars would not have to cost more than half a million—probably a lot less. Unfortunately, the adoption of a more rigorous and scientific management of risk is still not widespread. And for major risks such as those in the previous list, that is a big problem for corporate profits, the economy, public safety, national security, and you.




WHAT COUNTS AS RISK MANAGEMENT 

There are numerous topics in the broad category of risk management but it is often used in a much narrower sense than it should be. When the term is used too narrowly, it is either because risk is used too narrowly, management is used too narrowly, or both.

If you start looking for definitions of risk, you will find many wordings that add up to the same thing, and a few versions that are fundamentally different. For now, I’ll skirt some of the deeper philosophical issues about what it means (yes, there are some, but that will come later) and I’ll avoid some of the definitions that seem to be unique to specialized uses. Chapter 5 is devoted to why the definition I am going to propose is preferable to various mutually-exclusive alternatives that each have proponents who assume their’s is the “one true” definition.

For now, I’ll focus on a definition that, although it contradicts some definitions, best represents the one used by well-established, mathematical treatments of the term (e.g. actuarial science), as well as any English dictionary or even how the lay-public uses the term (see the box below).

DEFINITION  OF RISK

Long definition: The probability and magnitude of a loss, disaster, or other undesirable event

 

Shorter (equivalent) definition: Something bad could happen


The second definition is more to the point, but the first definition gives us an indication of how to quantify a risk. First, we can state a probability that  the undesirable event will occur. Also, we need to measure the magnitude of the loss from this event in terms of financial losses, lives lost, and so on.

The undesirable event could be just about anything, including natural disasters, a major product recall, the default of a major debtor, hackers releasing sensitive customer data, political instability around a foreign office, workplace accidents resulting in injuries, or a pandemic flu virus disrupting supply chains. It could also mean personal misfortunes, such as a car accident on the way to work, loss of a job, a heart attack, and so on. Almost anything that could go wrong is a risk.

Since risk management generally applies to a management process in an organization, I’ll focus a bit less on personal risks. Of course, my chance of having a heart attack is an important personal risk to assess and I certainly try to manage that risk. But when I’m talking about the failure of risk management—as the title of this book indicates—I’m not really focusing on whether individuals couldn’t do a better job of managing personal risks like losing weight to avoid heart attacks (certainly, most should). I’m talking about major organizations that have adopted what is ostensibly some sort of formal risk management approach that they use to make critical business and public policy decisions.

Now, let us discuss the second half of the phrase risk management. Again, as with risk, I find multiple, wordy definitions for management, but here is one that seems to represent and combine many good sources:

DEFINITION OF  MANAGEMENT

Long definition: The planning, organization, coordination, control, and direction of resources toward defined objective(s)

Shorter, folksier definition: Using what you have to get what you need


There are a couple of qualifications that, while they should be extremely obvious, are worth mentioning when we put risk and management together. Of course, when an executive wants to manage risks, he or she actually  wishes to reduce it or at least not unduly increase it in pursuit of better opportunities. And since the current amount of risk and its sources are not immediately apparent, an important part of reducing or minimizing risks is figuring out where the risks are. Also, risk management must accept that risk is inherent in business and risk reduction is practical only up to a point. Like any other management program, risk management has to make effective use of limited resources. Putting all of that together, here is a definition (again, not too different in spirit from the myriad definitions found in other sources):

DEFINITION OF RISK MANAGEMENT

Long definition: The identification, assessment, and prioritization of risks followed by coordinated and economical application of resources to minimize, monitor, and control the probability and/or impact of unfortunate events

Shorter definition: Being smart about taking chances


Risk management methods come in many forms, but the ultimate goal is to minimize risk in some area of the firm relative to the opportunities being sought, given resource constraints. Some of the names of these efforts have become terms of art in virtually all of business. A popular, and laudable, trend is to put the word enterprise in front of risk management to indicate that it is a comprehensive approach to risk for the firm. Enterprise risk management (ERM) is one of the headings under which many of the trends in risk management appear. I’ll call ERM a type of risk management program, because this is often the banner under which risk management is known. I will also distinguish programs from actual methods since ERM could be implemented with entirely different methods, either soft or quantitative.

The following are just a few examples of various management programs to manage different kinds of risks (Note: Some of these can be components of others and the same program can contain a variety of different methods): • Enterprise risk management (ERM)
• Portfolio management or project portfolio management (PPM)
• Disaster recovery and business continuity planning (DR/BCP)
• Project risk management (PRM)
• Governance risk and compliance (GRC)
• Emergency/crisis management processes



Risk management includes analysis and mitigation of risks related to physical security, product liability, information security, various forms of insurance, investment volatility, regulatory compliance, actions of competitors, workplace safety, getting vendors or customers to share risks, political risks in foreign governments, business recovery from natural catastrophes, or any other uncertainty that could result in a significant loss.




ANECDOTE: THE RISK OF OUTSOURCING DRUG MANUFACTURING 

At a conference organized by the Consumer Health Products Association (a pharmaceutical industry association), I witnessed a chemical engineer describing a new risk management process he had developed for his firm. The risk analysis method was meant to assess an important and emerging risk in this field.

To control costs, this large pharmaceutical manufacturer was more frequently outsourcing certain batch processes to China. Virtually all of this manufacturer’s competition was doing the same. But while the costs were significantly lower, they had a concern that batches from China might have additional quality control issues over and above those of batches manufactured here in the United States. These concerns were entirely justified.

The conference was in October 2007, and earlier that year there had already been several widely publicized product safety incidents with goods produced in China. In June, there was a toxin found in toothpaste and lead found in toys produced in China. Then there was tainted pet food that killed as many as 4,000 pets. There was even the disturbing case of “Aqua Dots,” the children’s craft-beads that stuck together to make different designs. The coating of these beads could metabolize in the stomach to produce gamma hydroxy butyrate—the chemical used in date-rape drugs.

Except for me, almost all of the audience were chemists, chemical engineers, and industrial engineers. They were previously listening to extremely technical sessions on sheer stress of particles in various processing equipment, yield curves, and mechanical details of drug packaging. There was no shortage of scientific thinkers and, from what I could tell, no timidity about mathematical models.

Yet, when the presenter was explaining the details of his company’s new method for analyzing the risk of batches outsourced to China, I saw none of the hard science and skeptical peer-review that seemed common in the other sessions. He was describing a method based on a subjective “weighted score.”3 In it, several “risk indicators” were each scored on a scale of 1 to 5. For example, if the manufacturer already produces a similar, but not identical, drug, it might get a low risk score of 2 on the indicator called “proven technical proficiency.” If it was inspected by and got a positive evaluation from the Chinese health agency, but was not yet inspected by the Food and Drug Administration, then it might get a 4 on the “formal inspections” indicator. If the components of the drug required certain special safety controls that would be harder to outsource, then it might score as a higher risk in other areas. Each of these scores was based on the judgments of a team assembled to make these evaluations.

Then these scores were each multiplied by a weight of somewhere between 0.1 and 1.0 and then all of the weighted scores were totaled. The total of the weighted score might be 17.5 for one outsourcing strategy, 21.2 for another, and so on. The team that chose the scores also chose the weights and, again, it was based only on subjective judgments. The team further separated the resulting scores into various stratifications of risk that would, apparently, have some bearing on the decision to use a particular China-based source for a drug. For example, risk scores of over 20 might mean “Extremely high risk: Find an alternative”; 10 to 19 might mean “High risk: Proceed only with increased quality assurance,” and so on.

When the engineer had finished describing the approach, I noticed that several heads in the room turned to me expecting some response. Earlier that day, I had given the keynote address describing, among other things, how risk can be quantified in a mathematically and scientifically meaningful way. Perhaps some were implementing something similar in their firms and were curious to see whether I would endorse it, but I suspect it was more likely they were expecting a criticism.

I neither endorsed nor rejected the approach outright. To be perfectly fair, neither position could yet be positively justified at that point without knowing a few more details (although there is a good chance it shared the flaws of many weighted scores, which I discuss later). I simply asked, “How do you know it works?” This is the most important question we could ask about a risk analysis and risk management approach. Once I knew the answer to that question, then I could legitimately take a position.

There was a long pause. It was obvious that they hadn’t even considered how to answer that question. So I thought it would be helpful (if a bit leading) to prompt them with another question: “Would you call this approach scientific?” After another pause, I asked, “Do you see how an actuary or statistician might not call this a risk analysis?” At this point, I sensed the questions were more like brow-beating than being helpful.

I then suggested to the presenter that the engineers in this field could be as scientific in their approach to this problem as they are in any other aspect of their profession. I pointed out that, for one, there was no need to start from scratch. If they were developing a new process for pharmaceutical manufacture, I’m sure they would examine existing research in the area. Likewise, there is quite a lot of literature in the general area of assessing risks in a mathematically and scientifically sound manner. It would be helpful to know that they don’t have to reinvent any of the fundamental concepts when it comes to measuring risks.

Then I pointed out that in the design of processes in drug production, once they had thoroughly reviewed the literature on a topic, no doubt they would design empirical tests of various components in the process, and measure them in a way that would satisfy the peer-reviewed journals and the FDA inspectors alike. Again, this same philosophy can apply to risk.

In fact, a much more sophisticated method is often already used to assess a different risk in the drug industry. “Stop-gate” analysis is used to determine whether a candidate for a new product should advance from formulation to animal testing, then from animal testing to human trials, until finally they decide whether to go to market. Many drug companies use proven statistical methods at each step in the stop-gate analysis. But, somehow, none of the basic concepts of stop-gate analysis were built upon to assess the risks of outsourcing production to China.

My questions to the presenter were rhetorical. I was already fairly sure that they had no objective measure for the effectiveness of this method. If  they had known to create such measures, they would probably have been inclined to create a very different approach in the first place. When it came to designing a method for assessing and managing risks, these scientists and engineers developed an approach with no more scientific rigor behind it than an ancient shaman reading goat entrails to determine where to hunt. While the lack of such rigor would be considered negligent in most of their work, it was acceptable to use a risk assessment method with no scientific backing at all.

In effect, they didn’t think of this new risk in the same way as they thought of the substances and processes they use to manufacture drugs in a highly regulated industry. The chemicals they process and the vessels they use are concrete, tangible things and, to the engineers, risk might seem like an abstraction. Even the methods they use in stop-gate analysis might take on an air of concreteness simply because, by now, they have a lot of data on the problem. Perhaps, to them, the process of managing an unfamiliar risk seems like an intangible thing that doesn’t lend itself to the same methods of validation that a drug manufacturing process would have to undergo for FDA approval. Applying the type of scientific reasoning and testing they use on the production of a drug to the risk analysis of producing that same drug in China is a leap they had not considered.

The presenter and the audience felt that the weighted scoring method they described was something close to “best practices” for the industry. When I asked, nobody in the room claimed to have an approach that was any more sophisticated. Most had no risk analysis at all on this problem.

Fortunately for the company that was presenting its risk management solution, it had not yet seen the worst-case scenarios that might result from unsound risk analysis. But with an entire industry approaching the outsourcing problem with either unscientific risk analysis methods or none at all, the worst case was inevitable. Just a few months after the conference, another major drug company using similarly subjective risk management methods on this problem would discover exactly how much was being risked by the outsourcing decisions (and the meager risk analysis applied to it).

Baxter International, Inc. was receiving reports of dangerous adverse reactions to its Chinese-manufactured blood-thinning drug called heparin. To its credit, by mid-January 2008, Baxter had voluntarily recalled some lots of the multidose vials of the drug. By then, the FDA was considering a  mandatory recall but had not yet done so because they believed other suppliers might not be able to meet demand for this critical drug. The FDA reasoned that this additional risk to patients requiring heparin therapy would be higher (I have no idea how much risk analysis went into that decision).

By February, the FDA had determined that the supply of heparin by other manufacturers was adequate and that Baxter should proceed with the recall of various types of heparin products. At the beginning of the recall in February, the FDA had linked four deaths to the Chinese-manufactured heparin and by March the number had grown to 19 deaths. By May 2008, the FDA had “clearly linked” a total of 81 deaths and 785 severe allergic reactions to the drug. Of course, chances are the various individual and class action lawsuits (just beginning as this book was written) will argue a much larger number.

The risks of outsourcing drug production to China always were high and the fact that some firms were at least attempting to develop a risk management method—regardless of its effectiveness—indicates that the industry was at least aware of the risk. The FDA is entrusted to inspect the operations of any drug manufacturer selling products in the United States, including foreign-based factories but, by March 2008, the FDA had inspected just 16 of the 566 Chinese drug manufacturers. The United States gets approximately 40% of its drugs from abroad. The scale of the problem easily justifies the very best risk analysis available.

Obviously, we can’t be certain with only this information that the industry’s lack of more sophisticated risk management for overseas drug manufacturing was the direct cause of the heparin incident. If the industry had used more sophisticated methods such as it already uses for stop-gate analysis, we could not be certain that some similar problem would not still have occurred. And, since the entire industry was unsophisticated in this area of risk management, there is certainly no reason to single out Baxter as particularly bad. This anecdote, by definition, is merely a single sample of the types of events that can occur and, by itself, is not sufficient to draw scientifically justified conclusions.

For any risk management method used in the pharmaceutical industry or any other industry, we must ask, again, “How do we know it works?” If we can’t answer that question, then our most important risk management strategy should be to find a way to answer it and adopt a risk assessment and risk mitigation method that does work.




WHAT FAILURE MEANS 

At the beginning of this chapter, we defined risk and risk management. Now we need to discuss what I mean by the failure of risk management. With some exceptions, it may not be very obvious. And that is part of the problem.

First, a couple of points about the anecdotes I just used. I believe United Airlines was probably applying what it believed to be a prudent level of risk management. I also believe the entire pharmaceutical industry and Baxter in particular were making a well-intentioned effort to manage the risks of outsourcing to China. When I refer to the “failure of risk management,” I do not just refer to outright negligence. Failing to employ the accounting controls that would have avoided Enron’s demise, for example, are not the kind of failures I examine the most in this book. I will concentrate more on the failure of sincere efforts to manage risks, as I will presume is the case with many organizations—even though we know the possible lawsuits must argue otherwise. I’m focusing on those organizations that believe they have adopted an effective risk management method and are unaware that they haven’t improved their situation one iota.

Second, I used these anecdotes in part to make a point about the limits of anecdotes when it comes to showing the failure or success of risk management. The single event of tainted blood thinner does not necessarily constitute a failure of risk management. Nor would a lucky streak of zero disasters have indicated that the risk management was working. At best, the pharmaceutical outsourcing anecdote shows one scenario of what could happen.

I think this is a departure from some approaches to the discussion of risk management. I have heard some entertaining speakers talk about various anecdotal misfortunes of companies as evidence that risk management failed. I have to admit, these stories are often fascinating, especially where the circumstances are engaging and the outcome was particularly disastrous. But I think the details of the mortgage crisis, 9/11, rogue traders, Hurricane Katrina, or Three Mile Island feed a kind of morbid curiosity more than they inform about risk management. Perhaps the stories made managers feel a little better about the fact they hadn’t (yet) made such a terrible blunder.

I will continue to use examples like this because that is part of what it takes to help people connect with the concepts. But we need a better  measure of the success or failure of risk management than single anecdotes. In most cases regarding risk management, an anecdote should be used only to illustrate a point, not to prove a point.

So, when I claim that risk management has failed, I’m not necessarily basing that on individual anecdotes of unfortunate things happening. It is possible, after all, that organizations where a disaster didn’t occur were just lucky. They may have been doing nothing substantially different from organizations where disasters did occur. When I say that risk management has failed, it is for at least one of three reasons, all of which are independent of individual anecdotes: (1) the failure to measure and validate methods as a whole or in part; (2) the use of components that are known not to work; and (3) the lack of use of components that are known to work.

1. Except for certain quantitative methods in certain industries, the effectiveness of risk management is almost never measured. The biggest failure of risk management is that there is almost no experimentally verifiable evidence that the methods used improve on the assessment and mitigation of risks, especially for the softer (and much more popular) methods. If the only “evidence” is a subjective perception of success by the very managers who championed the method in the first place, then we have no reason to believe that the risk management method does not have a negative return. For a critical issue like risk management, we should require positive proof that it works—not just the lack of proof that it doesn’t. Part of the success of any initiative is the measurable evidence of its success. It is a failure of risk management to know nothing of its own risks. It is also an avoidable risk that risk management, contrary to its purpose, fails to avoid.
2. Some parts that have been measured don’t work. The experimental evidence that does exist for some aspects of risk management indicates the existence of some serious errors and biases. Since many risk management methods rely on human judgment, we should consider the research that shows how humans misperceive and systematically underestimate risks. If these problems are not identified and corrected, then they will invalidate any risk management method based even in part on human assessments. Other methods add error through arbitrary scales or the naïve use of historical data. Even  some of the most quantitatively rigorous methods fail to produce results that compare well with historical observations.
3. Some parts that do work aren’t used. There are methods that are proven to work both in controlled laboratory settings and in the real world, but are not used in most risk management processes. These are methods that are entirely practical in the real world and, although they may be more elaborate, are easily justified for the magnitude of the decisions risk management will influence. Falling far short of what one could reasonably be expected to do is another form of failure.
In total, these failures add up to the fact that we still take unnecessary risks within risk management itself. Now it is time to measure risk management itself in a meaningful way so we can identify more precisely where risk management is broken and how to fix it.




SCOPE AND OBJECTIVES OF THIS BOOK 

My objectives with this book are (1) to reach the widest possible audience among managers and analysts, (2) to give them enough information to quit using ineffective methods, and (3) to get them started on better solutions.

The first objective, reaching a wide audience, requires that I don’t treat risk management myopically from the point of a given industry. There are many existing risk management texts that I consider important classics, but I see none that map the breadth of the different methods and the problems and advantages of each. There are financial risk assessment texts written specifically for financial analysts and economists. There are engineering and environmental risk texts for engineers and scientists. There are multiple risk management methods written for managers of software projects, computer security, or disaster recovery. Many of these sources seem to talk about risk management as if their methods comprised the entire subject. None seems entirely aware of the others.

The “wide audience” objective also means that I can’t write just about the latest disaster. A reader picking up this book in 2009 may think the risk I’m talking about is a financial risk. If I had written this just after Katrina, risk might have meant something very different. But risk is not selective in that way and the best methods are not specific to one category of risks.  Thinking about risks means thinking about events that have not yet occurred, not just last year’s news.

Finally, reaching a wide audience requires that I don’t just write another esoteric text on quantitative methods for a small community of experts. Of those, there are already some excellent sources that I will not attempt to reproduce. A couple of slightly technical issues will be discussed, but only enough to introduce the important concepts.

The last two objectives, to get managers to quit using ineffectual methods and start them on a better path, are also satisfied by a “just technical enough” approach to the problem. This book won’t make most managers masters of more quantitative and scientific methods of risk management. I merely want to convince them to make a radical change of direction from the methods they are most likely using now.

To accomplish these objectives, the remainder of this book is divided along the lines implied by the title:• Part One: An Introduction to the Crisis. This first chapter introduced the problem and its seriousness. Chapter 2 outlines the diversity of approaches to assess and mitigate risks and discusses how managers rate their own firms in these areas. Chapter 3 examines how we should evaluate risk management methods.
• Part Two: Why It’s Broken. After an introduction to four basic schools of thought about risk management, we will discuss the confusing differences in basic terminology among different areas of risk management. Then we will introduce several sources of fundamental errors in popular methods that remain unaddressed. We will list several fallacies that keep some from adopting better methods. Finally, this part of the text will outline some significant problems with even the most quantitative methods being used.
• Part Three: How to Fix It. This final part will introduce methods for addressing each of the previously discussed sources of error in risk management methods. We will talk about the basic concepts behind better methods, including how to think about probabilities and how to introduce scientific methods and measurements into risk management. Finally, we will talk about some of the issues involved in creating a culture in organizations and governments that would facilitate and incentivize better risk management.



Throughout this book, I will offer those who require more hands-on examples sample spreadsheets on this book’s website at www.howtofixriskmgt.com. Those who prefer the “10,000-foot view” can still get a good idea of the issues without feeling dragged down by some technical details, whereas those who prefer to get more information can get specific example calculations. The website will also give all readers access to information on risks that evolve after this book has been published as well as a way to interact with other risk managers.

See this book’s website at www.howtofixriskmgt.com for detailed examples from the book, discussion groups, and up-to-date news on risk management.





■ NOTES

1   My use of “placebo effect” requires a qualification. The placebo effect in medicine is the tendency among patients to experience both subjective and in some cases objectively observable improvements in health after receiving treatment that should be inert. This is a purely psychological effect but the improvements could be in objectively measurable ways—such as reducing blood pressure or cholesterol. However, when I refer to a placebo effect I mean that there literally is no improvement other than the subjective impression of an improvement.
2   Capt. A.C. Haynes “United 232: Coping With the ‘One-in-a-Billion’ Loss of All Flight Controls,” Accident Prevention Volume 48, June 1991.
3   Some of the details of this are modified to protect the confidentiality of the firm that presented the method in this closed session, but the basic approach used was still a subjective weighted score.




CHAPTER 2

Risk Management: A Very Short Introduction to Where We’ve Been and Where (We Think) We Are

People who don’t take risks generally make about two big mistakes a year.
People who do take risks generally make about two big mistakes a year.


 

—PETER DRUCKER

 

 

Risk management is a very old idea that has relatively recently taken on somewhat of a new character. The history of any idea brings its own baggage that, whether we want it to or not, often limits our current thinking on the concept—and risk management is no exception. Institutions evolve, standards are codified, and professions mature in such a way that it causes all of us to think in more limited ways than we need to. We don’t have to dispose of all these conventions, but we do need to be aware of why they were there in the first place.




THE ENTIRE HISTORY OF RISK MANAGEMENT (IN 800 WORDS OR LESS) 

Organizational risk management could be said to have existed at least as early as the first time a king or chieftain decided to fortify walls, make security alliances, or store extra provisions in case of famine. Even more formalized risk management by agreement among parties seems to be a feature of the earliest civilizations. Since ancient Babylon, traders managed the risks of transporting goods great distances by having the buyers provide loans to the sellers that would be repaid with interest only when the goods arrived safely. A Babylonian king wrote in the Code of Hammurabi certain compensations or indemnifications for those harmed by bandits or floods. Babylon was also the birthplace of banking, where lenders managed risks starting with the careful selection of debtors.

But throughout most of human history, we were dealing with only half of the risk management problem, at most. From Babylon through the Middle Ages, risk management was an unguided mitigation of risks. Choosing what risks to prepare for was always a matter of gut feel. What differentiates risk management since the start of the Age of Enlightenment is in part a more systematic approach to assessing the risk. The development of probability theory and statistics in the 17th century allowed for risk to be quantified in a meaningful way. However, these powerful new tools would be adopted only in select industries for select applications.

From the 18th century to well into the 20th century, the quantitative assessment of risk was exemplified in—and largely limited to—insurance, banking, financial markets, and perhaps certain government agencies dealing with public health. For most of that period, the idea of a retailer or manufacturer using similar methods to assess risk in operations, new products, marketing campaigns, or major acquisitions was not seriously considered. For this reason, the executives in many firms may have treated risk management as synonymous with insurance or financial portfolio management (and many still do today).

By the 1940s, more sophisticated risk assessments were applied to and even further developed by nuclear power and oil exploration. This was facilitated by the emergence of computers and the ability to generate thousands of random scenarios with quantitative models. But until the end of  the 20th century, risk management still wasn’t even on the radar for most organizations.

The “new character” of risk management I mentioned in the first sentence of this chapter refers to the new set of pressures to adopt formal risk management methods and the spate of solutions developed by a wide variety of standards organizations and firms. The disappointing outcomes of investments in new technologies, the distribution of operations to global partners, the failures of some major corporations, 9/11, and general economic unease have driven boards and management to try to get a handle on risks. And, if they needed any more incentive, a new wave of regulatory mandates would provide the extra push. Sarbanes-Oxley is the most significant corporate reform since the creation of the Securities and Exchange Commission. The Basel II Accord created new international standards and requirements for risk management in banking. In the U.S. government, the President’s Management Agenda (PMA), under Bush stated sweeping requirements for risk analysis of all major government programs. Even firms not directly affected by the legal mandates of these standards were caught up in a new awareness of a “risk culture.”

In response, several of the major consulting firms and international standards organizations have charged in with a variety of “formal methodologies” for risk management. Many companies just decided to make up their own approaches. Even the established, “more sophisticated” risk management methods used in finance revealed cracks under the light of the 2008/9 financial crisis and several previous financial crises.

And the most popular, newer methods don’t necessarily build on the foundation of earlier methods that have stood up to scientific and historical scrutiny. It’s more like the rapid construction of mining towns in the American West during the Gold Rush, where nice facades are quickly erected with minimal attention to structural quality in the rest of the building. And anybody can put up a shingle saying he is a risk management expert.

So let’s try to map out this rapidly expanding, “Wild West” frontier of risk management solutions. Things are moving fast, so this description will probably soon be incomplete. For now, we can examine how risk management is adopted in the modern organization, the risk assessment methods used, and the types of risk mitigation methods used.




METHODS OF ASSESSING RISKS 

The weighted score approach to assessing risk, as was used by some pharmaceutical manufacturers on the issue of outsourcing, is just one of many methods used in assessing risks. I suspect that some portion of readers of this book picked it up thinking I would talk about concepts like modern portfolio theory, value at risk, or options theory. Others picked it up thinking I was going to talk about the “risk maps” used in IT security or some strategic planners. Others will think of risk management without any connection to any of the above. But I’m not going to be exclusive.

I’ve come to the party ready to introduce you all to each other. You may not have known of the existence of these other approaches or you may be aware of them but find them to be ludicrous. Or you may just believe that the other methods, although valid in their own world, don’t apply to you at all. But almost everyone has something to learn from a completely different school of risk management than their own. The following methods make up virtually all of the risk analysis methods used in business and government and, as I’ll argue, each of them is flawed in some important way and most of them are no better than astrology. Obviously, if risks are not properly analyzed, then they can’t be properly managed.

Note that some of these methods have also been used for problems that are not limited to risk analysis or risk management but, since they have been applied to those problems, I’ll evaluate them in this context. Also, keep in mind that some of the items on the list that follows are not mutually exclusive and that many of the risk management solutions proposed by consulting firms and standards organizations involve some combination of these. But all of the following methods are used by somebody, and I know some to have passionate followers who swear that their solution is the only solution. And for every one of those I also find equally passionate detractors.

The following is a partial map of methods for risk management:• Expert intuition. This is a sort of baseline of risk management methods. This is pure gut feel unencumbered by structured rating or evaluation systems of any kind. There are no points, probabilities, scales, or even standardized categories. In order for other methods to be of any value at all, they must show a measurable improvement on gut feel.
• An expert audit. This builds on the gut feel, but is more systematic. Experts, usually outside of the firm, try to develop comprehensive checklists and may or may not use the formal scoring or stratification methods discussed below.
• Simple stratification methods. These use “green-yellow-red” or “high-medium-low” rating scales on a variety of risky endeavors. Such terms might be used to independently assess likelihood and consequence so that risks can be displayed on a two-dimensional map. This map is sometimes called a heat map (where color-coding is used and red is the hottest) or sometimes a risk matrix, risk map, and so on. Sometimes a point scale (e.g., 1-5, where 5 is the highest) is used to assess likelihood and consequence so that the two values can be multiplied together to get a “risk score.” (See Exhibit 2.1 for an example of a risk map for both verbal categories and numerical scores.)
• Weighted scores. There are also more elaborate scoring methods with dozens of “risk indicators,” each on some scale, which are then multiplied by some “weight” so they can be added up to a “weighted risk score.”
• Traditional financial analysis (i.e., without using probabilities). There are sometimes attempts to capture risk analysis within the bounds of conventional financial analysis tools. For example, a “discount rate” is used to adjust future cash flows to reflect the lower value of risky investments. One might also work out “best case” and “worst case” for costs and benefits of various decisions.
EXHIBIT 2.1 Does This Work? One Version of a Risk Map Using Either Numerical or Verbal Scales
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• A calculus of preferences. Methods such as multi-attribute utility theory  (MAUT), multi-criteria decision making (MCDM), and analytic hierarchy process (AHP) are more structured than the weighted score but ultimately still rely on the judgments of experts. In the case of AHP, a more sophisticated method is used to determine whether the expert judgments are at least internally consistent. As with the other methods listed so far, these have been used on lots of decision analysis problems that might not strictly be risk assessments. But they are included here because they have been used to evaluate decisions according to their risks.
• Probabilistic models. The most sophisticated risk analysts will eventually use some form of probabilistic models where the odds of various losses and their magnitudes are computed mathematically. It is the basis for modeling risk in the insurance industry and much of the financial industry. It has its own flaws but just as Newton was a starting point for Einstein, it is the best opportunity for continued improvement. It could use subjective inputs as do the other methods, but it is also well-suited to accept historical data or the results of empirical measurements. This includes the “probabilistic risk analysis” used in engineering as well as quantitative methods used in finance and insurance. Although this is merely one category in this list, it has enough substance to allow for a much more detailed taxonomy all by itself.



If these methods were used for no more than assessing corporate art for the reception area or where to have the company picnic, then the urgency of this evaluation would not be nearly as high. But as I have already pointed out, these methods are being used for many of the biggest and riskiest decisions in the corporate world and government. Fortunately, some of these can be modified to produce an approach that can be shown to be a significant improvement on the baseline condition of “winging it.” Others must be scrapped entirely.




RISK MITIGATION 

To mitigate a risk is to moderate or alleviate a risk—to lessen it in some way. Higher risks may be deliberately accepted for bigger  opportunities but even in those cases decision makers will not want to accept more risk than is necessary. It is common in risk management circles to think of a choice among four basic alternatives for managing a given risk:1. Avoid. We can choose not to take an action that would create an exposure of some kind. We can avoid the merger, the new technology investment, the subprime mortgage market, and so on. This effectively makes that particular risk zero, but might increase risks in other areas (e.g., the lack of taking risks in R&D investments might make a firm less competitive).
2. Reduce. The manager goes ahead with the investment or other endeavor that has some risks, but takes steps to lessen them. The manager can decide to invest in the new chemical plant but implement better fire-safety systems to address a major safety risk.
3. Transfer. The manager can give the risk to someone else. Insurance is the best example of this. The manager can buy insurance without necessarily taking other steps to lessen the risk of the event (e.g., buying fire insurance instead of investing in advanced fire-prevention systems). Risk can also be transferred to customers or other stakeholders by contract (e.g., a contract that states, “The customer agrees that the company is not responsible for . . . ”).
4. Retain. This is the default choice for any risk management. You simply accept the risk as it is.


I, and some risk managers I know, find the boundaries between these a little murky. A transfer of risk is a reduction or avoidance of risk to the person transferring it away. A reduction in risk is really the avoidance of particular risks that are components of a larger risk. Even the retention of a risk can lead to the overall reduction in total risks if we are thinking of a portfolio of investments where some risks cancel out others. The ultimate objective of risk management should be, after all, the reduction of the total risk to the firm for a given expected return, whether through the transfer or avoidance of risks or the reduction of specific risks. If total risk is merely retained, then it is no different from not managing risks at all.

RISK “FILTERS” AT THE HAVI GROUP

Y.S. Kong is the treasurer and chief strategic planner at the HAVI Group in Illinois, a consortium of major distribution service companies operating in 40 countries. Y.S. prefers to categorize risk management activities by specific risk mitigation actions he calls  risk filters. “We have four sequential ‘risk filters’: transference, operational, insurance, and retention,” explains Kong. The first preference is to transfer risks to customers or suppliers through their contracts. The second filter, operational, is to address risks through better systems, procedures, roles, and so on. The third filter is to insure the risk (technically, this is also transferring risks). Finally, the retention of risk is not so much a filter, but where the other risks land if they don’t get filtered out earlier. Even so, Y.S. as the treasurer is tasked with ensuring they have an adequate asset position to absorb any risk that ends up in this final bucket.


The treasurer at the HAVI Group prefers a taxonomy more oriented around specific actions he calls risk filters (see the box above). In the following list, I added a couple of items to his list and expanded on each of them to make it as general as possible. Unlike HAVI’s risk filters, the order of this list does not imply a prescribed priority.

The following is a long, but still partial, list of risk mitigation alternatives:• Selection processes for major exposures. This is the analysis of decisions that create new sources of potential losses to ensure that the risk being taken is justified by the expected reward. For example:•  Risk/return analysis of major investments technology, new products, and so on
•  Selection of loan risks for banks; accounts receivable risks for other types of firms


• Insurance. This comes in dozens of specialized categories, but here are a few of the many general groups:•  Insurance against loss of specific property and other assets, including fire, flood, and so on
•  Various liabilities, including product liability
•  Insurance for particular trades or transportation of goods, such as marine insurance or the launch of a communications satellite
•  Life insurance for key officers
•  Reinsurance, generally purchased by insurance companies, to help risks that may be concentrated in certain areas (hurricane insurance in Florida, earthquake insurance in California, etc.)


• Contractual risk transfer. Business contracts include various clauses such as “X agrees the company is not responsible for Y,” including contracts with suppliers, customers, employees, partners, or other stakeholders.
• Operational risk reduction. This includes everything a firm might do internally through management initiatives to reduce risks, including:•  Safety procedures
•  Training
•  Security procedures and systems
•  Emergency/contingency planning
•  Investments in redundant and/or high-reliability processes, such as multiple IT operations sites, new security systems, and so on
•  Organizational structures or roles defining clear responsibilities for and authority over certain types of risks (a shift safety officer, a chief information security officer, etc.)


• Liquid asset position. This is the approach to addressing the retention of risk but still attempting to absorb some consequences by using liquid reserves (i.e., cash, some inventory, etc.) to ensure losses would not be ruinous to the firm.
• Compliance remediation. This is not so much its own category of risk mitigation, since it can involve any combination of the previously mentioned items. But it is worth mentioning simply because it is a key driver for so much of current risk mitigation. This is, in part, a  matter of “crossing the t’s and dotting the i’s” in the growing volume of regulatory requirements.
• Legal structure. This is the classic example of limiting liability of owners by creating a corporation. But risk mitigation can take this further even for existing firms by compartmentalizing various risks into separate corporate entities as subsidiaries, or for even more effective insulation from legal liability, as completely independent spinoffs.
• Activism. This is probably the rarest form of risk mitigation since it is practical for relatively few firms, but it is important. Successful efforts to limit liabilities for companies in certain industries have been won by advocating new legislation. Examples are the Private Securities Litigation Reform Act of 1995, which limits damage claims against securities firms, Michigan’s 1996 “FDA Defense” law, which limits product liability for drugs that were approved by the FDA, and the Digital Millennium Copyright Act of 1998, which limits the liability of firms that provide a conduit for the transmission of data from damages that may be caused by the sources of the data.



EXHIBIT 2.2 A (Simplified) Risk Management Cycle
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As always, an informed risk mitigation starts with an identification and then some kind of assessment of risks. Once a risk manager knows what  the risks are, steps can be taken to address them in some way. It might seem that some extremely obvious risks can be managed without much of an assessment effort (e.g., implementing full backup and recovery at a data center that doesn’t have it, installing security systems at a major jewelry store, etc.). But in most environments there are numerous risks, each with one or more potential risk mitigation strategies and a limited number of resources. We have to assess not only the initial risks but how much the risk would change if various precautions were taken. Then those risk mitigation efforts, once chosen, have to be monitored in the same fashion and the risk management cycle can begin again. (See Exhibit 2.2.) Notice that the assessment of risks appears prior to and as part of the selection of risk mitigation methods.




THE STATE OF RISK MANAGEMENT ACCORDING TO SURVEYS 

Contrary to the claims of some vendors or consulting firms, neither the methods of risk assessment nor the methods of risk mitigation have evolved much for several decades. Some methods look new but simply repackage basic tools that have been around for quite awhile. It might be the case that some methods are only recently being used more often, but, with only a few exceptions, the underlying methods are often older than the management of the firm. What has changed—and continues to change rapidly—is the role of risk management in the firm.

Which risk assessment or risk mitigation strategies are used often depends on where risk management sits in the organization. In some firms, risk management is part of finance and sometimes even legal or human resources. The position of risk management within the firm tells us what that firm thinks risk mitigation means and the methods used are limited by this presumption of scope. The level of influence of the risk manager also dictates how or whether the recommendations of the risk manager are used by the firm.

To get a finger on the pulse of how the role of risk management has changed, several firms conduct regular surveys of risk management. Three of the major sources of these surveys in 2007 included a well-known business periodical, and two major firms that specialize in risk management: 1. The insurance brokerage and risk management firm Aon Corporation surveyed 320 organizations from 29 countries, each with over $1 billion in annual revenue.1 Aon also conducted a separate survey of 103 individual risk managers or executives that focused on enterprise risk management (ERM). It describes ERM as a business approach that “takes a comprehensive perspective of corporate operations, broadening the typical risk management focus.”2 
2. The risk management consulting firm Protiviti conducted a survey of 150 C-level individuals (CEO’s, CFO’s, etc.), half of which were from the Fortune 1,000 and all of which were among the Fortune 2,000.3 
3. The Economist Intelligence Unit (a research arm of The Economist magazine) conducted an international survey of 218 executives, mostly C-level.4 


The surveys, of course, were worded differently, the categories of risks were organized differently, and the samples of participating organizations were not exactly the same, so we should expect to see some differences in their results. Still, there are some interesting consistencies. Here is a summary of some of the points from the four surveys (including both surveys from Aon):• The main threats addressed by risk management vary among the surveys. But for many firms the reason for having risk management is because they are told they are required to have it.• The single top-ranked risk was different in every survey (Aon: damage to reputation; The Economist: human capital risks; Protiviti: competitor risks).
• Even though the exact order of top-ranked risks varied significantly, risks related to loss of reputation, regulatory environment, market volatility, and human capital were considered to be high-priority risks in all of the surveys.
• Even though it was not the top-ranked risk in any of the surveys, regulatory risks appear to be the highest-ranked risk on average across all surveys. The Economist and Protiviti rank regulatory pressures as the second and third most important risks, respectively. The Aon study ranks regulatory risk only at sixth place among major risks but, tellingly, shows regulatory compliance as  the second highest priority for risk management—after adopting better risk analysis methods but ahead of loss prevention and an enterprise-wide view of risk.


• Risk management is already common and growing in use, scope of risks addressed, and visibility and authority within the organization.• A significant and growing number of organizations are implementing what they believe to be formal risk management processes. The Aon study finds that 90% of all firms responding said they had some form of a risk management function. The percentage is slightly higher in the Americas and Europe but only 68% in Asia.
• More organizations are appointing specific risk management positions such as chief risk officer (CRO) but reports disagree on the extent. The EUI report states that 60% of their respondents have or plan to have a CRO, whereas the Aon report shows that only 35% have or plan to have a CRO. The Aon report further indicates that only in insurance, banking, investment finance, and utilities do most organizations have a CRO, but mentions that the CRO role “is slowly gaining ground outside of these sectors.”
• The Aon ERM survey finds that 50% of firms reported having an ERM function now and another 19% plan on adding one.
• The visibility of risk management has reached the board level. The Aon report also looked at board involvement in risk management. It reports that 88% of surveyed firms stated that the board is “engaged in the review of risk management issues” and 78% said the board has “established policies on risk oversight.” In companies over $25B, 52% say their board “systematically participates.”


• Among those firms using risk management, a large and growing share of them believe they are doing well at it.• Two of the three surveys asked respondents how effective they felt their organizations were at risk management. The Protiviti survey indicates that about half state they are “very effective” at risk management and finds there is a clear “year-over-year improvement in perceived effectiveness in risk management.” The Economist found that about half would rate themselves effective or very effective in a variety of risk management categories.
• In the Protiviti survey, 57% of Fortune 1,000 organizations said they quantify risks “to the fullest extent possible,” up from 41% in 2006.
• For 8 out of the top 10 risks identified in the Aon survey, the majority of firms felt they were “prepared to manage” the risk.





In summary, while often prodded by regulatory necessity, most firms are adopting or plan to adopt risk management and most feel they are relatively successful in doing so. Certainly, a lot of time and effort has gone into creating these roles, functions, and processes related to risk management in these firms. And, given the visibility risk management now appears to have, the recommendations of this function seem to be influencing major decisions in the firm.

The report done by The Economist seems to draw the most confidence from the self-assessment of risk management effectiveness. They go so far as to say that the survey results suggest that risk management has become “a key contributor to market advantage.” This is definitely consistent with the hype of the growing risk management industry.

But this claim by The Economist doesn’t seem supported by its findings. In order to show that risk management was a “key contributor to market advantage,” we should expect to see data that shows a relationship between the use of risk management methods and external performance measures such as shareholder return, market share, and so on. The Economist report does not attempt to show any such data, and neither do the other reports. Aon and Protiviti, in contrast, are much more cautious in their conclusions. Neither of the later reports have claimed that the survey results are evidence that risk management really has contributed to some larger measure of corporate performance. Protiviti makes it clear that the effectiveness results are merely self-assessments. Aon doesn’t ask for a self-assessment at all and sticks to questions of what firms are actually doing.

It really comes down to more than whether self-assessments are honest. Knowing whether a risk management program is “successful” depends on whether firms can measure the success. This is not the same as asking whether they meet regulatory requirements, but I’m sure this is what some firms mean by saying their risk management was successful. Complying with regulations alone is important, of course, but the measure of success  we need is whether risk was actually reduced or at least minimized through the efforts of risk management.

The requirements in regulations are sometimes vague on the methods and no regulations explicitly define quantitative measures of risk reduction. If all risk management does is show that minimum regulatory standards are met, without measurably mitigating risks, then it is nothing but a mere formality of getting the proper rubberstamp approval from the right authorities. Investors, employees, customers, and taxpayers (who need to periodically bail out some firms) would be mistaken to confuse regulatory compliance with an actual improvement in risk management.




■ NOTES

1   “Global Risk Management Survey ‘07,” Aon Corporation, 2007
2   “Enterprise Risk Management: The Full Picture,” Aon Corporation, 2007
3   “2007 U.S. Risk Barometer: Survey of C-Level Executives with the Nation’s Largest Companies,” Protiviti, 2007
4   “Best Practice in Risk Management: A Function Comes of Age,” Economist Intelligence Unit, 2007
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“The first probe to land on Mars,
Viking 1, landed there in what
year?

How old was the youngest person to
flyinto space?

How many meters tall s the Sears
Tower?

‘What was the maximun alttude of
the Breitling Orbiter 3, the first
balloon to circumnavigate the
globe, in miles?

On average, what percentage of
the total software development
project effort s spent in design?

How many people were permanently
evacuated after the Chernobyl
nuclear power plant accident?

How many feet long were the largest
airships?

How many miles s the fiying.
distance from San Francisco
to Honolulu?

The fastest bird, the falcon, can fly at
aspeed of how many miles per
hourin a dive?

10

Inwhat year was the double helix
structure of DNA discovered?

n

How many yards wide is @ football
feld?

2

‘What was the percentage growth in
Internet hosts from 1996 to 19977

B

How many calories are in 8 ounces of
orange juice?

u

How fast would you have to travel
at sea level to break the sound
barter (i mph)?
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1 In 1938, a Britsh steam locomotive
seta new speed record by
going how fast (mph)?

2| Inwhat year did Sir Isaac Newton
publish the Universal Laws of Gravitat

3| How many inches long isa
typical business card?

| The ntemet then caled “Arpanet’)
was established as a miltary
communications system in what year?

5| What year was William Shakespeare born?

6| Whatis the ai distance between
New York and Los Angeles in miles?

7| What percentage of a square could
be covered by a circle of the same width?

8| How old was Charlie Chaplin
when he died?

9 How many days does it actually
take the Moon to orbit Earth?

20| The TV show Gilligan's Island.
firs aired on what date?

“Note on Confidence Intervals (Cls): | am using the term confidence interval to mean a

range

a stated probability of containing an answer. That is, a 90% CI has a 90%
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used i statistics when computing erors around some estimate based on samples from a.
population. | use the same term for both. Some statisticians—not a clear majority —argue
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range. | will argue later that his s a flawed distin
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Level 1: Just descibe the basic behav-
for o the system in terms of a dis-
tribution.

“This tells us the least about the sys-
tem and is not correlated in any.
Way to other events or systems.

Level 2: List other factors that histori
cally correlated with the event you
are trying to model.

This tells you something that might
be useful and it is probably an im
provement on the first-order de-
scription. Butit doesn't explain
why the correlation exists. It may
also greatly oversimplify the rela:
tionship because corelations are
simple, linear approximations.

Level 3: Build a structural model,

Structural models explicty lis the
components n a system and de-
scribe why they are related. This
approach generates the most real
fstic models. These models are
also easier to validate since they
involve potentially several individ
ual forecasts that can each be val
dated against reality. Correlations
will appear simply as a function of
how you described the way that
the components interact.

“Based on historica data, there:
s 2 90% chance that there
will be between 2 and 7 days
of unscheduled factory inter-
ruptions next year.”

“There is a correlation of 43
between the frequency of
factory disruptions and the
number of days hotter than
100F.

‘On high-temperature days,
therels a 6% chance of a.
power brownout lasting 6
t0 48 hours. Ifone occurs,
thereis a 95°% chance
backup power will avoid
interruption.”

“Absenteeism willincrease to
10%to 40%ifan outage
from the previous day per-
sists. More than 20% ab.
senteeism willforce a
shutdown.

“Accidents increase by 15% to
42% on days over 100F.
20% of accidents force a
shutdown.






OEBPS/hubb_9780470483442_oeb_005_r1.gif
‘The Horsemen Used byfor Short Description  Challenges

Actuaries Mostyinsurance  Highlyregulated _ Tendtobe lte
and pensions (some  and structured certifi-  adopters;
branching outinto  cation process. Buid  authory not wide
other areas) on established meth.  enough to deal vith

ods, conservative,  otherrisks.

Wer Quants  Engineers,asmall  Tend tosce the Wnere subjectve
‘minority of risk analysis. inputs are
business analysts  problem like an engi-  required, known sys
andsome financial  neering temic erorsare not
analysts problem—detailed  adjusted for, Empir

systems of compo-  calanalysis i arely
nents and ther incorporated nto
interactions are modeling.
modeled.

Economists Financilanalysts,  Focus onstaistical  Stll make.
some application to analysis of assumptions
nonfinancial historical data known to be false
investments instead of detailed  regarding the
rojects, structural models (i frequency o extreme
equipment though thereare  market changes.

westments, etc)  exceptions) Tend o avoid struc

tural models or see
them as impossible.

Management ~ Almost everyoneelse  Mostly experience  Methods are not
Consultants  not listed above based. May have. validated. Errors are
detailed, introduced by the
documented subjective inputs and
procedures for analy-  further magnified by
sis. Use the scoring method.

scoring schemes.






OEBPS/hubb_9780470483442_oeb_036_r1.gif
Answer Confidence that You
Statement (True/false) | Are Correct (Circle One)
= | The Lincoln Highway was the first| 50% 60% 70% 80% 90% 100%
paved road in the United
States, and it ran from Chicago
to San Francisco.
2 [ The silk Road joined the two 50% 60% 70% 80% 90% 100%
ancient kingdoms of China and|
Afghanistan.
3 | More American homes have 50% 60% 70% B0% 90% 100%
‘microwaves than telephones.
4| Doricis an architectural term for 50% 60% 70% 80% 90% 100%
a shape of roof.
5 | The World Tourism Organization 50% 60% 70% 80% 90% 100%
predicts that Europe wilstll
be the most popular tourlst
destination in 2020.
6 | Germany was the second country 50% 60% 70% 80% 90% 100%
to develop atomic weapons.
7| Ahockey puck willfitin a golf 50% 60% 70% Bo% 90% 100%
hole.
8 | The Sioux were one of the Plains. 50% 60% 70% 80% 90% 100%
Indian tribes.
9 | Toa physicist, plasma s a type 50% 60% 70% B0% 90% 100%
of rock.
10| The Hundred Years' War was 50% 60% 70% 80% 90% 100%
actually over a century long.
11| Most of the fresh water on Earth 50% 60% 70% Bo% 90% 100%
is in the polar ice caps.
12 | The Academy Awards (“Oscars 50% 60% 70% B0% 90% 100%
began over a century ago.
13| There are fewer than 200 billion 50% 60% 70% Bo% 90% 100%
aires i the world.
14| I Excel, A means “take to the 50% 60% 70% 80% 90% 100%
powerof.”
15 | The average annual salary of air 50% 60% 70% 80% 90% 100%
line captains is over $150,000.
16 | By 1997, Bil Gates was worth 50% 60% 70% 80% 90% 100%

‘more than $10 billion
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Answer Confidence that You
Statement (Trueffalse)|  Are Corrct (Circle One)
© | Jupiter's “Great Red Spot” s 50% 60% 70% 80% 90% 100%
larger than Earth.
2| The Brooklyn Dodgers’ name was 50% 60% 70% 80% 90% 100%
short for “trolley car dodgers.”
3| Hypersonicis faster than 50% 60% 70% B0% 90% 100%
subsonic.
4| ApolygonTs three dimensional 50% 60% 70% 80% 90% 100%
and a polyhedron is two
dimensional.
5| Avwattelectric motor produces 50% 60% 70% 80% 90% 100%
1 horsepoer.
6 | Chicago is more populous than 50% 60% 70% B0% 90% 100%
Boston.
7| In 2005, Wal-Mart sales dropped 50% 60% 70% 80% 90% 100%
below $100 billion.
8 | Postit Notes were invented by 3M. 50% 60% 70% 80% 90% 100%
9 | Alfred Nobel, whose fortune 50% 60% 70% 80% 90% 100%
endows the Nobel Peace Prize,
made his fortune in oil and
explosives.
10 | ABTU isa measure of hea, 50% 60% 70% 80% 90% 100%
1| The winner of the first Indianapo- 50% 60% 70% 80% 90% 100%
lis 500 clocked an average
speed of under 100 mph.
12 | Microsoft has more employees 50% 60% 70% 80% 90% 100%
than B
33 | Romania borders Hungary. 50% 60% 70% Bo% 90% 100%
14 | Idahois larger (inarea) than Iraq. 50% 60% 70% B0% 90% 100%
15 | Casablanca is on the African 50% 60% 70% B0% 90% 100%
continent.
16 | The first manmade plastic was. 50% 60% 70% 80% 90% 100%
invented in the 1gth century.
17 | Achamols s an alpine animal. 50% 60% 70% 80% 90% 100%
18 | The base of a pyramid s n the 50% 60% 70% 80% 90% 100%
shape of a square.
19| Stonehenge is located on the 50% 60% 70% B0% 90% 100%
main British island.
20 | Computer processors double in 50% 60% 70% 80% 90% 100%

power every three months or
less.
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of major tangible assets o resources; (2 may significantly
late, harm, or impede an organization's mission,reputation, or
interest; o (3) may result in human death orseriousinjry.
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ible assets or resources; (2) may violate, harm, orimpede an
organization's mission, reputation,or interest;or (3) may result
in human injury.
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gible assets o resources or () may noticeably afect an organ-
zation's mission, eputation, of interest.
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Question

Lower Bound
(95% Chance
Vale s Highei)

Upper Bound
(95% Chance
Value s Lowe))

How many feet tall i the Hoover Dam?

How many inches long is a $20 bill

‘What percentage of aluminum is recycled
in the United States?

When was Elvis Presley bom?

‘What percentage of the atmosphere is
oxygen by weight?

What s the laftude of New Orleans?
[Hin: Latitude s o degrees at the
equator and 9o at the North Pole.]

1n19:3, the U S. military owned how
many airplanes?

“The first European printing press was
invented in what year?

‘What percentage of all electrcity con-
sumed in U.S. households was used
by kitchen appliances in 20017

0

How many miles tall is Mount Everest?

How long s Iraq’s border with Iran in
Kilometers?

2

How many miles long i the Nile?

)

In what year was Harvard founded?

N

What i the wingspan (n feet) of
Boeing 747 umbo jet?

15

How many soldiers were na Roman
Tegion?

6

What s the average temperature of the
abyssal zone (where the oceans are
more than 6,500 feet deep) in
degrees F?

v

How many fectang i he Space
Shuttle rbiter (excluding the
external tank)?

s

In what year did Jules Verne publish
20,000 Leagues Under the Sea?

B

How wide is the goal in ield hockey.
(in feet)?

20

“The Roman Coliseum held how many
spectators?
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i FALSE
2 FALSE
3 FALSE
4 FALSE
5 TRUE
6 FALSE
7 TRUE
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Answer Confidence that You
Statement (True or False) | Are Correct (Circle One)
| The ancient Romans were 50% 60% 70% 80% 90% 100%)
conquered by the ancient Greeks.
2 Thereis no species of 50% 60% 70% 80% 90% 100%
three-humped camel.
3|Agallon of oil weighsless 50% 60% 70% 80% 90% 100%
than a gallon of water.
4| Mars is always further away 50% 60% 70% 80% 90% 100%
from Earth than Venus.
5 The Boston Red Soxwon the 50% 6% 70% 80% 90% 100%
first World Series.
6 |Napoleon was born on the 50% 60% 70% 80% 90% 100%
island of Corsica
7| Mis one of the three most 50% 6% 70% 80% 90% 100%
commonly used letters.
8 In 2002, the price of the 50% 60% 70% 80% 90% 100%
average new desktop
computer purchased was
under $1,500.
9 |Lyndon B. Johnson was a 50% 60% 70% 80% 90% 100%
govemnor before becorning
vice president.
10 | A kilogram is more than a pound. 50% 6% 70% 80% 90% 100%
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Tool

Made by

Description

Crystal Ball

@Risk

XLSim

NE

Risk Solver Engine

Analytica

spss

Mathematica

Oracle (Previously
Decisioneering,
Inc. purchased
by Oracle)
Denver, CO

Palisade Corpora-
tion Ithaca, NY

Stanford U. Pro-
fessor Sam Sav-
age, AnalyCorp

Hubbard Dec
Research
Glen Ellyn, IL

ion

Frontline Systems
Incline Vilage,
N

Lumina Decision
Systems
Los Gatos, CA

SAS Corporation
igh, NC

SPSS Inc.
Chicago, IL

Wolfram Research
Champaign, IL

Excel-based; a wide variety of distribu
tions; a fairly sophisticated tool. Broad
user base and technical support. Has.
adopted Savage’s SIPs and SLURPS
and Dist utlty (details in Chapter 12).

Excel-based tool; main competitor to
Crystal Ball. Again with many users and
technical support.

An inexpensive package designed for
ease of learning and use. Savage also
provides seminars and management
protocols for making Monte Carlo
methods practical in organizations.

Excel-based set of macros; also com
putes value of information and porto-
Tio optimization; emphasizes
methodology over the tool and pro-
vides consulting for practical imple-
mentation issues.

Unique Excel-based development plat.
form to perform “interactive’” Monte
simulation at unprecedented speed.
Supports SIP and SLURP formats for
probability management.

Uses an extremely intutve graphical in
terface that allows complex systems to
be modeled as a kind of flowchart of
interactions; has a significant presence
in government and environmental pol
icy analysis.

Goes well beyond the Monte Carlo;
extremely sophisticated package
used by many professional
Statisticians.

Goes far beyond the Monte Carl
to be more popular among
academics.

Extremely powerful tool that does much
more than Monte Carlo; used primarily
by scientists and mathematicians, but
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5| How many years was Nelson
Mandela in prison?

16| Whatis the average daily calorie

take in developed countries?

17| In 1994, how many nations were
‘members of the United Nations?

18| The Audubon Society was formed in
the United States in what year?

19| How many feet high i the world's
highest waterfall (Angel Falls,
Venezuela)?

20 | How deep beneath the sea was the

Titanic found (in miles)?






