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 PART I

Foundation and Key Concepts




 CHAPTER 1

Behavioral Finance: An Overview

H. KENT BAKER

University Professor of Finance and Kogod Research Professor, American University

 

JOHN R. NOFSINGER

Associate Professor of Finance and Nihoul Finance Faculty Fellow, Washington State University




INTRODUCTION 

Behavioral finance is a relatively new but quickly expanding field that seeks to provide explanations for people’s economic decisions by combining behavioral and cognitive psychological theory with conventional economics and finance. Fueling the growth of behavioral finance research has been the inability of the traditional expected utility maximization of rational investors within the efficient markets framework to explain many empirical patterns. Behavioral finance attempts to resolve these inconsistencies through explanations based on human behavior, both individually and in groups. For example, behavioral finance helps explain why and how markets might be inefficient. After initial resistance from traditionalists, behavioral finance is increasingly becoming part of mainstream finance.

An underlying assumption of behavioral finance is that the information structure and the characteristics of market participants systematically influence individuals’ investment decisions as well as market outcomes. The thinking process does not work like a computer. Instead, the human brain often processes information using shortcuts and emotional filters. These processes influence financial decision makers such that people often act in a seemingly irrational manner, routinely violate traditional concepts of risk aversion, and make predictable errors in their forecasts. These problems are pervasive in investor decisions, financial markets, and corporate managerial behavior. The impact of these suboptimal financial decisions has ramifications for the efficiency of capital markets, personal wealth, and the performance of corporations.

The purpose of this book is to provide a comprehensive view of the psychological foundations and their applications to finance as determined by the current state of behavioral financial research. The book is unique in that it surveys all facets of the literature and thus offers unprecedented breadth and depth. The targeted audience includes academics, practitioners, regulators, students, and others  interested in behavioral finance. For example, researchers and practitioners who are interested in behavioral finance should find this book to be useful given the scope of the work. This book is appropriate as a stand-alone or supplementary book for undergraduate or graduate-level courses in behavioral finance.

This chapter begins in the next section with a brief discussion of behavioral finance from the context of its evolution from standard finance. Four key themes of behavioral finance (heuristics, framing, emotions, and market impact) are delineated next. These themes are then applied to the behavior of investors, corporations, markets, regulation and policy, and education. Lastly, the structure of this book is outlined, followed by an abstract for each of the remaining 35 chapters.




BEHAVIORAL FINANCE 

Before the evolution of behavioral finance, there was standard or traditional finance. This section discusses some of the key concepts underlying standard finance and the need for behavioral finance.


Standard (Traditional) Finance 

At its foundation, standard finance assumes that finance participants, institutions, and even markets are rational. On average, these people make unbiased decisions and maximize their self-interests. Any individual who makes suboptimal decisions would be punished through poor outcomes. Over time, people would either learn to make better decisions or leave the marketplace. Also, any errors that market participants make are not correlated with each other; thus the errors do not have the strength to affect market prices.

This rationality of market participants feeds into one of the classic theories of standard finance, the efficient market hypothesis (EMH). The rational market participants have impounded all known information and probabilities concerning uncertainty about the future into current prices. Therefore, market prices are generally right. Changes in prices are therefore due to the short-term realization of information. In the long term, these price changes, or returns, reflect compensation for taking risk. Another fundamental and traditional concept is the relationship between expected risk and return. Risk-averse rational market participants demand higher expected returns for higher risk investments. For decades, finance scholars have tried to characterize this risk-return relationship with asset pricing models, beginning with the capital asset pricing model (CAPM). The paradigms of traditional finance are explained in more detail in Chapter 2. Chapter 8 summarizes the behavioral finance view of risk aversion.


Evolution of Behavioral Finance 

Although the traditional finance paradigm is appealing from a market-level perspective, it entails an unrealistic burden on human behavior. After all, psychologists had been studying decision heuristics for decades and found many biases and limits to cognitive resources. In the 1960s and 1970s, several psychologists began examining economic decisions. Slovic (1969, 1972) studied stock brokers and  investors. Tversky and Kahneman (1974) detailed the heuristics and biases that occur when making decisions under uncertainty. Their later work (see Kahneman and Tversky, 1979) on prospect theory eventually earned Daniel Kahneman the Nobel Prize in Economics in 2002. (See Chapters 11 and 12 for discussion about prospect theory and cumulative prospect theory, respectively.)

In his book, Shefrin (2000) describes how these early psychology papers influenced the field of finance. The American Finance Association held its first behavioral finance session at its 1984 annual meeting. The next year, DeBondt and Thaler (1985) published a behaviorally based paper on investors’ overreaction to news and Shefrin and Statman (1985) published their famous disposition effect paper. Chapter 10 provides a detailed discussion of the disposition effect.

The beginning of this psychologically based financial analysis coincided with the start of many empirical findings (starting with the small firm effect) that raised doubts about some of the key foundations in standard finance: EMH and CAPM. Chapter 18 provides a discussion about these anomalies and market inefficiency. The early anomaly studies examined security prices and found that either markets were not as efficient as once purported or that the asset pricing models were inadequate (the joint test problem). However, later studies cut to the potential root of the problem and examined the behavior and decisions of market participants. For example, Odean (1998, 1999) and Barber and Odean (2000) find that individual investors are loss averse, exhibit the disposition effect, and trade too much. Researchers also discovered that employees making their pension fund decisions about participation (Madrian and Shea, 2001), asset allocation (Benartzi, 2001; Benartzi and Thaler, 2001), and trading (Choi, Laibson, and Metrick, 2002) are largely influenced by psychological biases and cognitive errors. Evidence also shows that even professionals such as analysts behave in ways consistent with psychologists’ view of human behavior (DeBondt and Thaler, 1990; Easterwood and Nutt, 1999; Hilary and Menzly, 2006).

Today, the amount of research and publishing being done in behavioral finance seems staggering. Though psychology scholars have been examining economic and financial decision making for decades, psychology research is conducted in a fundamentally different manner than finance research. Psychology research involves setting up elaborate surveys or experiments in order to vary the behavior in which researchers are interested in observing and controlling. The advantage of this approach is that researchers can isolate the heuristic they are testing. Several disadvantages include doubt that people might make the same choice in a real life setting and using college students as the most common subjects. Finance scholars, on the other hand, use data of actual decisions made in real economic settings. While using this method is more convincing that people would actually behave in the manner identified, isolating that behavior in tests is difficult. Chapter 7 provides a discussion on experimental finance.




KEY THEMES IN BEHAVIORAL FINANCE 

To help organize the vast and growing field of behavioral finance, it can be characterized by four key themes: heuristics, framing, emotions, and market impact.


Heuristics 

Heuristics, often referred to as rules of thumb, are means of reducing the cognitive resources necessary to find a solution to a problem. They are mental shortcuts that simplify the complex methods ordinarily required to make judgments. Decision makers frequently confront a set of choices with vast uncertainty and limited ability to quantify the likelihood of the results. Scholars are continuing to identify, reconcile, and understand all the heuristics that might affect financial decision making. However, some familiar heuristic terms are affect, representativeness, availability, anchoring and adjustment, familiarity, overconfidence, status quo, loss and regret aversion, ambiguity aversion, conservatism, and mental accounting. Heuristics are well suited to help the brain make a decision in this environment. Chapter 4 discusses heuristics in general, while many other chapters focus on a specific heuristic. These heuristics may actually be hardwired into the brain. Chapter 5 explores the growing field of neuroeconomics and neurofinance, where scholars examine the physical characteristics of the brain in relation to financial and economic decision making.


Framing 

People’s perceptions of the choices they have are strongly influenced by how these choices are framed. In other words, people often make different choices when the question is framed in a different way, even though the objective facts remain constant. Psychologists refer to this behavior as frame dependence. For example, Glaser, Langer, Reynders, and Weber (2007) show that investor forecasts of the stock market vary depending on whether they are given and asked to forecast future prices or future returns. Choi, Laibson, Madrian, and Metrick (2004) show that pension fund choices are heavily dependent on how the choices and processes are framed. Lastly, Thaler and Sunstein’s (2008) book, Nudge, is largely about framing important decisions in such a way to as “nudge” people toward better choices. Chapter 31 describes in detail how poor framing has adversely affected many people’s pension plan choices.


Emotions 

People’s emotions and associated universal human unconscious needs, fantasies, and fears drive many of their decisions. How much do these needs, fantasies, and fears influence financial decisions? This aspect of behavioral finance recognizes the role Keynes’s “animal spirits” play in explaining investor choices, and thus shaping financial markets (Akerlof and Shiller, 2009). The underlying premise is that the subtle and complex way our feelings determine psychic reality affect investment judgments and may explain how markets periodically break down. Chapter 6 describes the role of emotional attachment in investing activities and the consequences of engaging in a necessarily ambivalent relationship with something that can disappoint an investor. Chapter 36 examines the relationship between investor mood and investment decisions through sunshine, weather, and sporting events.


Market Impact 

Do the cognitive errors and biases of individuals and groups of people affect markets and market prices? Indeed, part of the original attraction for a fledgling behavioral finance field was that market prices did not appear to be fair. In other words, market anomalies fed an interest in the possibility that they could be explained by psychology. Standard finance argues that investor mistakes would not affect market prices because when prices deviate from fundamental value, rational traders would exploit the mispricing for their own profit. But who are these arbitrageurs who would keep the markets efficient? Chapter 32 discusses the institutional class of investors. They are the best candidates for keeping markets efficient because they have the knowledge and wealth needed. However, they often have incentives to trade with the trend that causes mispricing. Thus, institutional investors often exacerbate the inefficiency. Other limits to arbitrage (Shleifer and Vishny, 1997; Barberis and Thaler, 2003) are that most arbitrage involves: (1) fundamental risk because the long and short positions are not perfectly matched; (2) noise trader risk because mispricing can get larger and bankrupt an arbitrageur before the mispricing closes; and (3) implementation costs. Hence, the limits of arbitrage may prevent rational investors from correcting price deviations from fundamental value. This leaves open the possibility that correlated cognitive errors of investors could affect market prices. Chapter 35 examines the degree of correlated trading across investors, and Chapter 19 describes models that attempt to accommodate these influences in asset pricing.




APPLICATIONS 

The early behavioral finance research focused on finding, understanding, and documenting the behaviors of investors and managers, and their effect on markets. Can these cognitive errors be overcome? Can people learn to make better decisions? Some of the more recent scholarship in behavioral finance is addressing these questions. Knowing these biases goes a long way to understanding how to avoid them.


Investors 

A considerable amount of research has documented the biases and associated problems with individual investor trading and portfolio allocations (see Chapters 28 and 29). How can individual investors improve their financial decisions? Some of the problems are a result of investor cognitive abilities, experience, and learning. Chapter 30 discusses learning and the role of cognitive aging in financial decisions. This chapter provides recommendations for dealing with the limitations of aging investors. Other problems arise from the decision frames faced by employees making investment decisions. The reframing of pension choices helps employees make better choices. This topic is addressed in Chapter 31.


Corporations 

Traditional finance argues that arbitrageurs will trade away investor mistakes and thus those errors will not affect market prices. Limits to arbitrage put in doubt any real ability of arbitrageurs to correct mispricing. However, the arbitrage argument may be even less convincing in a corporate setting. In companies, one or a few people make decisions involving millions (even billions) of dollars. Thus, their biases can have a direct impact on corporate behavior that may not be susceptible to arbitrage corrections. Therefore, behavioral finance is likely to be even more important to corporate finance than it is to investments and markets. Shefrin (2007, p. 3) states that “Like agency costs, behavioral phenomena also cause managers to take actions that are detrimental to the interests of shareholders.” Knowledgeable managers can avoid these mistakes in financing (Chapter 21), capital budgeting (Chapter 22), dividend policy (Chapter 23), corporate governance (Chapter 24), initial public offerings (Chapter 25), and mergers and acquisitions (Chapter 26) decisions to add value to the firm.


Markets 

The manner in which cognitive errors of market participants affects markets is a key theme of behavioral finance scholarship. Markets are the critical mechanism for distributing financing in a capitalistic society. Therefore, their functioning directly affects the health of the economy. Chapter 33 provides an example of the biases of the people who work in these markets, specifically the derivative markets. As Chapter 27 shows, behavioral finance also has implications for the trust between participants and markets. Trust is another important component for a well-functioning market.


Regulations 

Behavioral finance has the potential to impact the regulatory and policy environment in several ways. First, the heuristics that impact investors and managers also influence the politicians who make law and policy. New regulation and policy tends to overreact to financial events. Second, well-designed policy can help people overcome their biases to make better choices. Chapter 9 provides a discussion on the psychological influences in regulation and policy. Chapter 34 describes how cultural factors, including religion, affect financial laws and development.


Education 

The psychological biases of employees, investors, institutions, managers, politicians, and others can clearly have negative consequences on the financial well being of individuals and society. As a new field, behavioral finance is not systematically taught in business schools. Yet, knowledge and understanding of behavioral finance offer the potential to add substantial value to any undergraduate and graduate business program. This book will be useful in educating future business students and training current managers. Chapter 3 provides ideas about implementing a course or training program in behavioral finance.




STRUCTURE OF THE BOOK 

This book is organized into six sections. A brief synopsis of each chapter follows.


Foundation and Key Concepts 

The remaining eight chapters (Chapters 2 to 9) of the first section provide an overview of behavioral finance. These chapters lay the foundation and provide the concepts needed for understanding the chapters in the other five sections.


Chapter 2 Traditional versus Behavioral Finance (Robert Bloomfield) 

This chapter examines the tension between traditional and behavioral finance, which differ only in that the latter incorporates behavioral forces into the otherwise-traditional assumption that people behave as expected utility maximizers. Behavioralists typically argue their approach can account for market inefficiencies and other results that are inconsistent with traditional finance, while traditionalists reject this new paradigm on the grounds that it is too complex and incapable of refutation. A history of behavioral research in financial reporting shows the importance of sociological factors in building acceptance for behavioral finance. Behavioral researchers should redouble their efforts to demonstrate that the influence of behavioral factors is mediated by the ability of institutions (such as competitive markets) to scrub aggregate results of human idiosyncrasies. Such research will establish common ground between traditionalists and behavioralists, while also identifying settings in which behavioral research is likely to have the most predictive power.


Chapter 3 Behavioral Finance: Applications and Pedagogy in Business Education and Training (Rassoul Yazdipour and James A. Howard) 

While behavioral finance had its beginnings in the early 1970s, it has not yet been fully and systematically accepted into the finance curricula of higher education. Acceptance of the findings from psychological research and recent advances in neuroscience are now being fully integrated into a research framework that explains how managers and investors make decisions. The framework also explains why some, if not all, decisions persistently deviate from those predicted by the economic theories of the law of one price and expected utility theory. More importantly, such a framework also prescribes strategies to avoid costly mistakes caused by behavioral phenomena. This chapter contends that the time is right for higher education programs to develop and offer courses in behavioral finance. Such courses should be based upon a new and developing paradigm that has its roots mainly in the field of cognitive psychology with added enrichments from the field of neuroscience.


Chapter 4 Heuristics or Rules of Thumb (Hugh Schwartz) 

Heuristics or rules of thumb provide shortcuts to full-fledged calculation and usually indicate the correct direction, but with biases. There is considerable evidence on general heuristics—notably representativeness, availability, anchoring and adjustment, and affect (dealing with emotions) but much less on the specific heuristics used in most decision-making processes. The direction of heuristic biases is almost  invariably predictable. There are reasons for using heuristics, beginning with the presence of uncertainty, but there is not yet an adequate theory of the matter. This leads to problems, particularly conflicts in the results obtained using different heuristics. The affect heuristic often influences judgments, sometimes triggering but at other times countering cognitive reasoning. Major biases of the general heuristics stem from a lack of attention to base-rate data, generalizing from too small a sample, failing to allow for regression toward the mean, overconfidence, imperfect memory, reliance on incorrect applications of statistics, and framing.


Chapter 5 Neuroeconomics and Neurofinance (Richard L. Peterson) 

By observing predictive correlations between financial behavior and neural activations, researchers are gaining novel perspectives on the roles of emotions, thoughts, beliefs, and biology in driving economic decision making and behavior. Experimental techniques from the neuroscience community including functional magnetic resonance imaging, serum studies, genetic assays, and electroencephalogram, used in experimental economic research, are bridging the fields of neuroscience and economics. The use of such techniques in the investigation of economic decision making has created the monikers “neuroeconomics” and “neurofinance” (specifically in relation to the financial markets). Research in behavioral finance typically identifies and describes nonoptimal financial behavior by individuals and in market prices (often extrapolated from collective behavior). Neuroeconomics research is identifying the origins of nonoptimal economic behavior, from a biological perspective, which opens up the dual possibilities of modifying problematic behaviors and promoting optimal ones through individual education and training, biological intervention, and public policy.


Chapter 6 Emotional Finance (Richard J. Taffler and David A. Tuckett) 

This chapter explores the role of emotions in financial activity. Emotional finance is a new area of behavioral finance that seeks to examine how unconscious needs, fantasies, and fears may influence individual investor and market behaviors. Theory is first outlined together with some of its implications for market participants. These concepts are then applied in practice. Particular theoretical contributions include the different states of mind in which investment decisions can be made, how markets become carried away under the sway of group psychology, the way uncertainty leads to anxiety, and the unconscious meaning financial assets can represent as “phantastic objects.” Applications described include: the “real” meaning of risk, market anomalies, the reluctance to save, market pricing bubbles including dot-com mania, hedge funds and the Bernie Madoff conundrum, and aspects of the current credit crisis. The chapter concludes that cognition and emotion need to be considered together as they are intertwined in all investment activity.


Chapter 7 Experimental Finance (Robert Bloomfield and Alyssa Anderson) 

This chapter provides a guide for those interested in experimental research in finance. The chapter emphasizes the role experiments play in a field governed largely by modeling and archival data analysis; discusses the basic methods and challenges of experimental finance; explores the close connection between experiments and behavioral finance; and comments on how to think about experimental design. First, the chapter begins by discussing the relationship between  experiments and archival data analysis. Experiments are useful because they allow researchers to circumvent common econometric issues such as omitted variables, unobserved variables, and self-selection. Next, the chapter examines the contributions that experiments can make beyond theoretical models, either by relaxing certain assumptions or by addressing settings that are too complex to be modeled analytically. Lastly, the chapter discusses the difference between experiments and demonstrations, and emphasizes the critical role of controlled manipulation.


Chapter 8 The Psychology of Risk and Uncertainty (Victor Ricciardi) 

The topic of risk incorporates a variety of definitions within different fields such as psychology, sociology, finance, and engineering. In academic finance, the analysis of risk has two major perspectives known as standard (traditional) finance and behavioral finance. The central focus of standard finance proponents is based on the objective aspects of risk. The standard finance school uses statistical tools such as beta, standard deviation, and variance to measure risk. The risk-related topics of standard finance are classical decision theory, rationality, risk-averse behavior, modern portfolio theory, and the capital asset pricing model. The behavioral finance viewpoint examines both the quantitative (objective) and qualitative (subjective) aspects of risk. The subjective component of behavioral finance incorporates the cognitive and emotional issues of decision making. The risk-oriented subjects of behavioral finance are behavioral decision theory, bounded rationality, prospect theory, and loss aversion. The assessment of risk is a multidimensional process and is contingent on the particular attributes of the financial product or service.


Chapter 9 Psychological Influences on Financial Regulation and Policy (David Hirshleifer and Siew Hong Teoh) 

This chapter reviews how financial regulation and accounting rules result in part from psychological bias on the part of political participants (such as voters, politicians, regulators, and media commentators) and of the designers of the accounting system (managers, auditors, and users, as well as the above-mentioned parties). Some key elements of the psychological attraction approach to regulation are limited attention, omission bias, in-group bias, fairness and reciprocity norms, overconfidence, and mood effects. Regulatory outcomes are influenced by the way that individuals with psychological biases interact, resulting in attention cascades and in regulatory ideologies that exploit psychological susceptibilities. Several stylized facts about financial regulation and accounting flow from this approach. To help explain accounting, the chapter also discusses conservatism, aggregation, the use of historical costs, and a downside focus in risk disclosures. It also explains informal shifts in reporting and disclosure regulation and policy that parallel fluctuations in the economy and the stock market.


Psychological Concepts and Behavioral Biases 

The eight chapters (Chapters 10 to 17) in the second section describe the fundamental heuristics, cognitive errors, and psychological biases that affect financial decisions.


Chapter 10 Disposition Effect (Markku Kaustia) 

Many investors tend to sell their winning investments rather quickly while holding on to losing investments. The disposition effect is a term used by financial economists to describe this tendency. Empirical studies conducted with stocks as well as other assets show strong evidence for the disposition effect. The effect varies by investor type. Household investors are more affected by the disposition effect than professional investors. Investors can also learn to avoid the disposition effect. The disposition effect underlies patterns in market trading volume and plays a part in stock market underreactions, leading to price momentum. In addition to the original purchase price of the stock, investors can frame their gains against other salient price levels such as historical highs. This chapter also discusses the potential underlying causes of the disposition effect, which appear to be psychological.


Chapter 11 Prospect Theory and Behavioral Finance (Morris Altman) 

Prospect theory provides better descriptions of choice behavior than conventional models. This is especially true in a world of uncertainty, which characterizes decision making in financial markets. Of particular importance is the introduction and development of the concepts of the differential treatment of losses and gains, emotive considerations, loss aversion, and reference points as key decision-making variables. Prospect theory questions the rationality in decision making. This chapter argues, however, that prospect theory-like behavior can be rational, albeit non-neoclassical, with important potential public policy implications.


Chapter 12 Cumulative Prospect Theory: Tests Using the Stochastic Dominance Approach (Haim Levy) 

Prospect theory and its modified version cumulative prospect theory (CPT) are cornerstones in the behavioral economics paradigm. Experimental evidence employing the certainty equivalent or the elicitation of utility midpoints strongly supports CPT. In these two methods, all prospects must have at most two outcomes. Recently developed Prospect Stochastic Dominance rules allow testing CPT with realistic prospects with no constraints either on the number of outcomes or on their sign. The results in the econometrically important uniform probability case do not support the S-shape value function and the decision weights of CPT. Yet, loss aversion, mental accounting, and the employment of decision weights in the non-uniform probability case, which are important features of CPT, still constitute a challenge to the expected utility paradigm.


Chapter 13 Overconfidence (Markus Glaser and Martin Weber) 

Overconfidence is the most prevalent judgment bias. Several studies find that overconfidence can lead to suboptimal decisions on the part of investors, managers, or politicians. This chapter explains which effects are usually summarized as overconfidence, shows how to measure these effects, and discusses several factors affecting the degree of overconfidence of people. Furthermore, the chapter explains how overconfidence is modeled in finance and that the main assumptions—investors are miscalibrated by underestimating stock variances or by overestimating the precision of their knowledge—are reasonable in modeling.  Applications of overconfidence in the theoretical and empirical finance literature are also described.


Chapter 14 The Representativeness Heuristic (Richard J. Taffler) 

This chapter explores the role the representativeness heuristic plays in investor judgments and its potential implications for market pricing. The theory underlying the representativeness heuristic is first outlined and different aspects of the representativeness heuristic described. The chapter highlights how tests of the heuristic’s validity are typically based on simple and context-free laboratory-type experiments with often naïve participants, followed by a discussion of the problems of directly testing this heuristic in real-world financial environments. The chapter also describes a range of financial market−based “natural experiments.” The chapter concludes by pointing out the tendency in behavioral finance to apply the label of representativeness ex post to describe anomalous market behaviors that cannot readily be explained otherwise. Nonetheless, despite questions relating to the heuristic’s contested scientific underpinning, if investors are aware of their potential to make representativeness-type decisions, they may be able to reduce any resulting judgmental errors.


Chapter 15 Familiarity Bias (Hisham Foad) 

Familiarity bias occurs when investors hold portfolios biased toward local assets despite gains from greater diversification. Why does this bias occur? This chapter examines different explanations involving measurement issues, institutional frictions, and behavioral matters. On the measurement side, the chapter discusses estimates of familiarity bias from both a model-based and data-based approach, while discussing the merits of each method. Institutional explanations for home bias cover such costs of diversification as currency risk, transaction costs, asymmetric information, and implicit risk. Behavioral explanations include overconfidence, patriotism, regret, and social identification. The chapter provides an assessment of the existing literature involving these explanations and concludes by examining the costs of familiarity bias.


Chapter 16 Limited Attention (Sonya S. Lim and Siew Hong Teoh) 

This chapter provides a review of the theoretical and empirical studies on limited attention. It offers a model to capture limited attention effects in capital markets and reviews evidence on the model’s prediction of underreaction to public information. The chapter also discusses how limited attention affects investor trading, market prices, and corporate decision making and reviews studies on the allocation of attention by individuals with limited attention. The final topic discussed is how limited attention is related to other well-known psychological biases such as narrow framing and the use of heuristics.


Chapter 17 Other Behavioral Biases (Michael Dowling and Brian Lucey) 

This chapter discusses a range of behavioral biases that are hypothesized to be important influences on investor decision making. While these biases are important influences on behavior, they are individually limited in scope and thus a number of biases are discussed together in this chapter. A key purpose of the chapter is to emphasize the interaction among the various biases and to show how a richer  picture of investor psychology can be built from an awareness of these interactions. The biases are categorized into three groups: inertia, self-deception, and affect.


Behavioral Aspects of Asset Pricing 

The third section consists of two chapters (Chapters 18 and 19), which discuss market inefficiency and behavioral-based pricing models.


Chapter 18 Market Inefficiency (Raghavendra Rau) 

Many stock patterns seem to deviate from the efficient market paradigm, given the possibility of constructing profitable trading strategies that take advantage of the predictability of these patterns. These anomalies include calendar effects, short-term and long-term momentum, firm characteristics (such as the book-to-market ratio) effects, the market reaction to news, and even investor moods. Though investor biases are systematic and predictable, markets are inefficient because limits to arbitrage mean that arbitrageurs cannot take advantage of these biases and restore market efficiency. Noise trader risk and limits to arbitrage explain several anomalies in efficient markets.


Chapter 19 Belief- and Preference-Based Models (Adam Szyszka) 

This chapter presents behavioral attempts of modeling the capital market. Described first are the early models that seem to fit some market peculiarities well but are unable to provide explanations of other important anomalies. Thus, these models have often been accused of being incomplete, fragmentary, and designed  a priori in such a way as to fit only selected empirical observations. Next, the new Generalized Behavioral Model is presented. It develops a generalized asset pricing model that could be applied to a possibly broad catalogue of phenomena observed in the market. The GBM incorporates key categories of psychologically driven factors and describes how these factors might impact the return-generating process. The model is capable of explaining a vast array of market anomalies including market underreaction and overreaction, continuations and reversals of stock returns, the high volatility puzzle, small size and book-to-market effects, calendar anomalies, and others.


Behavioral Corporate Finance 

The fourth section consists of seven chapters (Chapters 20 to 26) and relates heuristics to corporate and executive behavior. These chapters focus on the behavioral influences involving investment and financing decisions as well as corporate governance.


Chapter 20 Enterprise Decision Making as Explained in Interview-Based Studies (Hugh Schwartz) 

Most analyses of enterprise decision making are based on data that reflect the result of what occurs. Interview-based studies attempt to uncover the reasoning that underlies decisions, something traditional analyses and laboratory experiments have been unable to do. Interview-based studies allow for open-ended responses and, despite problems, constitute a legitimate empirical technique. Such studies  can provide more plausible explanations for many aspects of business and employee behavior including seemingly anomalous results such as downward wage rigidity. Key factors such as the importance of morale and imperfect perception of information emerge more clearly with this approach. Interview-based analyses have only begun to deal with financial matters.


Chapter 21 Financing Decisions (Jasmin Gider and Dirk Hackbarth) 

This chapter surveys the effect of well-documented managerial traits on corporate financial policy within an efficient capital market setting. Optimistic and/or overconfident managers choose higher debt levels and issue new debt more often but need not follow a pecking order. Surprisingly, these managerial traits can play a positive role for shareholder value. Biased managers’ higher debt levels restrain them from diverting funds, which increases firm value by reducing this manager-shareholder conflict. Though higher debt levels delay investment, mildly biased managers’ investment decisions can increase firm value by reducing bondholder-shareholder conflicts. In addition to existing theoretical research, this chapter reviews several recent empirical studies and proposes several open research issues.


Chapter 22 Capital Budgeting and Other Investment Decisions (Simon Gervais) 

This chapter surveys the literature on the effects of behavioral biases on capital budgeting. A large body of the psychology literature finds that people tend to be overconfident and overly optimistic. Because of self-selection, these biases tend to affect firm managers more than the general population. Indeed, the literature finds that biased managers overinvest their firm’s free cash flows, initiate too many mergers, start more firms and more novel projects, and stick with unprofitable investment policies longer. Corrective measures to reduce the effects of the managers’ biases include learning, inflated discount rates, and contractual incentives, but their effectiveness in curbing overinvestment appears to be limited.


Chapter 23 Dividend Policy Decisions (Itzhak Ben-David) 

Firms have been paying dividends for four centuries, yet the motivation for doing so is still debated in the academic literature. This chapter reviews the literature that attempts to explain dividend payout policies based on theories that relate to behavioral finance, that is, recognizing that markets are not necessarily efficient or that investors and managers are not necessarily rational. The balance of the evidence suggests that behavioral theories can meaningfully contribute to understanding why firms distribute dividends.


Chapter 24 Loyalty, Agency Conflicts, and Corporate Governance (Randall Morck) 

Agency problems in economics concern self-interested agents’ “insufficient” loyalty to their principal. Social psychology also embraces problems of agency, but concerning excessive loyalty—an “agentic shift” where people forsake rationality for loyalty to a legitimate principal, as when “loyal” soldiers obey orders to commit atrocities. This literature posits that human nature features a deep inner satisfaction from acts of loyalty—essentially a “utility of loyalty”—and that this both buttresses institutions organized as hierarchies and explains much human  misery. Agency problems of excessive loyalty, as when boards kowtow to errant chief executive officers or controlling shareholders, may be as economically important as the more familiar problems of insufficient loyalty of corporate insiders to shareholders.


Chapter 25 Initial Public Offerings (François Derrien) 

The literature on initial public offerings (IPOs) has identified and analyzed three puzzles: high first-day returns, hot-issue markets characterized by the clustering of IPOs in some periods, and poor long-run performance following IPOs. Can behavioral explanations help to understand these phenomena? This chapter presents the main behavioral theories that have been proposed to explain these puzzles and discusses their empirical validity. In particular, the chapter focuses on stylized facts that are not easily explained by standard theories, such as the extremely high IPO first-day returns observed in the late 1990s. This chapter also critically assesses the validity of the behavioral explanations and their relative explanatory power compared with that of the traditional theories.


Chapter 26 Mergers and Acquisitions (Ming Dong) 

Recent studies suggest that market misvaluation and managerial behavioral biases have important effects on mergers and acquisitions. Both the irrational investor and the irrational manager approaches provide useful complements to neoclassical theories of acquisitions. In particular, the irrational investors approach in combination with agency factors in some cases helps to unify a wide range of findings about the relative bidder and target valuations, offer characteristics, managerial horizons, long-run bidder performance, and merger waves. The behavioral approaches also provide insights into acquisitions involving unlisted firms.


Investor Behavior 

Much of the scholarship in behavioral finance has been conducted on individual and intuitional investors’ holdings and trading. These topics are detailed in the fifth section, which consists of seven chapters (Chapters 27 to 33).


Chapter 27 Trust Behavior: The Essential Foundation of Securities Markets (Lynn A. Stout) 

Evidence is accumulating that in making investment decisions, many investors do not employ a “rational expectations” approach that predicts others’ future behavior by analyzing their incentives and constraints. Rather, many investors rely on trust. Indeed, trust may be essential to a well-developed securities market. A growing empirical literature investigates why and when people trust, and offers several useful lessons. In particular, most people seem surprisingly willing to trust other people and even to trust institutions such as “the market.” Trust behavior, however, is subject to “history effects.” When trust is not met by trustworthiness but is instead abused, trust tends to disappear. These lessons carry important implications for our understanding of modern securities markets.


Chapter 28 Individual Investor Trading (Ning Zhu) 

Individual investors trade stocks in a way that differs from what mainstream financial economic theory would predict: The investors generate too much trading volume and yet obtain below-benchmark performance. This chapter provides an overview of major “puzzles” of individual investor trading. The extant literature suggests that behavioral biases and psychological explanations are largely responsible for many of the observed patterns in individual trading. The chapter discusses three aspects of individual investor trading: the disposition effect, the local bias, and the ability to learn overtrading, followed by a discussion of the costs associated with individual investor trading.


Chapter 29 Individual Investor Portfolios (Valery Polkovnichenko) 

This chapter focuses on two aspects of individual portfolio choice: diversification and stock market participation. Evidence from the Survey of Consumer Finances shows that many investors combine diversified investments in funds with a substantial share of their portfolio allocated in just a few different stocks. Furthermore, some investors, even those with considerable wealth, choose not to hold any stocks either directly or through mutual funds.This chapter presents an argument that the neoclassical portfolio model based on expected utility has difficulty explaining the data on individual portfolio allocations and evaluates potential portfolio inefficiencies and biases implied by the model. Next, the chapter shows that rank-dependent utility functions can explain the observed portfolios. According to these utility models, two opposing forces drive investor decisions: standard risk aversion, and the desire to get ahead by chasing high but unlikely gains from un-diversified investments. In addition, the first-order risk aversion explains limited stock market participation.


Chapter 30 Cognitive Abilities and Financial Decisions (George M. Korniotis and Alok Kumar) 

This chapter demonstrates that a person’s level of cognitive abilities is a key determinant of financial decisions. Households with high cognitive abilities tend to participate more in the stock market and accumulate more financial wealth than households with low cognitive abilities. Upon participation, portfolio performance improves with experience, but it is negatively correlated with age due to the adverse effects of cognitive aging. A portfolio choice model that accounts for cognitive abilities can also provide a parsimonious explanation of why retail investors hold under diversified portfolios, engage in active trading, and overweight local stocks. Specifically, portfolio distortions by smart investors reflect an informational advantage and generate higher risk-adjusted returns. In contrast, the distortions by investors with lower abilities arise from psychological biases and result in low risk-adjusted performance.


Chapter 31 Pension Participant Behavior (Julie Richardson Agnew) 

Over the past 25 years, the United States has witnessed a dramatic shift in pension plan coverage. Today, many individuals have more responsibility for their own financial security at retirement than they would have had in previous years. This shift has provided academic researchers a rich context to test behavioral finance theories. This chapter summarizes the most significant findings in this area and  the resulting changes to retirement plan design. In addition, the chapter includes a discussion of how financial illiteracy and lack of interest can contribute to the influence of biases and heuristics in these decisions.


Chapter 32 Institutional Investors (Tarun Ramadorai) 

This chapter discusses the literature on institutional investors. First, it selectively surveys the vast literature on whether institutional investment managers (specifically hedge funds and mutual funds) deliver superior risk-adjusted returns to their outside investors. Early work was skeptical about the ability of investment managers to deliver alpha, but the use of new econometric techniques and the advent of hedge funds have resulted in new evidence that some investment managers can deliver consistently positive risk-adjusted performance. Next, the chapter discusses the literature that analyzes the holdings and trades of institutional investors at both low and high frequencies. Evidence suggests that institutions are well informed about cash flow-relevant news and trade consistently in the right direction before and after earnings announcements. Also discussed are the restrictions on institutional investors imposed by the behavior of capital flows from outside investors and the incentives that institutions have to exacerbate, rather than correct, mispricings in asset markets.


Chapter 33 Derivative Markets (Peter Locke) 

Derivative markets, especially futures markets, are an ideal setting for investigating behavior-driven market anomalies. Derivatives traders, especially locals, trade frequently, and a near perfect symmetry exists between the costs of holding long and short positions. For locals, the typical pattern is to begin and end a day with a flat position so that each trading day is a new experience with no direct dependence on past positions. Many studies use data generated by traders in these markets to perform behavioral experiments. Not surprisingly, the results on the behavior of these professional traders are mixed. Other research examines the effect of regret aversion and overconfidence on equilibrium hedging, along with the impact of speculative strategies on the futures price backwardation or contango.


Social Influences 

The sixth and final section contains three chapters (Chapters 34 to 36) and shows how cultural factors and society attitudes affect markets.


Chapter 34 The Role of Culture in Finance (Rohan Williamson) 

The influence of culture in finance cannot be ignored. There are significant differences across countries in the importance of capital markets, the access of firms to external finance, and the ownership of publicly traded firms. Additionally, economic development as well as firm and investor decisions vary greatly across societies. Some of these differences cannot be easily explained by conventional approaches in finance and economics. The evidence in this chapter shows that culture plays a very important role in financial decisions and outcomes from economic development to cross-border trade and foreign direct investment. The chapter also argues that cultural values and beliefs impact the development of institutions, values, and the allocation of resources. Religion, language, ethnicity, and wars can affect the culture in a society, which is transmitted through generations.  Culture also influences firm investment decisions, corporate governance, and investor portfolio decisions.


Chapter 35 Social Interactions and Investing (Mark S. Seasholes) 

How do social interactions affect investment behavior? Answering such a question touches on vast and diverse research in the field of financial economics. This chapter provides an overview of published work. The emphasis is on recent empirical papers covering correlated trading (herding), the effects of neighbors/colleagues, information diffusion, and the link between social capital and financial development. The final section discusses the difficulty of identifying a causal link between social interactions and investment behavior. Papers employing identification strategies are rare. The chapter provides examples of four strategies currently being used: (1) laboratory experiments; (2) field experiments; (3) instrumental variable approaches; and (4) exploitation of market structures.


Chapter 36 Mood (Tyler Shumway) 

Several variables that psychologists associate with mood are also associated with stock market returns. Sunny weather, long days, and winning sports teams are all associated with relatively high stock market returns. Mood variables are unlikely to be affected by either the market or any other variable that simultaneously causes market returns to fluctuate. This makes correlations between mood variables and market returns particularly strong evidence that something beyond discounted expected cash flows affects prices. While mood effects are generally too small to allow traders to make large arbitrage profits, their existence implies that at least some traders are suboptimally trading on their short-term moods.




SUMMARY AND CONCLUSIONS 

Although a relatively young field, behavioral finance seems to be growing exponentially. This growth is not surprising given that behavioral finance has the potential to explain not only how people make financial decisions and how markets function but also how to improve them. Four key themes—heuristics, framing, emotions, and market impact—characterize the field. These themes are integrated into the scholarly review and application of investments, corporations, markets, regulations, and education. Leading scholars provide a synthesis of the current state of each behavioral finance topic and give suggestions or predictions about its future direction. Now, let’s continue our journey into exploring the fascinating world of behavioral finance.
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 CHAPTER 2

Traditional Versus Behavioral Finance

ROBERT BLOOMFIELD

Nicholas H. Noyes Professor of Management and Professor of Accounting, Cornell University




INTRODUCTION 

The traditional finance researcher sees financial settings populated not by the error-prone and emotional Homo sapiens, but by the awesome Homo economicus.  The latter makes perfectly rational decisions, applies unlimited processing power to any available information, and holds preferences well-described by standard expected utility theory.

Anyone with a spouse, child, boss, or modicum of self-insight knows that the assumption of Homo economicus is false. Behavioralists in finance seek to replace  Homo economicus with a more-realistic model of the financial actor. Richard Thaler, a founding father of behavioral finance, captured the conflict in a memorable National Bureau of Economic Research (NBER) conference remark to traditionalist Robert Barro: “The difference between us is that you assume people are as smart as you are, while I assume people are as dumb as I am.” Thaler’s tongue-in-cheek comparison aptly illustrates how the modest substantive differences in traditionalist and behavioralist viewpoints can be exaggerated by larger differences in framing and emphasis, bringing to mind the old quip about Britain and America being “two nations divided by a common tongue.” (For what it is worth, when confirming this account of the exchange, Thaler reports that Barro agreed with his statement.)

The purpose of this chapter is to guide readers through this debate over fundamental assumptions about human behavior and indicate some directions behavioralists might pursue. The next section provides a general map of research in finance and describes in greater detail the similarities and differences between behavioral and traditional finance. The ensuing section places the disagreements between the two camps in the context of the philosophy of science: Behavioralists argue, à la Thomas Kuhn, that behavioral theories are necessary to explain anomalies that cannot be accommodated by traditional theory. In return, traditionalists use a philosophy of instrumental positivism to argue that the competitive institutions in finance make deviations from Homo economicus unimportant, as long as  simplifying assumption is sufficient to predict how observable variables are related to one another.

A brief history of behavioral research in financial reporting then shows that while these two philosophical perspectives are powerful, they are incomplete. The success of behavioral financial reporting also depends heavily on sociological factors, particularly the comingling of behavioral and traditional researchers within similar departments. Because most finance departments lack this form of informal interaction, behavioralists must redouble their efforts to pursue a research agenda that will persuade traditionalists. The last section proposes a research agenda that behavioralists can use to address both their substantive and sociological challenges: developing and testing models explaining how the influence of behavioral factors is mediated by the ability of institutions (like competitive markets) to scrub aggregate results of human idiosyncrasies. Such research should establish common ground between traditionalists and behavioralists, while also identifying settings in which behavioral research is likely to have the most predictive power.




A THREE-DIMENSIONAL MODEL OF RESEARCH IN FINANCE 

A helpful way to illuminate the similarities and differences between traditional and behavioral finance is to map finance research in a matrix with three dimensions: institution, method, and theory, as shown in Exhibit 2.1.

Exhibit 2.1 Three-Dimensional Matrix of Finance Research.
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The institution can be thought of as the topic of study of a finance researcher. As described in Bloomfield and Rennekamp (2009, p. 143),North (1990) emphasizes “the varying meanings and usage of the concept of institution. One of the oldest and most often-employed ideas in social thought, it has continued to take on new and diverse meanings over time, much like barnacles on a ship’s hull, without shedding the old.” We use the term institution to refer to laws, common practices and types of organizations that persist over long periods of time. Thus, institutions in accounting research would include the existence of capital markets and financial reporting, managerial reporting techniques, tax laws, and auditing. Note that specific organizations are not institutions, but the types of organizations are. For example, Bear Sterns and Lehman Brothers were never institutions, but “banks” are. Sociologists emphasize that institutions include norms and beliefs that impact social behavior (Scott, 2007). Thus, we also include as institutions practices like management forecasting behavior or the nature of conference calls, and common forms of commercial arrangements and “best practices,” such as long-term contracts, relative performance evaluation, and debt covenants.





The most common research methods are economic modeling and econometric analysis of data archives, with experimentation a distant third, along with a smattering of field studies, surveys, and simulations. Almost every research study published in peer-reviewed finance journals is motivated or guided by a theory, even if not explicitly stated. By far the most predominant theories are drawn from economics. These include theories of efficient markets and no arbitrage (crucial for studies of asset pricing and market behavior), agency theory (central to corporate governance), monetary theory (in banking), and stochastic processes (for financial engineering). A growing number of studies draw their theory at least partly from psychology. Psychological research has made considerable progress over the last three decades developing robust theories of how people behave, which have been summarized into the categories of drive (fundamental motivations as described by Maslow’s hierarchies of needs), cognition (how humans analyze data and draw conclusions), and affect (emotional responses to environmental stimuli, and how those responses affect behavior).

The three-dimensional model of finance research clarifies the rather slight differences between traditional and behavioral finance. Both address largely the same institutions and use similar methods. The distinction between the approaches lies entirely in their theoretical underpinnings. Many studies use econometric techniques to test psychological theories and are therefore appropriately called behavioral. Others use experimental methods to test economic theory as discussed in Chapter 7 and are therefore appropriately called traditional.

Even the distinctions in theory should not be overstated. While traditional finance incorporates no element of human psychology, behavioral finance usually incorporates almost no element, relying primarily on economic theory. The reason is straightforward: Finance institutions place people in complex settings that are best described in terms of information, incentives, and actions that can be taken—exactly the building blocks of economic theory. Thus, behavioral studies typically include only a small element of psychology, integrated into the economic theory needed to understand the institution itself. In this way, behavioral finance adds only a slight wrinkle to traditional finance, which is to alter some of one or  more facets of an assumption at the very foundation of economic theory: How do individuals behave?




ARGUING ABOUT ASSUMPTIONS: A PRIMER IN PHILOSOPHY OF SCIENCE 

Disagreements about fundamental assumptions lead to various philosophical debates. The following discussion provides a brief primer on the philosophies of science that behavioral and traditional researchers in finance rely on most heavily.

Behavioralists often defend their iconoclastic approach by referring to Kuhn’s (1962) popular and influential book The Structure of Scientific Revolutions. Kuhn argues that science progresses through paradigm-shifting and “normal” science. A paradigm provides a theoretical framework for researchers to test and bolster (or modify) through what Kuhn calls “normal science.” Normal science establishes the validity of the paradigm but may also uncover anomalies—observations inconsistent with the paradigm. New paradigms become successful only if they can explain anomalies of sufficient quantity and importance in a sufficiently simple way.

Copernicus and Einstein represent archetypal examples of scientists who introduced new successful paradigms. In Copernicus’s time, Tycho Brahe, who is considered in some circles as the father of modern astronomy, had provided exceptionally detailed observations showing that planetary motion was inconsistent with a simple geocentric model of the solar system. According to the geocentric theory, planets orbited Earth, but the data indicated that they must move backwards at certain points in their path. Copernicus demonstrated that a different paradigm, in which all planets (including Earth) orbited the sun, could allow a much more elegant explanation of Brahe’s observations: All planets move in ellipses around the sun, resulting in apparent retrograde motion when seen from Earth.

Einstein also provided an entirely new paradigm that replaced Newtonian mechanics. To simplify a far more complex story, Einstein’s special theory of relativity (Einstein, 1920) was inspired in part by experimental observations that the speed of light in a vacuum is the same in every direction, a result difficult to reconcile with Newtonian mechanics.

The appeal of Kuhn to behavioralists is obvious. Kuhn allows behavioralists to paint the traditionalist as a modern-day Ptolemy, papering over increasingly obvious anomalies, while painting themselves as Copernicus, or even better, Einstein.

Traditionalists often show a fondness for instrumental positivism, a variant of a closely related set of philosophies. All variants of positivism emphasize the importance of predictive power: Science is a process of deriving refutable hypotheses from a theory, and then testing those hypotheses and discarding theories that are not supported. A particularly extreme variant is Popper’s strict logical positivism  (Newton-Smith, 1981), which claims that theories can never be supported by evidence; they can only be refuted. Strict logical positivism is not very popular among practicing scientists for two reasons. First, most find empirical support for the theory to be persuasive evidence in the theory’s favor. Second, positivism provides no guidance on the origin of theories or how scientists should choose between two theories that are supported by some evidence, but also have some predictions that  are empirically rejected. However, weaker forms of positivism are shared by most traditionalists in finance.

Positivism is closely tied to instrumentalism, which views science as a method of identifying associations among observable variables, but does not argue that the variables themselves, or the theories that describe the relationships between these variables, necessarily describe reality. (A philosophy that does so would be called “realism.”) Rather, variables and theories are merely tools or instruments that allow for theories to be tested. Instrumentalist positivism has a natural appeal to traditionalists because the assumption of Homo economicus is patently unrealistic. Still, as Friedman (1953) argues in his classic book Essays in Positive Economics, economic theory has great predictive power, and the realism of its assumptions is irrelevant. All that matters is whether economic variables behave as if all decisions are being made by Homo economicus. Even in physical sciences, researchers often make assumptions they know are false, such as assuming that atoms have no volume or that velocities are linearly additive. Neither is true, but data indicate that the world behaves as if they are, except at very small sizes or high velocities. Positivism also offers traditionalists another argument against behavioralists: Until positivism offers a single explicit alternative to Homo economicus, behavioral finance is irrefutable. Any apparent anomaly can be explained by offering up another post hoc psychological tendency. While few traditionalists are strict positivists (who would never place value on results that support a theory), support clearly has less value if refutation is impossible.

Kuhn’s (1962) perspective is not in direct opposition to instrumental positivism. Yet, behavioralists tend to argue Kuhn against traditionalists, who reply with instrumental positivism. While both arguments have substance, they also contain a rather contentious personal element. By adopting a Kuhnian perspective, behavioralists implicitly brand their opponents as old, fading Luddites. (Kuhn famously claimed that individual scientists never change their minds; instead, fields change because the old scientists die or retire, and are replaced by a new generation of scientists who hold to the new paradigm.) By emphasizing instrumental positivism, the traditionalists imply that behavioralists are arguing their case on the basis of realism rather than predictive power, and suggest that behavioralists are not even real scientists because they proffer an irrefutable theory that can be adapted ex post to accommodate almost any observation.

Here are some key paragraphs from one of the most pointed criticisms of behavioral finance, written by Eugene Fama, a founder of modern (traditional) finance. The paper was a response to two modeling papers by Barberis, Shleifer, and Vishny (1998) and Hong and Stein (1999) that used different behavioral assumptions to generate both price underreactions and overreactions, as observed in econometric studies. Fama poses himself the question of whether the empirical evidence, along with these ex post models, should convince him to “discard market efficiency.” Fama (1998, p. 284) answers no, reasoning as follows:First, an efficient market generates categories of events that individually suggest that prices over-react to information. But in an efficient market, apparent underreaction will be about as frequent as overreaction. If anomalies split randomly between underreaction and overreaction, they are consistent with market efficiency. We shall see that a roughly even split between apparent overreaction and underreaction is a good description of the menu of existing anomalies.

Second, and more important, if the long-term return anomalies are so large they cannot be attributed to chance, then an even split between over- and underreaction is a pyrrhic victory for market efficiency. We shall find, however, that the long-term return anomalies are sensitive to methodology. They tend to become marginal or disappear when exposed to different models for expected (normal) returns or when different statistical approaches are used to measure them. Thus, even viewed one-by-one, most long-term return anomalies can reasonably be attributed to chance.

A problem in developing an overall perspective on long-term return studies is that they rarely test a specific alternative to market efficiency. Instead, the alternative hypothesis is vague, market inefficiency. This is unacceptable. Like all models, market efficiency (the hypothesis that prices fully reflect available information) is a faulty description of price formation. Following the standard scientific rule, however, market efficiency can only be replaced by a better specific model of price formation, itself potentially rejectable by empirical tests.

Any alternative model has a daunting task. It must specify biases in information processing that cause the same investors to under-react to some types of events and overreact to others. The alternative must also explain the range of observed results better than the simple market efficiency story; that is, the expected value of abnormal returns is zero, but chance generates deviations from zero (anomalies) in both directions.





Fama’s (1998) first two points question the robustness and reliability of the supposed anomalies. His last two points are that one must discard a reasonably successful theory such as market efficiency only if provided with one that not only explains what existing theory explains, but also goes further without being too complex, and while still being refutable.

While these arguments are largely what one would expect from an instrumental positivist, Fama’s style of argument suggests an antipathy to behavioral work that goes beyond the data. No serious researcher in finance, behavioral or otherwise, is likely to “discard market efficiency.” Instead, they will relax particular assumptions about individual behavior that might create modest but important deviations from market efficiency. Moreover, Fama (1998) misstates what it means for a market to be efficient. If researchers can reliably predict overreactions to 10 types of events and reliably predict underreactions to another 10 types of events, the fact that the market may react appropriately on average (without conditioning on which type of event occurs) hardly counts as market efficiency. Arbitrageurs can simply bet on overreaction to the first 10 and bet on underreaction to the second 10 and earn abnormal returns. This is like saying that post-earnings-announcement drift does not exist, because even though returns predictably rise after good news and fall after bad news, there is no abnormal return if we do not distinguish whether the news was good or bad.

A third school of philosophy would suggest that Fama’s (1998) position is colored more than a little by sociological forces within the scientific community itself. Sociological philosophers such as Feyerabend and Lakatos (and Thomas Kuhn, at times) often cast their arguments in radical terms: that objective successes and the ability to predict the real world are entirely irrelevant to their success in being adopted by other scientists, scientific “progress” is an illusion, and the path of science is entirely political and social. While few practicing scientists would accept such extreme claims, even fewer would doubt the influence of social and political factors in guiding research in finance, ranging from the explicit impact  of financial support (from the Federal Reserve Bank, for example) to the prestige conferred by affiliation with premier institutions.

The sociological perspective suggests that behavioralists will face significant challenges in getting the much larger traditionalist community to adopt their perspective. Few faculty members at the highest ranked institutions are behavioralists. Also, finance departments are nearly devoid of faculty trained in the fundamental disciplines of the behavioral sciences, such as psychology and experimental methods. These facts explain why behavioral perspectives on finance appeared only recently within finance departments. For those who might think the tradition is longer, two key facts need emphasis. First, Richard Thaler, often called the father of behavioral finance, was an economist during his years at Cornell and is Professor of Behavioral Science and Economics at Chicago, not in finance. Second, much of Thaler’s work in finance (rather than in economics or decision theory) is almost entirely devoid of behavioral content. Papers such as DeBondt and Thaler (1985, 1987) provided hotly contested evidence of market inefficiency. However, while the authors might have asserted that the causes for inefficiencies are behavioral, psychological explanations took a backseat to demonstrations of mispricing.

How pessimistic should behavioralists be about their future in finance? The next section provides some answers by looking at a subfield of applied finance that has debated traditionalist and behavioralist views for many decades, and one that faces different sociological forces: financial reporting.




THE RISE AND FALL AND RISE OF BEHAVIORAL RESEARCH IN FINANCIAL REPORTING 

One look at the possible future of behavioral finance is provided by the history of behavioral research in financial reporting. Financial reporting can be viewed as a subfield of finance focusing on the role of accounting data and other financial disclosures in market behavior, management decisions, executive compensation, related institutions, and the effects of those institutions on reporting decisions. This section recounts how and why behavioral research in financial reporting was viewed as a legitimate approach in the 1960s, fell from favor in the 1970s, and resurfaced in the 1990s.


The Rise of Behavioral Research in Accounting 

Empirical research in financial accounting is typically dated to a paper by Ray Ball and Phil Brown, then of the University of Chicago’s Accounting Department. Ball and Brown (1968) show that stock prices rose (fell) when firms reported earnings that were higher (lower) than expected by a simple time-series model. Their results surprised finance professors because accounting earnings are considerably delayed reports of financial performances and include accruals, which can be viewed as a noisy measure of the cash flows that provide the foundation of most valuation models in finance.

Ball and Brown’s (1968) paper contained another surprise. Not only did the market respond sharply to the earnings announcement, but also the response  continued for many months. This post-earnings-announcement drift was in direct contradiction to Fama’s Efficient Markets Hypothesis, formalized in Fama (1970), and ultimately reflected what Fama (1998, p. 304) referred to as the only market anomaly that was “above suspicion.” However, researchers in accounting using stock price data archives were steeped in traditional views of Homo economicus until well into the 1980s, and paid little attention to a price drift that they deemed most likely to be an artifact of a flawed model of expected returns or flawed statistical technique.

While archival researchers were solid traditionalists, they worked side-by-side with people steeped in behavioral methods even at the University of Chicago. In particular, researchers like Robert Libby drew from a rich literature examining the decision making of doctors and jurors and others in professional situations, and applied those techniques to auditors (for an excellent review and introduction, see Libby, 1981). This has led to decades of research examining how auditors weigh evidence as they attest to the accuracy of account balances, and how their judgments might be affected by the order in which information is presented or whether the information includes irrelevant details.

Research on auditor behavior led to a wealth of “decision aids,” which are simple techniques that can be used to improve audit outcomes by limiting deviations from optimal decision making. Behavioral research also led to an early form of behavioral finance for sociological reasons: behavioral auditing researchers and traditionalist archival researchers worked together on teaching, hiring, workshops, and other departmental matters. These behavioralists began conducting experiments in financial reporting as it became clear to them that (1) decisions by individual investors drove market reactions to accounting information, and (2) decisions of individual investors were likely to be driven by the same behavioral forces that drive those of jurors, doctors, and auditors.

Many of these studies provided subjects with financial reports that contain similar information that is presented under different accounting methods. In a typical experiment (e.g., Dyckman, 1964), some subjects might see financial statements reporting high income, but reporting in a footnote that inventory was accounted for under the first-in-first-out (FIFO) method, while the remaining subjects see financial statements reporting low income, but reporting in a footnote that inventory was accounted for under the last-in-first-out (LIFO) method. Analysis of the footnote would indicate that performance was identical in the two versions, but that in a period of rising prices, LIFO accounting results in lower income and smaller ending inventory than FIFO. However, limitations to information processing and a “functional fixation” on reported earnings might lead individual investors to assess performance more favorably for the FIFO firm.


The Fall of Behavioral Research in Accounting 

Traditionalists in finance soon put a stop to this research program. In a highly influential paper, Gonedes and Dopuch (1974) proffer two arguments against applying behavioral perspectives to investor and market behavior. The first argument is that investors might well devote additional resources to understanding information they felt was more important, and that the experiments did not allow such a choice of resource allocation. The second argument spoke directly to the institutions in  finance that make investors’ individual limitations uninteresting. As Gonedes and Dopuch (1974, p. 106) comment:Even if these studies were based upon an explicit theory of resource allocation by individuals, it still is not apparent that their results would be pertinent to issues of reporting to capital market agents. To see this, consider the implications of capital market efficiency and competition in the market for information.

Recall that the kind of efficient market considered here is simply a competitive market, a market within which each individual is a price-taker. Given this type of market, any generalizations made about the aggregate behavior of capital market agents on the basis of results from lab/field studies are extremely tenuous. Specifically, given an efficient capital market, studies of the behavior of particular types of investors (e.g., “average” investors or “financial analysts”) are not likely to lead to reliable generalizations about the relationship between the production of accounting information and capital market equilibrium. To see this, recall that, within a competitive market, market behavior is a function of the interactions among rivalrous price-takers. The attainment of equilibrium in such a market is induced by the workings of the system as a whole, or aggregate market behavior, and not by the actions of particular individuals. Since the lab/field studies concentrated on individual behavior rather than competitive market phenomena, their relevance to the issues at hand seems nonexistent.

Note also that available lab/field studies fail to simulate competition among sources of information. Indeed, the information available to subjects is usually deliberately limited to accounting information. This limitation makes the settings of these studies even further removed from the setting within which the equilibrium prices of firms’ ownership shares appear to be established. . . . To be sure, the indicated deficiencies of lab/field studies can, in principle, be overcome. But to our knowledge, few (if any) attempts to do so have been completed or are even underway.





Gonedes and Dopuch (1974) hardly spelled the end of behavioral research in accounting. As they indicated in a footnote to the above quotation, “This statement does not imply that lab/field approaches are irrelevant to all accounting issues. Indeed, these approaches may be particularly helpful in resolving some issues of managerial accounting” (p. 106). Because Gonedes and Dopuch’s argument resonated well within the traditionalist research community, researchers trained in behavioral methods turned their attention away from financial reporting topics, reasonably assessing little chance such work would be published in top journals. (Dopuch was the editor of Journal of Accounting Research at the time the paper was published.) Instead, they focused their efforts on the behaviors of individual managers and particularly of individual auditors because research on the latter began to receive funding from public accounting firms.


The Rise (Again) of Behavioral Research in Accounting 

Top journals in accounting shied away from publishing behavioral papers in financial reporting until the mid-1990s. Libby, Bloomfield, and Nelson (2002) argue that two key forces led to a resurgence of such research. The first was mounting evidence that financial markets were not, in fact, informationally efficient. Bernard and Thomas (1990) and Abarbanell and Bernard (1992) provide particularly persuasive evidence in accounting that strongly supported views that the  post-earnings-announcement drift, as identified by Ball and Brown (1968), was very likely to reflect inefficiency.

The second force leading to a resurgence of behavioral financial accounting research was the technological advances that allowed experimental researchers to address the deficiencies Gonedes and Dopuch (1974) indicated at the end of their quotation above: to establish equilibrium prices within a competitive market. As discussed in Chapter 7 of this volume, these studies show little evidence that markets de-bias pricing.

Libby et al. (2002) downplayed what might have been the most important aspect of the resurgence: Many accounting departments included researchers who were actively conducting behavioral research in other areas. While many of the most prestigious departments had purged their ranks of behavioralists, including the University of Chicago, Stanford University, University of Pennsylvania (Wharton), and the University of Michigan, behavioral research was active at many of the top state institutions, especially the University of Illinois, University of Texas, and University of Washington. This activity had two positive effects on the resurgence of behavioral financial reporting research. First, it meant that trained behavioralists were able to quickly shift topics back to financial reporting once they believed such research might be published in top journals, which now occurs with regularity. Second, it meant that many traditionalist researchers had been exposed to behavioral research ideas and had developed amicable working relationships with behavioral researchers in their departments.

What does this history of financial reporting research augur for behavioralists in finance? On the optimistic side, this history shows that evidence can overcome Fama’s (1998) objections, just as it overcame those of Gonedes and Dopuch (1974). However, finance departments lack a faction of researchers who are applying behavioral theories to areas of finance in arguments about the discipline of market institutions that are less compelling. The next section proposes a research program that can address this sociological challenge, while also addressing Fama’s substantive objections.




A RESEARCH PROGRAM FOR BEHAVIORAL FINANCE 

Behavioralists in finance are working hard to address Fama’s (1998) critique. The bulk of behavioral finance work still consists of empirical studies demonstrating that markets or firms behave in ways that are anomalous with respect to traditional models, but are consistent with one of the many individual behavioral tendencies identified by psychological research. The best of this research uses psychological research to predict and demonstrate an anomaly that has not yet been previously demonstrated. Traditionalists naturally rebut individual studies, leading to a back-and-forth debate over empirical methods and interpretation that is yielding a research literature in the best tradition of Kuhnian normal science. The collected mass of evidence makes headway in convincing new finance researchers that behavioral perspectives can improve predictive power, but still fails to address Fama’s (1998) demand for a simple, unified, and refutable theory.

Modelers have made some progress toward simplicity and refutability by demonstrating that behavioral forces can be incorporated into otherwise traditional models. Some, such as Barberis et al. (1998) and Hong and Stein (1999), try to create simple models that yield apparently incompatible outcomes (those papers seek to reconcile short-term underreactions and long-term overreactions). Others seek to identify counterintuitive results of known behavioral forces such as the Barberis and Huang (2008) model incorporating loss aversion and framing into asset pricing to understand the equity premium puzzle. To the extent subsequent evidence supports these predictions, behavioralists can counter criticisms that their alternative is entirely post hoc.

Whether modelers will ever be able to address Fama’s (1998) demand for simplicity and refutability is doubtful. Individual behavior is inherently complex and the deviations from Homo economicus are so numerous that traditionalists will always be able to point to a profusion of models as evidence that behavioral finance is not simple or refutable.

What should behavioralists do? One answer is for behavioralists in finance to strive to demonstrate interactions between behavioral forces and institutional features. The areas of the most strident tension are those in which disciplinary institutions seem the strongest: competitive and liquid securities markets. However, traditionalists rarely argue that individuals who are not disciplined by market institutions still act like Homo economicus. Many traditionalists are even willing to accept that behavioral forces acting on individual managers can influence the behavior of large firms, even in the absence of labor markets, compensation schemes, and corporate governance institutions. This suggests a possible common ground among behavioralists and traditionalists. Researchers in both camps are likely to agree with the following statement: Behavioral forces have a greater impact on market and firm behavior when institutions have weaker disciplinary power. This statement can be tested through a research design like that presented in  Exhibit 2.2.

Exhibit 2.2 A Research Design for Behavioral Finance Studies.
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Exhibit 2.3 Hypothesized Results of a Study Crossing Behavioral Forces with the Disciplinary Strength of Institutions.
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For simplicity, consider a hypothetical laboratory study using a market setting similar to that in Bloomfield, O’Hara, and Saar (2009), but in which some traders are given information about asset values and others are not. The uninformed traders are given injections of testosterone in cells 3 and 4, but are injected with a placebo in cells 1 and 2. Behavioral research suggests that testosterone will make the uninformed traders more aggressive, lose more money, and drive excess price volatility. However, assume that the market used in cells 2 and 4 allows informed traders to borrow on margin and discipline market prices, while cells 1 and 3 do not permit this.

The statement above predicts that, as shown in Exhibit 2.3, the slope of line B will be flatter than the slope of line A, because disciplinary forces would limit the effect of testosterone on market prices (as informed investors use their extra access to capital to drive price closer toward fundamental values). The most hard-core traditionalists might argue that even the weakest institutions, such as labor markets, are still adequate to eliminate individual behavioral forces, so that observed excess volatility is 0 in all four cells. The market hard-core behavioralists might argue that even the strongest institutions, such as global equity markets for Fortune 100 companies, are insufficient to discipline bias, so that observed bias is above 0 in all four cells—but they would probably still agree that the slope of line B will be flatter than that of line A.

Focusing on the interaction between institutional and behavioral factors has three key advantages for the behavioralists. First, it converts the distinction between traditionalists and behavioralists from a qualitative one to a quantitative one: The question is not whether behavioral forces always or never matter, but which institutions do a more effective job at disciplining those forces. Traditionalists have difficulty maintaining an absolutist position (effects of behavioral forces are always completely eliminated by all institutions) when the question is posed this way.

Second, focusing on disciplinary forces helps behavioralists respond to demands for simplicity. Human behavior will never be explained by simple theories. However, simple and traditional theories may determine what types of finance institutions will scrub aggregate behavior of the idiosyncrasies of individual human beings. To use a physics analogy, Newtonian physics has excellent predictive power when describing behavior of objects with low velocities and moderate sizes; otherwise, much more complex relativistic and quantum theories are required. Similarly, traditional finance will have good predictive power when institutions are highly competitive, and checks and balances scrub aggregate behavior of human idiosyncrasies. Otherwise, much more complex behavior theories are required.

The third benefit is sociological. As discussed earlier, accounting departments had a continuing presence of behavioral researchers who studied settings with weak disciplinary institutions. These researchers were able to develop behavioral theory without the added hurdle of convincing traditional researchers to accept a new paradigm in its most challenging setting (highly competitive financial markets). As evidence began to support behavioral hypotheses in those markets, these researchers were poised to address the topic. In the same way, the overall prospects of behavioral finance, particularly for those who want to address the most competitive institutions, will be strengthened by a corps of researchers applying behavioral theory to the behavior of corporate managers and others operating in institutions of relatively weak disciplinary power.

These efforts will require behavioral researchers to think carefully about the nature of finance institutions and to characterize finance institutions in ways that emphasize the roles of both human decision making and institutional discipline. Most financial market models do a rather poor job of this by ignoring most of the decision points and institutions. For example, the model of Barberis et al. (1998) focuses on a single representative investor subject to behavioral forces, but makes little mention of institutions (such as competition) that discipline those forces. At the other extreme, models like DeLong, Shleifer, Summers, and Waldmann (1991) show how market institutions can fail to discipline pricing errors, but the errors are generic, rather than the result of behavioral forces.

Substantial progress will come from applying behavioral perspectives to models of market microstructure, which explicate specific decisions in a clear institutional context. For example, the seminal models of Glosten and Milgrom (1985) and Kyle (1985) differ significantly in the decisions made by traders and market makers. Glosten and Milgrom assume that market makers first quote competitive prices and then investors decide whether to buy or sell at those prices. Prices change after every trade, ultimately allowing complete revelation of traders’ information. Kyle assumes that investors first enter their orders to buy and sell, and the market makers compete to fill the orders at competitive prices.

Kyle and Wang (1997) show that in a Kyle-type model, overconfident traders can bias prices and survive in the long run because their aggressiveness makes others order less aggressively, allowing overconfident traders to create “elbow room” from which they can profit, despite their bias. Such a result would not be obtained in a Glosten-Milgrom (1985) model, because overconfident traders would simply lose money on their unwise trades, to the benefit of the informed and unbiased traders. These models provide a clear identification of the biased  decision makers and the disciplinary institutions, as well as the reason that one institution (the Glosten-Milgrom market) provides more discipline.




SUMMARY AND CONCLUSIONS 

What will finance departments look like in 20 years? Richard Thaler (1999, p. 17), in an article titled “The End of Behavioral Finance,” makes this prediction:Behavioral finance is no longer as controversial a subject as it once was. As financial economists become accustomed to thinking about the role of human behavior in driving stock prices, people will look back at the articles published in the past 15 years and wonder what the fuss was about. I predict that in the not-too-distant future, the term “behavioral finance” will be correctly viewed as a redundant phrase. What other kind of finance is there? In their enlightenment, economists will routinely incorporate as much “behavior” into their models as they observe in the real world. After all, to do otherwise would be irrational.





Thaler’s view is likely to prove optimistic. Many (or most) finance researchers are likely to be studying large, highly competitive asset markets and largely ignore behavioral modifications to traditional theory. Traditional theory will work well for these researchers, as long as they are focusing on the first-order effects of changes in finance institutions that are likely to diminish behavioral forces. Even absent these benefits, research trends simply do not allow for much more rapid change from the status quo.

Traditional researchers are likely to be joined by three groups of behavioralists. Some, who will attract the bulk of controversy, will be demonstrating that behavioral modifications can provide useful insights and incremental predictive power in even the most competitive and disciplinary institutions. Others will be demonstrating that some institutions are less effective than others at disciplining individual deviations from the Homo economicus assumption. These researchers will be providing the fundamental groundwork needed to identify the settings in which behavioral finance is most useful, and equally important, will be stating arguments that are difficult for traditionalists to refute: Behavioral approaches are more useful in some finance settings than others. The final group will be those who identify the finance settings in which behavioral forces are widely viewed to be only weakly disciplined such as decisions by individual managers in poorly functioning labor markets. These researchers will generate little controversy, as they will engage least directly with the traditionalists. However, they will be able to provide finance departments with a continuing presence of researchers who are well trained in behavioral finance. They can turn their attention to other fields as traditionalists lose their resistance to behavioral techniques and are convinced by new theory and evidence, or (as Kuhn would suggest) simply retire and are replaced by others who are willing to embrace the behavioral paradigm.




DISCUSSION QUESTIONS 

1. How can a scientific discipline succeed if it is based on an assumption that is demonstrably false (such as the assumption that humans always rationally maximize expected utility)?
2. How can sociological factors influence the path of scientific fields that are supposed to be based on the predictive power of theories?
3. Will behavioralists in finance ever “win over” traditionalists, will the two groups simply co-exist side by side, or will behavioral finance die out?
4. How can behavioralists ever achieve simplicity in their field when human behavior is inherently complex?
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INTRODUCTION 

Slovic (1972, p. 779) provides the following quote from Adam Smith’s The Money Game:You are—face it—a bunch of emotions, prejudices, and twitches, and this is all very well as long as you know it. Successful speculators do not necessarily have a complete portrait of themselves, warts and all, in their own mind, but they do have the ability to stop abruptly when their intuition and what is happening Out There are suddenly out of kilter. If you don’t know who you are, this is an expensive place to find out.





Traditional finance theory stands directly on the notion of the “rational man,” a person who is much different from the individual discussed in Jensen and Meckling (1994). The rational construct assumes that individuals, both investors and managers, are “capable of understanding vastly complex puzzles and conduct endless instantaneous optimizations” (Montier, 2002, p. xiii). Consequently, the main results of such thinking are the concepts of market efficiency and arbitrage, with major theoretical and practical implications for the investor and the corporate financial decision maker.

Since the publication of Kahneman and Tversky’s seminal works (Tversky and Kahneman, 1971; Kahneman and Tversky, 1979) and that of Slovic (1972), there have been major challenges to the rationality assumption that has served as the foundation for modern finance theories, as well as classroom teachings in the United States and abroad. Such challenges come from the behavioral  finance scholars and practitioners who continue to advance the argument that traditional finance’s theoretical and empirical constructs fail to explain and/or predict many occurrences in the financial markets and corporations. Powerful models are expected to have accurate predictability powers and explain real-life phenomena. Furthermore, researchers continue to publish rigorous theoretical and empirical arguments against the notion of expected utility (EU) and the efficient market hypothesis (EMH) in the mainstream finance journals.

If this is the scene from both the theoretical front and the empirical/practitioner front, then finance educators should start systematically incorporating the behaviorists’ perspectives into curricula. From the perspective of training future managers and investment professionals, can any finance department at any university claim to be relevant and truthful to the profession when it avoids teaching some of the most influential factors of financial and managerial markets in the real world? Behavioral finance can, at the very minimum, complement traditional finance. Behavioral finance actually equips finance professionals with a set of new lenses, which allows them to understand and overcome many proven psychological traps that are present involving human cognition and emotions. This includes corporate boards and managers, individual and institutional investors, portfolio managers, analysts, advisors, and even policy makers. Behavioral traps exist and occur across all decision spectrums because of the psychological phenomena of heuristics and biases. These phenomena and factors are systematic in nature and can move markets for prolonged periods.

The finance profession is now much more able than in the past to answer some unresolved questions that continue to occur for both investors and corporate decision makers. Behavioral finance questions such basic ideas as risk and uncertainty  , or what Olsen (2009) calls “qualia,” as well as those specifically dealing with such key corporate finance issues as valuation, mergers and acquisitions (M&As), capital budgeting, capital structure, dividend policy, corporate governance, and agency conflicts.

The purpose of this chapter is two-fold. First, the chapter stresses the need for offering new courses and training programs in the fast-growing field of behavioral finance. This will be done by building upon the extant literature from both the traditional and behavioral finance paradigms. The guiding light in this effort will be the obvious vacuum for real-life guidelines for many of the managerial and investment tasks mentioned above. Second, the chapter discusses the key elements and resources needed to develop a highly interactive behavioral finance course at the graduate or undergraduate level based on the authors’ experience in designing, developing, and teaching such a course.

The remainder of the chapter consists of three major sections. The first section presents a brief and selective review of the literature in the field of behavioral finance. This synthesis includes a discussion of the key concepts, theories, and tools that the finance discipline has borrowed from the field of psychology. The next section discusses how to organize and place into instructional packages and courses subject matter about behavioral finance. The last section concludes the chapter and makes some recommendations for future work in this fast-growing area.




A REVIEW OF THE LITERATURE IN BEHAVIORAL FINANCE 

This section provides a brief review of some theoretical and empirical underpinnings of behavioral finance. The discussion includes the primary features of theories drawn mainly from the discipline of cognitive psychology. The chapter provides a discussion of research involving four themes: prospect theory, framing effects, heuristics and biases, and affect theory.


Prospect Theory 

As a reference point in developing prospect theory, Kahneman and Tversky (1979) employ the classic version of expected utility (EU) theory as proposed by Bernoulli in 1738. This is the same theoretical construct that forms the basis of the mean variance-based modern portfolio theory of Markowitz (1952).

From their empirical work in cognitive psychology, Kahneman and Tversky (1979) argue that the evaluation of decision outcomes has to be reference-dependent (“reference” in this context refers to the current state of wealth), a principle that is incompatible with the EU framework and hence with modern portfolio theory. The EU framework is reference-independent because the decision maker ’s initial state of wealth does not enter into the decision or valuation processes. Instead, what matters in EU is the effect of a decision’s outcome on an investor’s final state of wealth. This is equivalent to saying that the utility directly derived from an outcome is of no interest to the EU theorist. What really matters, then, is the indirect utility contribution of the outcome to the investor’s total utility derived from her final consumption or wealth. This obviously goes against the very nature of human beings with “a bunch of emotions, prejudices, and twitches. . .” as cited above by Slovic (1972).

To see this, consider a gamble with two outcomes: x with probability p, and y  with probability 1 − p; where x ≥ 0 ≥ y. Also assume an initial level of wealth (W)  is the reference point in this example. According to EU, the value of this gamble or prospect is

[image: 005]

However, according to prospect theory, the value of the gamble (or prospect) is[image: 006]

where π is a probability-weighing function. Kahneman and Tversky’s (1979) value function is shown in Exhibit 3.1.

The value in prospect theory is defined in terms of expected gains and losses and not in terms of the expected level of final wealth. Also, the probability-weighting function π (p) is not the same as probability p, as can be seen from  Exhibit 3.2.

Exhibit 3.1 An Hypothetical Value Function

[image: 007]


Key Features of Prospect Theory 

Prospect theory has five key features, which are compared and contrasted with those of the modern portfolio theory.

People in mean-variance (EU or portfolio) theory choose among alternatives based on the effect of the outcomes on the levels of their final wealth, as in u(W + x)  above. Under prospect theory, people make choices based on the effect of outcomes on changes in their existing wealth, that is, changes relative to their reference point (or current wealth), as in u(x) above. That is, under prospect theory, people choose based on gains and losses.

Exhibit 3.2 An Hypothetical Probability Weighting Function

Source: Figure 4 of Kahneman and Tversky (1979). This figure is reproduced with permission from The Econometric Society.
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Exhibit 3.3 Kahneman and Tversky’s Value Function

[image: 009]

People in a mean-variance framework are risk averse in all of their choices. However, under prospect theory, people are risk averse in the gains domain and risk-seekers in the losses domain.

Under prospect theory, and as can be seen from the kink at the origin in  Exhibit 3.3, losses cause more severe pains (almost twice as much) than the pleasure derived from a gain of the same magnitude. This is called “loss aversion.”

People in mean-variance theory treat risk objectively by its probabilities. Under prospect theory, people overweight low probabilities, as reflected in their behaviors of simultaneously choosing lottery and insurance options.

Mean-variance theory is reference-independent, that is, the framing of alternatives does not affect choice. In prospect theory, framing affects choice, as further described in the next section.


Prospect Theory: Implications and Examples 

Given the experiential nature of behavioral finance, most of the implications derived from such a theory are experimental and pragmatic.

Implication for individual risk-taking behavior: Individual investors are both risk-seekers and risk-averters at the same time. This is exhibited by their investing behavior, where they buy not only bonds, mutual funds, and insurance policies (acting as if they were risk averse), but also where they buy individual stocks, options, and lotteries (acting as if they were risk seeking).

Implication for holding stocks/portfolios: Both individual and professional investors sell winners too early and hold losers too long, a phenomenon mainly attributed to “loss aversion” behavior. Losses cause more severe pains (almost twice as much) than the pleasure resulting from a gain of the same magnitude. This is also known as “disposition effect” as coined by Shefrin and Statman (1985).  This type of behavior is inconsistent with normative/traditional approaches to investment such as those based on tax losses.

By-product of the above implications: Individual investors do not select well-diversified portfolios. In reality, people ignore covariance among security returns and choose stochastically dominated portfolios that lie below the efficient frontier.

Implication for equity premiums: Prospect theory’s loss aversion also explains why U.S. equities have outperformed U.S. bonds by around 7 percent per year over long periods, while this should only be in the vicinity of 1-2 percent at the maximum in a traditional finance framework.

Implication for capital structure-debt (also known as debt aversion): Capital structure theory is mainly based upon the tradeoffs between two key factors: tax benefits and default risks. According to prospect theory, for some companies the potential losses due to financial distress can appear larger than the potential gains stemming from tax benefits. For example, companies with a high ratio of intangible assets to total assets, such as research and development, heavy pharmaceutical and biotech firms, and even other hi-tech companies fall into this category.


Framing Effects 

Rooted in Kahneman and Tversky’s (1979) prospect theory, framing effects are other key psychological factors that seriously call into question traditional finance theory’s rationality assumption. According to Kahneman and Tversky, framing effects in decision situations arise when different imagery and descriptions of the same problem highlight different aspects of the outcomes. Choices often depend on the manner in which alternatives are framed (described) and presented, something not allowed in EU and EMH theory. As Tversky and Kahneman (1981, p. 453) note, “The frame that a decision maker adopts is controlled partly by the formulation of the problem and partly by the norms, habits, and personal characteristics of the decision maker.”

Tversky and Kahneman (1981) demonstrate that each decision choice has two distinct phases: (1) an initial phase where acts, related contingencies, and outcomes for each decision choice are framed; and (2) a second phase where acts, related contingencies, and outcomes for each decision choice are evaluated. According to Tversky and Kahneman, many concurrent decisions in the real world are in fact framed independently. Consequently, in the majority of such cases, the preference orders would often be reversed if the decisions were combined. Outcomes are perceived as positive or negative relative to a reference outcome that is judged neutral. Varying the reference point can affect an outcome to be positive or negative, and consequently change the preference order between options.


Framing Effects: Implications, Applications, and Examples 

Many concurrent decisions in practice are framed independently and the preference order would often be reversed if the decisions were combined. A direct implication relevant to investing behavior is that people change their views on their investments and the markets based on information and data that may have nothing to do with the related investment or market fundamentals. In effect, people ignore covariance among security returns and therefore choose stochastically  dominated portfolios that lie below the efficient frontier (Shefrin and Statman, 2003).

People generally evaluate acts based on the direct consequences of the act, such as the money lost or gained. That is, they assess events in terms of a mental account, which includes only the direct consequences of the act. For example, the mental account associated with the decision to accept a gamble includes money won or lost in that gamble and excludes other assets or the outcome of previous gambles. People adopt mental accounts due to this mode of framing: (1) simplifies evaluation and reduces cognitive strain; (2) reflects the intuition that consequences should be causally linked to acts; and (3) matches the properties of hedonic experience, which is more sensitive to desirable and undesirable changes than to steady states.


Heuristics and Biases Framework 

A heuristics and biases framework can be envisioned as a counterpart to standard finance theory’s asset pricing model. When faced with huge amounts of data and information and an array of decision problems, people are incapable of doing the complex optimization calculations that are expected of them under standard finance theory. Instead, they rely on a limited number of cognitive strategies or heuristics that simplify the complex scenarios faced by them in making decisions. Heuristics are information processing shortcuts that mainly result from one’s experiences in a field of work. Of course, such simplifying shortcuts are productive and allow humans to function in daily life. By nature, heuristics are imperfect and consequently will result in biases and errors.

In traditional theory, unsystematic biases are expected to average out at the market level and consequently have no effect on asset prices. Behavioralists argue, however, that both heuristics and biases are systematic, thereby potentially lasting for long periods and affecting prices accordingly. Tversky and Kahneman (1974) among others identify many systematic biases including a few discussed below.


Representativeness (Similarity) 

According to Tversky and Kahneman (1974, p. 1124), many of the probabilistic questions about which people are concerned can be characterized by “What is the probability that object A belongs to class B? What is the probability that event A originates from process B?” To answer these questions, people use the representative heuristics, where probabilities are evaluated by the degree to which A resembles B. For example, when A is highly representative of B, the probability that A originates from B is judged to be high.

In such cases, the representative heuristic assists in evaluating the probabilities dealing with objects or processes A and B. As an example, when A is highly representative of B, the probability that A originates from B is judged to be high, and so forth. The problem is that representativeness (similarity) should not affect the judgment of probability. What should be considered in the judgment to probability is “prior probability” or “base rate.” The latter is not the case in practice and violates Bayes’ rule.

In summary, the representativeness heuristic is a built-in feature of the brain for producing rapid probability judgments, rather than a consciously adopted  procedure. Humans are unaware of substituting judgment of representativeness for judgment of probability.


Availability 

To understand the availability heuristic requires recognizing that people disproportionately recall the salient events, that is, those that are very recent and/or those that they are or were emotionally involved with, especially in the recent past. The more salient an event, the more likely is the probability that a person will recall that event. This bias prevents people from considering other potential and related outcomes. For example, one may assess the risk of getting mugged in New York City by recalling such incidences among friends and family. With the availability heuristic, people search their memories for relevant information.

The problem is that not all memories are equally retrievable or available, which leads to error in judgment. For example, more recent incidences and more salient events (e.g., getting mugged in New York City) will weigh more heavily and will lead to prediction biases and distort the judgment or estimate. Thus, biases implicit in the availability heuristic affect estimates of risk.


Anchoring, Adjustment, and Contamination 

According to Tversky and Kahneman (1974), when forming estimates and predictions, people usually start with some initial arbitrary value and adjust from it. People also make estimates by starting from an initial value that is adjusted to yield the final answer. The initial value may be suggested by the formulation of the problem, or it may be the result of a partial calculation. Regardless, Tversky and Kahneman (p. 1128) argue that “adjustments are typically insufficient,” and “Different starting points yield different estimates which are biased toward the initial value.” This is called anchoring. Anchoring happens when the starting point is given to the subject, as well as when the subject bases her estimate on the result of some incomplete computation.

According to the anchoring heuristic, information that is visibly irrelevant still anchors judgments and contaminates guesses. When people start from information known to be irrelevant and adjust until they reach a plausible-sounding answer, they under-adjust. People under-adjust more severely in cognitively busy situations and other manipulations that make the problem harder. People deny they are anchored or contaminated, even when experiment shows that they are. These effects are not diminished or are only slightly diminished by financial incentives, explicit instruction to avoid contamination, and real-world situations.


Contamination Effects 

Almost any information could work its way into a cognitive judgment (Chapman and Johnson, 2002). Anchoring or contamination effects cannot be decreased (Tversky and Kahneman, 1974; Wansink, Kent, and Hoch, 1998). Several examples illustrate such contamination effects. One example is that people typically have great confidence in judgments based upon overconfidence. For instance, events to which subjects assigned a probability of 2 percent happened 42.6 percent of the time (Alpert and Raiffa, 1982).

Another example is hindsight bias, which occurs when subjects, after learning the eventual outcome, give a much higher estimate for the predictability of  that outcome than subjects who predict the outcome without advance knowledge. Hindsight bias is sometimes called the “I-knew-it-all-along effect.” Hindsight bias is important in legal cases, where a judge or jury must determine whether a defendant was legally negligent in failing to foresee a hazard (Sanchirico, 2003).

A third example is the black swan phenomenon (Taleb, 2007), which means that sometimes most of the variance in a process comes from exceptionally rare or large events. For instance, consider a financial instrument that earns $10 with 98 percent probability, but loses $1,000 with 2 percent probability. This investment is a poor net risk, but it looks like a steady winner.


Heuristics and Biases: Implications and Examples 

These heuristics and biases have several implications, a few of which are discussed below.

Implication for performance-based management contracts: Managers generally prefer performance-based incentive schemes more often than standard theory predicts. This can be attributed to the overconfidence trait. Due to overconfidence, managers prefer riskier projects because they think that they can beat the odds. This goes against the standard theory, which predicts that, as output variance increases, principals should offer less output-sensitive contracts to agents because under standard theory, agents are assumed to dislike risk. According to Camerer and Lovallo (1999), some evidence supports this phenomenon.

Implication for stock selections due to availability bias: People easily recall the information that has recently arrived, especially in the media and corporate releases, because their broker’s or advisor’s recommendations are fresh in their memory. As Barber and Odean (2008) find, stocks with very high level of press coverage underperform in the subsequent two years following the news.

Implication for asset valuation due to anchoring bias: Northcraft and Neale (1987) ask subjects to give their opinions on the appraisal value, the appropriate listing price, and the lowest price they would accept if they were the seller. The authors requested this information after giving the subjects detailed and identical information about the house they had been shown. The only information that the authors changed in this study was the asking price (the anchoring factor). The results show that individual valuations of houses directly related to the asking price given to them.


The Affect Theory 

According to Finucane, Alhakami, Slovic, and Johnson (2000), the affect heuristic refers to the way in which subjective impressions of “goodness” or “badness” can act as a heuristic capable of producing fast perceptual judgments and also systematic biases. For example, as Ganzach (2001) shows, people judge stocks that they perceive as “good” to have low risks and high returns and judge stocks that they perceive as “bad” to have low returns and high risks. For unfamiliar stocks, perceived risk and perceived return are negatively correlated, as predicted by the affect heuristic. For familiar stocks, perceived risk and perceived return are positively correlated; riskier stocks are expected to produce higher returns, as predicted by ordinary economic theory.




TEACHING BEHAVIORAL FINANCE: PEDAGOGICAL ISSUES AND EXAMPLES 

Before discussing course design, considering how a behavioral finance approach might differ from a traditional finance course is worthwhile. When developing a course in such areas as corporate finance, investment, and international finance, the body of knowledge encompassing the desired skill sets is reasonably well defined. For example, to develop an investments course, many texts are available that use the same set of finance concepts, theories, and principles.

Behavioral finance is different in two primary ways. First, behavioral finance is a highly interdisciplinary field of study. Research into the psychology of decision making and supported by the findings from brain research/neuroscience provides a framework for understanding the basis of behavioral finance decision making and its implications for individuals and organizations. Second, behavioral finance is still an emerging and evolving field of study within finance. Because of these two factors, benchmark behavioral finance syllabi and pedagogy are in their developmental stages. Given these considerations, the following outlines the steps in designing and delivering a behavioral finance course.


Identify the Target Audience 

Due to the interdisciplinary nature of behavioral finance, identifying the characteristics of the target audience is crucial. For simplicity, this discussion groups potential audiences into three categories. The first group consists of those individuals with little corporate work experience. The course should emphasize an approach geared to decision making from a personal or investor perspective (75 percent course content), along with less emphasis on decision making in a corporate context (25 percent course content). The second group, which consists of individuals with some corporate working experience (e.g., five years or less), calls for a more balanced focus consisting of 50 percent personal or investor decision making and 50 percent corporate financial management decision making. The third group, consisting of seasoned adult learners, requires a focus tilted toward a corporate context with 25 percent of the content focusing on personal or investor decision making and 75 percent on corporate financial management decision making.

Being able to relate the material, examples, and cases to the students’ experiences is particularly important for behavioral finance because of the multiple disciplines involved, such as economics, finance, neuroscience, and psychology, as well as the experiential nature of the subject matter. For example, audiences with less work experience are less likely to see the relevance of behavioral finance in a corporate context compared to that of an individual investor making personal decisions. The vantage point of an individual investor tends to be narrower in view of the EMH and large body of research on market anomalies. Such an emphasis would be particularly important when the audience consists of professionals with aspirations to work on Wall Street or as professional investors.


Identify What the Target Audience Needs to Learn 

This step involves identifying the competencies and skill sets needed by the students as the basis for generating the course objectives. For example, assume that  the target audience consists of seasoned adult learners. Focusing on a corporate perspective allows exploring the impact of biases, heuristics, and framing effects on a range of financial decision making such as strategic planning, capital investment, capital structure, dividend policy, and M&As.

The following example expresses what students need to know in terms of a course description and learning objectives.


Course Description 

This course identifies the key psychological obstacles to value maximizing behavior from the perspective of the financial decision maker, along with the steps that managers can take to mitigate the effects of these obstacles.

Students learn how to put the traditional tools of corporate finance to their best use and to mitigate the effects of psychological obstacles that reduce value.

Topics covered include financial decision making in the areas of valuation, capital budgeting, perceptions about risk and reward, capital structure, dividend policy, agency conflicts, corporate governance, and M&As.

The main theme of the course described above is complemented with readings and exercises exploring the psychological basis of non-optimal decision making from the vantage point of the individual investor.


Learning Objectives 

Explain why reliance on heuristics and susceptibility to framing effects make managers vulnerable to making faulty decisions that reduce firm value.

Apply the effects of potential biases with the use of valuation heuristics to real-world scenarios.

Distinguish between the remedies appropriate to agency conflicts and those appropriate to behavioral biases in financial decision making as they pertain to valuation, capital budgeting, perceptions about risk and reward, capital structure, dividend policy, agency conflicts, corporate governance, and M&As.

Analyze how the representativeness heuristic leads managers, investors, and market strategists to form biased judgments about the market risk premium.

Analyze how stock option-based compensation can exacerbate agency conflicts in the presence of loss aversion and overconfidence.


Develop a Course Framework 

The following strategy is suggested for assessing the topics to teach. The strategy begins by providing the background needed to understand behavioral finance. For example, this strategy could consist of the following: (1) describing the research in neuroscience and psychology that affects financial decision making; (2) describing the types of biases, heuristics, and framing effects covered in the course; (3) involving students in examples from psychological experiments to demonstrate the systematic effects of various psychological factors; and providing simple scenarios from corporate decision making and asking students to identify the specific biases, heuristics, or framing effects at play.

The next stage involves building the remainder of the course around corporate decisions (e.g., strategic planning, capital investment, capital structure, dividend policy, and M&As) and investor decisions (e.g., asset allocation, valuation, portfolio  management, risk management, and arbitrage strategies). This approach involves the following: (1) reviewing finance theory relevant to the financial management or investor decision; (2) considering psychological factors (biases, heuristics, and framing effects) and how they can destroy value; (3) providing examples or scenarios and asking what psychological considerations are demonstrated; and (4) using a case analysis to integrate the application of material to specific decisions being addressed.

In developing a course framework, special attention is needed to motivate student-to-student interaction through the design of specific assignments. For example, one approach could be to use short papers that summarize an article related to relevant research and discussing applications of the material in real-world instances that the student finds and investigates. If the course is an online class, the papers could be posted as part of the online classroom environment where the students and instructor can discuss these papers. If the course is a live class, the papers can be posted on the instructor’s web page or corresponding teaching platform. Many schools accompany live courses with classroom space on one of the online teaching platforms, such as WebCT or Blackboard. An alternative is to have the students provide copies of their paper to classmates and make a short presentation, accompanied by a question-and-answer session.

Another way to stimulate motivation and integration of the course material is to have students locate and research a situation in which corporate decision making exhibits multiple instances of management behavioral biases, heuristics, and responses to framing effects. The end result would be a mini-case analysis that is posted for review and discussion by the class. Alternatively, the instructor could assign a case, divide the class into groups, and require each group to analyze and present its findings.


Identify the Course Materials 

The task of identifying materials that encompass the body of knowledge to cover in the course can be difficult when few textbooks exist that provide a good fit for the course being designed. This is especially true in addressing how behavioral finance helps explain non-optimal decision making in a corporate finance environment. Until recently, this important area had not received much attention in texts or published papers, because the more popular approach has been to teach behavioral finance as anomalies to EMH or as non-finance examples in the Kahneman and Tversky (1979) model. Besides using a text, selecting appropriate articles describing the latest research findings in neuroscience and the psychology of decision making as they relate to behavioral finance can be useful. This book references many such articles. In addition, many new working papers become available every month on the behavioral and experimental finance as part of the Social Science Research Network (SSRN).

The following suggested schedule provides a framework based on the main decisions faced by corporate financial managers, with less focus on anomalies to the EMH and the familiar examples contained in the Kahneman and Tversky literature. An important feature of this course schedule is that it closely follows the topics covered in a traditional corporate finance course. In fact, another approach to course design would be to marry the behavioral finance implications with the traditional concepts, principles, and theories as they are addressed  in a corporate finance course. This combined approach is risky because students may become confused and not get the foundation in traditional finance needed to consider the complexities introduced with the behavioral finance perspective. Instead, the students should first receive a solid foundation in corporate finance and then be exposed later in their program to behavioral finance concepts.

The treatment of behavioral finance would not be complete without discussing some criticisms aimed at this growing field of research. The criticisms can best be covered in the latter portion of the course and serve as an integrating vehicle. For example, Pesendorfer (2006) describes a problem analyzing biases in an economic model. He points out that the typical technique is to introduce a “free variable” to reflect that some aspect of the optimization procedure is done incorrectly and to solve the model showing that the expected utility assumptions do not hold. He then explores the consequences. The paradox or inconsistency is in justifying why humans would go to the trouble of maximizing objective functions and formulating complex beliefs only to consistently make mistakes. Another criticism described by Pesendorfer is that identifying the reference point in non-experimental settings is almost impossible.

Ritter (2003) provides another criticism of behavioral finance. While strong empirical evidence supports the existence of biases, heuristics, and framing effects in agent decision making, current models can predict underreaction or overreaction depending upon which bias is emphasized. Thus, ample evidence exists that people seem to systematically incorporate biases, heuristics, and framing effects into their decision making, but to date, no robust, all-encompassing theory explains this behavior.


Specify the Assignments 

Of particular importance is reemphasizing to students that behavioral finance is largely experiential. Students learn by experiencing some of the dilemmas created by biases, heuristics, and framing effects. As indicated earlier in this chapter, this important component can be incorporated into the course by summarizing some examples from the literature on anomalies to the EMH, psychology of decision-making research, and selected examples from recent work in neuroscience. For example, a course could replicate some experiments and “games” derived from psychological research to demonstrate the violations of EU theory through framing effects, biases, and heuristics or use case studies.

Case studies are particularly powerful vehicles in helping students to understand the complexities involved in corporate decision making and then developing personal traits and strategies to avoid psychological traps. Examples from the literature and demonstrations where students participate can be effectively employed to help them gain an intellectual awareness. However, case studies offer much richer examples than demonstrations because cases capture real-world complexities and more closely represent situations that students are likely to face in their careers.

Several sources for case studies are available. Some textbooks have cases based on examples of situations faced by real companies. Also, numerous cases are available from Harvard Business Publishing and Darden Business Publishing. Alternatively, the instructor can develop mini-cases and scenarios.

Exhibit 3.4 Example of a Course Schedule

[image: 010]

Here are several examples involving behavioral finance and corporate finance. For instance, a capital investment proposal can exhibit representativeness or availability of information. Project analysis is subject to excessive optimism bias in cash flow estimates, depending upon the background of the analyst. Project selection can be affected by loss aversion in setting hurdle rates that exclude positive NPV projects. Failure to back out of a failed investment can be the result of aversion to a sure loss by a decision maker with an emotional investment in the project.

Another example involves M&As. Both overconfidence and excessive optimism may be at work in the impulse to make a deal and in the estimates of savings and synergies expected from the transaction. Many M&As documented in the literature provide the basis for a self-developed case study. A variation of this approach is to require that students identify a real company that has destroyed wealth through decision making characterized by biases, heuristics, and framing effects.


Complete the Course Schedule 

Once the instructor has completed the previous steps, the last step is to complete the course schedule. Exhibit 3.4 provides an example of a course schedule.




SUMMARY AND CONCLUSIONS 

Behavioral finance could equip finance professionals with a set of new lenses, which allows them to understand and overcome many psychological and behavioral traps involving human actions and emotions. Behavioral finance is relevant to a wide range of people, including members on corporate boards, corporate managers, individual and institutional investors, portfolio managers, analysts, advisors, and policy makers. Psychological traps exist across all decision spectrums because of behavioral phenomena, including heuristics and biases. These phenomena are systematic in nature and can move markets for prolonged periods, as witnessed in the present market environment in the United States and abroad.

Behavioral finance is not new. It has its roots in the paper by Slovic (1972) and the seminal work in prospect theory by Tversky and Kahneman (1971) and Kahneman and Tversky (1979). For many subsequent years, the finance work in this area has largely concentrated on researching and discovering anomalies to the EMH. Accordingly, there has been a long period of incubation and a general reluctance to formally recognize the cognitive underpinnings of financial decision making as a fully legitimate field of study within finance, except as anomalies residing outside the accepted theoretical constructs. Even now, the incorporation of behavioral finance in higher education finance curricula is the exception and is generally oriented at explaining anomalies to the EMH.

The behavioral finance field is quickly evolving, as evidenced by the publication of books by Thaler (1993, 2005) and others, establishment of the Journal of Behavioral Finance in 2000, and the founding of the Academy of Behavioral Finance and Economics in 2008. Recent findings from brain research are providing more robust explanations for the neurological reasons people employ biases, heuristics, framing effects, and emotion in their decision making. Increasingly, psychologists and neurologists are authoring papers that use these scientific findings as a means of explaining financial decision-making behavior.

Until recently, the treatment in finance texts has largely concentrated on anomalies and market inefficiencies as limits to arbitrage. Now, along with the implications that cognitive psychology has for investors, more attention is being given to the psychological underpinnings of financial decision making within a corporate and market context. Much work still needs to be done in this area, both in terms of research and the inclusion of new knowledge into the finance curriculum.

Substantial potential payoffs exist to society in knowing more about this area and developing strategies to mitigate the adverse effects that biases, heuristics, affect, and framing factors have on corporate financial decision making. The interests of shareholders and employees’ 401K plans and the smooth functioning of the economy all depend upon the quality of such decision making. The time is right for systematically including behavioral finance in the curricula of colleges and universities. Such courses should incorporate the findings from cognitive psychology and neuroscience, as well as the limits to arbitrage and violations of expected utility through market anomalies and inefficiencies. As the field of behavioral finance matures and faculty members gain experience in developing and delivering the next generation of courses, the profession should become more effective in teaching this interdisciplinary subject.

Finally, to contribute to the field’s growth and maturity, more effort is needed especially in content development and content delivery. This opportunity is particularly needed for professional development for all involved parties: educators, administrators, publishers, and the business community. Specifically, aside from the obvious need for further theory development, the more immediate need is in the area of content development for teaching and learning. New user-friendly textbooks both for investments and corporate finance are needed. Such books should cover the conceptual and theory side as well as the quantitative side, just as for traditional finance courses. Equally important is the development of cases that cover both theoretical and quantitative aspects of behavioral finance.




DISCUSSION QUESTIONS 

1. What are some differences in teaching a behavioral finance class as compared with teaching a traditional finance class?
2. Can behavioral finance be taught as a supplement to traditional finance? Why?
3. What would behavioral finance cases look like, and what areas of finance could they cover?
4. Traditional finance texts often address behavioral finance as an extension of the concepts, principles, and theories of the discipline. Is that sufficient, or would a finance curriculum benefit by having one or more courses dedicated to behavioral finance?
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Heuristics or Rules of Thumb
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INTRODUCTION 

Heuristics, often referred to as rules of thumb, are means of reducing the search necessary to find a solution to a problem. They are shortcuts that simplify the complex methods of assessing the probabilities and values ordinarily required to make judgments, and eliminate the need for extensive calculation. Heuristics provide subjectively compelling approaches and reflect the fact that people’s assessments of likelihood and risk do not usually conform precisely to the laws of probability. People tend to relate probability not to events, but to descriptions of events (Tversky and Kochler, 2002). Although people may use heuristics to simplify preferences or data sets, heuristics are best viewed as devices for simplifying the process of choosing between alternatives. Heuristics become particularly important in the presence of uncertainty, which undermines the usefulness of complex logical calculations.

In the late 1950s, Simon and Newell (1982) developed detailed algorithms for coping with specific problems, initially as a means of approximating optimization. Increased focus on heuristics as calculation shortcuts mushroomed with the work of cognitive psychologists known as behavioral decision theorists in the late 1960s and early 1970s, culminating with the studies of Tversky, Kahneman, and others, brought together in the volume edited by Kahneman, Slovic, and Tversky (1982). That work and the contributions in the volumes edited by Kahneman and Tversky (2000a) and Gilovich, Griffin, and Kahneman (2002) are generally referred to as the heuristics and biases program. Those studies deal primarily with pervasive general rules of thumb and the deviations from rational calculation that they tend to yield, referred to as biases. Initially, these heuristics dealt explicitly with cognitive processes, but they have come to openly incorporate emotional factors. Indeed, emotional factors always were implicit even in the initial analysis of Kahneman and Tversky (2000b). This is evidenced by their references to intuitive judgment, which they characterized as different from strictly rational models of choice. In breaking from those traditional models of rational choice, Kahneman and Tversky were not aiming for what might be termed rationality in some broader sense, but models that were more descriptive of the real-world choices actually being made.

A leading objective of the heuristics and biases program has been to categorize the deviations from what is indicated by rational choice models, and, where  possible, to improve heuristics so as to reduce those biases. First and foremost, the program sought to verify the small group of general heuristics presumed to underlie most decision making. While those analysts who continued to advocate complete rational calculation recognized that practitioners would make errors in judgment, the behavioral decision group shows that, contrary to expectations, the mistakes are not random but often systematic and predictable. As the formulation of specific heuristics began to receive more attention, Gigerenzer and some other researchers questioned the emphasis on biases. In the spirit of Simon’s bounded rationality (Simon 1957, 1982, 1986), Gigerenzer and associates maintain that judgments need only be satisficing and should be evaluated to take account of the fact that humans possess a limited search and computational capacity, which is accentuated by the usually prevailing time constraints. Out of necessity, people use approximate methods to handle most tasks, developing what they term “fast and frugal” heuristics (Gigerenzer and Selten, 2001; Gigerenzer, Czerlinski, and Martignon, 2002). The purpose of this chapter is to explain the nature of heuristics and to outline their strengths and weaknesses. The remainder of the chapter consists of four sections. The next section examines the rationale for heuristics followed by a section on guidelines for using heuristics. The third section presents various categories of heuristics including representativeness, availability, anchoring and adjustment, overconfidence, memory, and other heuristics. In addition, this discusses biases of heuristics and the affect heuristic. The final section provides a summary and conclusion.




THE RATIONALE FOR HEURISTICS 

There are many reasons for using heuristics.• Decision makers may be unaware of the optimal way to solve a problem, even when an ideal solution exists. Moreover, they may not have the resources (or the access to credit) to obtain help from others, or the deliberation costs involved may be excessive.
• Decision makers may be unable to obtain all the information necessary for an optimizing solution, or may not be able to do so by the time a decision must be made. Even if they can obtain all the information, decision makers may be unable to complete the optimization calculations in time.
• While optimization techniques may be feasible, they may not yet have been devised for some types of problems.
• Where there are multiple objectives, unique, optimal solutions are unlikely.
• The use of rules of thumb that decision makers can rapidly apply may enable them to keep certain matters secret until they decide to make the decision known.
• The problem may not lie in obtaining the information, but in perceiving it correctly and avoiding attempts to deal with what is actually a variant of the correctly and avoiding attempts to deal with what is actually a variant of the matter under consideration.
• An extraordinary amount of information may overwhelm decision makers. A decision maker may have insufficient familiarity with the programs necessary to process the data. In addition, the emotional character of the decision (or the decision maker) might be overwhelming, at least in the context in  question. Finally, the state of awareness of decision makers at the time in question or the particular framing of the problem may pose issues.
• Seemingly winning formulas of some market participants may induce decision makers who ordinarily make full calculations to stray from that course, even if only temporarily. Unfortunately, those seemingly winning formulas even if only temporarily. Unfortunately, those seemingly winning formulas may involve so much additional risk and uncertainty that they are unwarranted by traditional rational considerations.
• The use of heuristics may be advisable if implementation of what is calculated presents major problems.
• The use of heuristics may be the only plausible approach in cases of appreciable uncertainty. The enthusiasm surrounding publication of the book Dow   36,000 by Glassman and Hasset (1999) reveals the degree to which people have underestimated prevailing uncertainty. The authors argued that stocks earned so much more than bonds during the last generation because of a risk premium associated with stocks. They contended that the level of risk and uncertainty had since declined, and because of that, the Dow Jones industrial stock market index was likely to rise sharply, indeed to 36,000 in the foreseeable future.
• The use of heuristic shortcuts is most appropriate where they closely approximate imate the result of optimization calculations. “Fast and frugal” heuristics, in particular, are appropriate for situations in which there are “flat maxima,” that is, in which several options lead to similarly high rates of return.



Mainstream economics provides a suitable set of tools for dealing with a well-defined and usually small set of alternatives. Yet, as Nelson and Winter (1982) note, decision makers frequently confront a poorly defined set of choices that calls for a response that is vastly different from what is indicated to optimize from among several clearly enunciated alternatives. This helps point to the role of measures such as heuristics that often involve some intuition. Moreover, as Simon (1982) observed, the first major challenge in decision making may arise in the search for all the feasible or most important alternatives. Even when decision makers discern all of these, they may not fully grasp, in advance, the consequences of all options. In that case, as Slovic (2000) explains, the decision maker may need to construct the preferences required for decision making. For decisions based on evolving technologies, heuristics that aid in horizon scanning may be more useful than any calculations, as successful innovators insist. None of this is to deny that decision makers sometimes use overly simple or otherwise incorrect heuristics. Indeed, they may use heuristics when traditional optimization calculations are both feasible and advantageous. In addition, whether or not they do that, the decision makers may neglect to take the biases associated with heuristics sufficiently into account.




GUIDELINES FOR USING HEURISTICS 

Ideally, heuristics should have clear guidelines for the search for information, the point at which that search should end (the stopping rule), and the way in which a decision should be made using the information obtained (Rieskamp, Hertweg, and Todd, 2006). Behavioral economics has not given these guidelines careful attention  in dealing with general heuristics, but they have received more attention in devising the specific heuristics appropriate for problems such as those of behavioral finance.




THE CATEGORIES OF HEURISTICS AND THEIR BIASES 

Tversky and Kahneman (1982a) argue for the prevalence of three general-purpose heuristics: representativeness, availability, and anchoring and adjustment. Later, Slovic, Finucane, Peters, and MacGregor (2002) bring together the work of many other researchers and explicitly include emotional factors as a general-purpose heuristic under the term the affect heuristic. Gilovich and Griffin (2002) list six general-purpose heuristics: affect, availability, causality, fluency, similarity, and surprise.

This chapter focuses on the four heuristics noted by Kahneman, Slovic and Tversky (1982) and Slovic et al. (2002), namely, representativeness, availability, anchoring and adjustment, and affect. To a lesser extent, the chapter considers what has been termed a two-system or dual processing approach. This approach involves an intuitive, “associative” mental system with rapid, essentially automatic assessment, and a more deliberative and rational but usually slower system. The latter may or may not override the more intuitive approach (Sloman, 2002). Various researchers have written of special-purpose heuristics long used by practitioners, but these have only recently become a major focus of attention.

Problems may arise in acquiring information including considerations related to availability, perception, the frequency of data presentation, the concreteness and vividness of information, and the order of presenting data. Availability biases may arise as a result of the ease with which people can recall specifics from memory. The content of the specifics also may influence assessments about their relative importance. Availability acquisition biases can lead to overestimation of the probability of well-publicized or dramatic events, especially recent ones, indeed, rising to what a number of analysts have referred to as “availability cascades.” An example of a prominent availability bias is the belief of most people that homicides, which are highly publicized, are more common than suicides. In fact, the reverse is true. Availability cascades can lead to costly overreactions, even in confronting serious problems. This seems to have occurred, for example, in the case of New York State’s Love Canal pollution tragedy of the 1970s, in which the illnesses and deaths of children received intensive but somewhat misleading coverage in the press and on television. Imperfect perception of data also can be serious and is accentuated by differences in educational background, life experiences, basic personality, and context. Efforts to grapple with problems are sometimes less successful than necessary because of reliance on data that are incorrectly perceived, leading to a focus on problems that differ from those actually confronted.

Biases in processing information may begin with incorrect understanding and incorporation of information, for example, about profitability and dividends. There may be a tendency to overvalue certainty, even the appearance of certainty, in which certainty characterizes only the second and conditional step in some two-stage sequences (Tversky and Kahneman, 2002). Another common occurrence is the tendency to ignore very low probabilities, especially of prospective natural disasters,  but then to act after their occurrence as if the probabilities of the events were temporarily higher than in actuality. Long Term Capital Management (LTCM), a major 1990s hedge fund, exemplifies another type of case. LTCM, which was advised by two Nobel laureate economists, made highly speculative investments and gambles, assuming that certain potentially adverse events were highly unlikely and not related to one another. In part, this illustrates a tendency to fail to recognize true probabilities because of the use of data from too short a time period. The same propensity applies to continuing overly optimistic predictions of security analysts, who often base their predictions on financial data from only a few recent years. Tversky and Kahneman (1982b) and Kahneman and Tversky (2000b) emphasize tendencies to overestimate low probabilities but also note that people sometimes ignore low probabilities. In both cases, this reflects the difficulty in evaluating low probabilities correctly.

Errors that arise in evaluating statistical relationships can lead to the selection of inappropriate heuristics. Among other factors, there are illusory associations or correlations, a tendency to attribute causality to correlations, inappropriate use of linear extrapolations, and incorrect approaches to estimating nonlinear extrapolations. In addition, there is often a failure to incorporate new information correctly in estimating probabilities, referred to as conservatism, and sometimes even to being consistent in incorporating new information. Frequently there is a tendency to seek feedback that confirms the results previously obtained rather than to attempt to find contrary evidence. Finally, humans find it difficult to apply criteria consistently. In some cases, models based on the enunciated criteria of experts are better predictors than the ongoing judgments of the same experts, as shown by Slovic (1972).

One stream of research on heuristics emphasizes attributes. For example, some attributes to which people may assign little importance, or about which they lack awareness, can still affect certain choices. This applies to some attitudes as well as attributes. The work on attributes has involved compensatory and non-compensatory decision rules. Kahneman and Frederick (2005) have written of attribute substitution, whereby people resolve difficult judgments by substituting conceptually or semantically related assessments that are simpler and more accessible. Nominal money estimates may figure in this category, insofar as they serve as a kind of heuristic, and can be reasonable measures in periods of low inflation. The other line of simplifying analyses has emphasized general heuristics such as representativeness, availability, anchoring and adjustment, and affect.


Representativeness 

Representativeness involves judgments of the likelihood of an event or identification, based on its similarity to a class of events or individuals. (Chapter 14 provides a more detailed discussion of the bias of representativeness.) As with the other general heuristics, there are no uniform guidelines on the degree to which representativeness affects judgments of likelihood. Use of the representativeness heuristic sometimes reflects a failure to take into account relevant “base-rate” information before a judgment is made or demonstrates a statistically invalid reliance on small samples (the so-called law of small numbers). In an early experiment (Kahneman and Tversky, 1982a, 1982b), participants appear to have ignored  base-rate data and focused on stereotyped characteristics in judging whether the profiles of those submitted were engineers or lawyers. There may be valid reasons for ignoring base-rate information, however. For example, stock selection depends much less on base-rate information of an industry than on other factors. Therefore, as Wärneryd (2001) explains, this source of bias appears to be less common in finance. Moreover, the past earnings of a company, though publicized as representative, may not provide much in the way of guidelines as the small print accompanying such earnings data usually states. Somewhat akin to the “law of small numbers” bias, the representativeness heuristic appears to underlie much reasoning by analogy.

Failure to allow for “regression toward the mean,” which is the reversion of outcomes toward computed averages, is another bias associated with representativeness. This has been revealed in numerous contexts, as in a study by Gilovich, Vallone, and Tversky (2002), that shows that most observers and most participants mistakenly believe in the “hot hand” in basketball. Continued belief in the “hot hand” surfaced in the 2006 NCAA March Madness when the virtually unrated George Mason University (GMU) basketball team defeated several teams with higher national rankings. GMU eventually lost in the semifinals as its shooting average declined, reverting toward the season’s mean.

Another major bias associated with representativeness is the conjunction bias, where someone or something is judged to be more probable than the larger group to which the person or matter belongs. Perhaps the most prominent example involves Kahneman and Tversky’s (1982a, 1982b, 2000b) experiment in which the participants identified Linda as a feminist bank teller even more than as a bank teller.

In the case of the representative and the availability heuristics, the weight of a stimulus or association is enhanced by response compatibility. The lack of response compatibility seems to be a major factor in explaining cases of preference reversal, reflecting what seems to be a lack of transitivity of preferences. An example of this is in the expression of preference for one option when the outcome is determined by probabilities, but the alternative option when price rather than probability is involved in determining the outcome (Tversky, Sattath, and Slovic 2000; Slovic, Griffin, and Tversky, 2002). The example refers to the Lichtenstein and Slovic (1971, 1973) laboratory and real life experiments. Those experiments showed that many individuals who preferred the low probability of a large sum of money to the high probability of a small amount, when given the opportunity to place a price on both options and sell the options, then assigned a lower price to the alternative that they had just indicated that they preferred. Heuristics dependent on probability do not always yield the same result as heuristics dependent on price. The degree to which this type of phenomenon presents itself is not yet clear.


Availability 

Availability, discussed above in considering access to information, is the heuristic reflecting the weight given to information in place of probability or frequency. That weighting is attributable to the ease of recall and the content of what is recalled. Availability may be due to some recent dramatic news event. In general, as Wärneryd (2001) notes, availability can be experience-based, memory-based,  or imagination-based. Unfortunately, there is no agreement as to what constitutes different degrees of availability or the weight that should be given to those differences in availability. One type of recognition of the importance of availability can be observed from the behavior of a successful mutual fund manager, who is supposed to have reflected that he tended to avoid stocks that most analysts and managers were celebrating because he was convinced that such “availability” increased the likelihood that the shares of those companies were overvalued. The tendency of investors to focus so overwhelmingly on national rather than international stocks, particularly until the mid-1990s, and to miss profitable opportunities abroad, probably reflects reliance on the availability heuristic. Perhaps the main bias of availability is due to its extreme lack of sensitivity to sample size; by its nature, information that is dramatically available may reflect a small sample.


Anchoring and Adjustment 

Anchoring and adjustment is a heuristic that involves adjustment from some starting point. The starting point may refer to recent data such as the current rate of inflation or economic growth, but often, the relevant starting point is much less known to those who make judgments. Indeed, the anchor may involve random data and even false data deliberately injected by individuals serving as “plants” hired by the organizers of experiments to respond with irrelevant numbers. Such situations affect the results of isolated experiments in a major way, but whether the results are indicative of what happens in many types of real-life situations is unclear. To the contrary, most individuals show considerable potential to learn from experience. Field experiments are only of limited help in this regard and are much more useful in dealing with the behavior of aggregates than individuals. There are real-world situations in which seemingly irrelevant data serve as the starting points of judgments. While there are no guidelines concerning the extent of adjustment to anchors, people in all walks of life frequently resort to anchoring and adjustment heuristics, particularly for unique events.


Overconfidence 

Many analysts maintain that use of heuristics, particularly the representativeness heuristic, tends to lead to unwarranted overconfidence (Kahneman, Slovic, and Tversky 1982; Kahneman and Tversky 2000a; Gilovich et al., 2002). Overconfidence seems to be a general phenomenon of human response, presenting itself even in assumptions about data such as the basic facts that constitute elements of the decision problem. Excess confidence makes people feel good and moves them to do things they might not otherwise have done. Overconfidence is sometimes attributable to an illusion of control and to exaggerating what can be expected from admittedly better-than-average capability and performance.

Overconfidence seems to be a common phenomenon. For example, evidence suggests that most people believe they are better-than-average drivers or citizens and that their children are better than average in many respects. Yet some express less confidence than warranted in some contexts. Both overconfidence and under-confidence may lead to decisions that are less than fully rational, whether they are “predictably irrational” or not (on the latter, see Ariely, 2008). Many analysts  have written of overconfidence, but Benoît and Dubra (2008) show that the claims and alleged proofs of overconfidence are not adequately supported. Support for the claims of overconfidence may be possible with the explanations of individuals in open-ended-in depth, interview-based studies. Chapter 13 provides a more extended discussion of overconfidence and Chapter 20 deals with open-ended, in-depth, interview-based studies.


Memory 

Problems with memory also introduce biases into heuristics. The difficulty of achieving accurate recall weakens what Tversky and Kahneman (2002) refer to as extensionality, encompassing conjunction situations like that involving Linda, the feminist bank teller, in which a category that strikes people most, actually is only a component of another larger category. Memory problems occur more frequently with some people and in some contexts more than others. Studies such as Kahneman (2000a, 2000b) indicate that people are inclined to assign a larger weight to their recall of initial and closing moments of an experience, and to underweight the rest. This represents an affective reaction more than a cognitive assessment. It is not that they overestimate those end moments but that they assign greater weight to them. All of this biases the recall that enters into the formation of heuristics, which may reflect a quasi-statistical but imperfect association, given the problems with memory.

There are times when the brain holds two conflicting thoughts at the same time. For example, one might believe that he is a good investor, but also be faced with poor investing performance. This uncomfortable feeling is referred to as cognitive dissonance. In order to reduce this discomfort, the brain alters its attitudes, beliefs, and even memory of events over time. Also, people tend to focus on news and information that confirms reduction of the dissonance and discounts information that increases it. The classic example from the psychology literature is smoking (Aronson, Wilson, and Akert, 2006). A widely accepted premise is that smoking causes lung cancer, shortened life, and a reduction in the quality of life. To reduce the conflict between the intelligent self-image and this knowledge, the smoker ignores and/or rationalizes this information.

People who view themselves as good investors will tend to pay more attention to information that confirms their views and discount news that refutes their views. This may cause investors to overestimate their past investment portfolio returns because they remember more clearly their successes than their failures. Goetzmann and Peles (1997) asked two groups of investors (members of the American Association of Individual Investors [AAII] and architects) about their past mutual fund investment returns. The authors compared the responses of these two groups to their actual returns and found that the AAII members overestimated their past returns by 3.4 percent while the architects overestimated by 6.2 percent. Clearly, they remembered much better performance than they actually earned. They also overestimated how they performed compared with the market benchmark. Glaser and Weber (2007) find that the difference between estimated return and actual return for German investors was more than 10 percent. They conclude that investors will have difficulty learning from their mistakes if they do not know or remember those mistakes.


Other Heuristics 

Much reasoning not involving complete calculation is characterized by a bias favoring status quo decisions (Kahneman, Knetsch, and Thaler 1991). Independent of the amount of calculation involved, the same also holds for much reasoning about decisions in which there is substantial uncertainty. This bias favoring the status quo appears to be particularly important in finance. Investors sometimes leave portfolios unmodified even after major changes in financial trends cause the relative shares of components to shift dramatically. More than a bias, this phenomenon now is also recognized as an automated choice heuristic—choosing by default (Frederick, 2002). Field experiments have shown that the default heuristic affects auto insurance choices, among others (Levitt and List, 2009). Moreover, employers have discovered that they can get individuals to increase their savings by using a default option, the option that prevails in the event that an individual does not make an active choice (Choi, Laibson, Madrian, and Metrick, 2004). Thaler and Benartzi (2004) show that substantially increasing savings is possible by postponing the decision but accepting a commitment to “Save More Tomorrow.” Many corporations have adopted this approach. Thaler and Benartzi refer to this program of automatic escalation of contributions as a choice-architecture program that was constructed with close reference to five psychological principles underlying human behavior (also see Thaler and Sunstein, 2008). The default option heuristic and the choice-architecture heuristic program represent particularly innovative approaches to decision making. Chapter 31 contains additional information related to retirement account saving.

Psychologists and economists have also been taking note of other general heuristics. Perhaps the most notable of these is loss aversion. Loss aversion was first observed as an anomaly in revealing the changing attitudes toward risk, according to whether gains or losses are involved. It refers to the tendency of individuals to value strikingly negative outcomes (such as bankruptcy) more than expected values that reflect the probabilities of those outcomes. (See also the discussion in Chapter 11.) Ambiguity aversion, the tendency to avoid choices with ambiguous as compared to just simply unknown information also comes to mind, though more as a bias in interpreting options.

Regret theory is another general heuristic (Loomes and Sugden, 1982), but one with mixed empirical support. This theory involves contrafactual and introspective thinking. It uses strategies to avoid the intense negative emotions that can arise from imagining a situation that would have been better had one decided differently. To the extent that regret theory guides investors, they are inclined to be more passive. Chapter 17 contains more on regret theory.

Analysts often conclude that heuristics or shortcuts to the search for solutions involve biases, which are large and often differ from one another. An exception to this is the work of Gigerenzer and the Max Planck Institute (see Gigerenzer et al., 2002; Rieskamp et al., 2006; Gigerenzer and Selten, 2001), which harks back to Simon (1957, 1982, 1986) and his insistence on procedural rationality within bounded rationality and, thus, on satisficing. For them, the emphasis on biases is misplaced. They maintain that aspects of the environment and prevailing context shape the nature of the heuristics; people search for and respond to cues. The best of the “fast and frugal” heuristics they develop (simple heuristics that require relatively little calculation effort) perform well in comparison with correlations,  multivariate analyses, and other objective measures. The fast and frugal approach offers possibilities for specific financial heuristics, particularly where there is considerable time pressure, but does not avoid the problem of biases. Indeed, the fast and frugal approach is subject to the bias of selecting overly familiar factors, and may not perform well in making judgments unless the rate of return is roughly comparable for the alternative options.

The solution for many problems requires more than a single heuristic. Such heuristics may take into account the type of decision making involved (sometimes referred to as the region of rationality), the particular context (clues from the environment, in the terminology of those involved in the fast and frugal program), and the likely importance of missing information. Data on heuristics and their biases (or the degree to which they fall shy of certain alternatives to resolving options, in the context of the fast and frugal program) should be recorded to be sure that they are adequately taken into account, and also so that there will be a better basis for improving the heuristics. Unfortunately, decision makers rarely record those data.

There are few published guidelines for determining biases. Fischoff (2002) outlines the best of what is publicly available and emphasizes the assessment of hindsight and overconfidence. He lists three categories of assumptions and strategies for dealing with the biases. Fischoff categorizes biases as attributable to the following: (1) faulty tasks (divided into unfair and misunderstood tasks); (2) faulty judges (divided into perfectible and incorrigible individuals); and (3) a mismatch between judges and tasks (divided into restructuring and education). The first of these may be the most useful for behavioral finance.

As strategies for dealing with unfair tasks, Fischoff (2002) suggests raising stakes, clarifying instructions/stimuli, discouraging second-guessing, using better response modes, and asking fewer questions. For misunderstood tasks, he proposes demonstrating alternative goals, semantic disagreement, the impossibility of a task, and overlooked distinctions. He also outlines strategies for dealing with faulty judges and for a mismatch between judges and tasks. Both Fischoff (2002) and Tetlock (2002) wrestle with the predictive use of heuristics, which emphasizes the need to be open to changes when predictions are not well borne out. That is something to which practitioners, who can profit from a good track record, should be particularly attentive. However, the finance community is often as reticent to modify or replace its heuristics as most other groups.

Some problems are so complex that they may not be solved in a reasonably efficient manner in the time available. Such problems lend themselves best to solution by an informal and unstructured approach: by pure intuition or by a kind of expertise that has been referred to as pattern recognition. The latter seems to be the way in which grand masters function in chess. Their situations involve alternatives that are not nearly as complex as those presented by the changes in expectations and uncertainty confronting leaders in business and public life. Yet, even finance experts have a mixed record with many having sensed economic patterns that have not been borne out in practice.


Some Final Words on Biases to Cognitive Heuristics 

A major issue in processing of information is how people frame information. Differences in framing change the weight given to certain factors and may draw  attention to different aspects of outcomes. Beyond that, large differences in response may be triggered by a positive as contrasted to a negative framing of the identical information, akin to what Tversky and Kahneman (1982a, 2000a) show. Trial lawyers and marketing managers have long recognized the potential of differences in framing. Traditionally, most classroom presentations in finance and economics have assumed that there is no such potential. This has begun to change, particularly with acceptance of the findings of many researchers (Kahneman et al., 1982; Gilovich et al., 2002).

Dubious recall of information and imperfect feedback can influence the evaluation of judgments and the degree to which decision makers use the same approach in the future. The presence of large numbers of options, even irrelevant options, can impede or distort judgment (Chapman and Johnson, 2002) perhaps more so when using certain heuristics than others. Hindsight bias is of considerable importance in matters such as finance. However, other factors also play a role such as the reliability of feedback and erroneous recall of reasoning processes. Another factor is the misunderstanding of chance fluctuations such as the “gambler’s fallacy.” According to this fallacy, observers raise their expectation for the appearance of an opposite occurrence (the appearance of “heads,” for example, after a succession of flips showing “tails,”) even though the probability of that outcome remains unaltered. The gambler’s fallacy may conflict with any tendency toward pattern recognition, noted above.


The Affect Heuristic 

An affect heuristic provides a first and almost automatic reaction to stimuli, often without consciousness, and tends to orient information processing and judgment. It is characteristic of what psychologists term the experiential system, which draws on past experiences. Based on their analysis of evidence from many studies, Slovic et al. (2002) indicate an affect heuristic incorporates images marked by positive or negative feelings that provide cues for judgment and decision making. Such imagery influences people’s preferences for visiting specific cities, their reaction to certain technologies, and their views favoring health-enhancing behavior. Of particular interest to behavioral finance is evidence cited by Slovic et al. (2002) showing that the imagery of affect heuristics manifests itself in an inclination for investing in new versus old companies, and in “growth” stocks. The precision of an affective impression influences judgments. Experiments show that respondents react more favorably to the probability of winning a lottery than to the actual monetary payoff. In general, when consequences have a strong affective sense, there is insensitivity to probability. Moreover, presenting a dominant proportion (e.g., four-fifths) is usually more influential in affecting people than a similar finding with respect to probability (0.8). Finally, regarding situations involving lives saved, the proportion saved seems to register even more than actual numbers.

The perception of risk is strongly linked to the degree to which a hazard evokes feelings of dread. This is a major factor in influencing decisions concerning the need for regulation. There is a negative correlation between the judgment of risk and benefit, particularly in the short run. In financial matters, this relationship holds for new but not for older companies. Affect-laden images of frequencies and individual cases weigh more heavily than probabilities. In addition, people  assess the perception of the risk of death to be much greater for those adversities highly reported in the media such as accidents, homicides, fires and tornados than for less publicized causes such as diabetes, asthma, tuberculosis, and stroke. Attitudes often play a more important role than economic and financial indicators in explaining the willingness to pay for a public good or the punitive damage awarded by juries.

Affective reactions may trigger cognitive reasoning but they also may undermine it. For example, the smiling faces in advertisements even for mediocre products can manipulate perceptions of values. Background music can increase interest even in similarly ordinary movies. Affective reactions seem to numb reasoning in some cases, as in the dangers from smoking, particularly where a lack of personal experience often makes it difficult to appreciate the likely effects on future health. Finally, Slovic et al. (2002) present evidence showing that a happy mood increases the likelihood of heuristic processing while a sad mood increases the likelihood of systematic processing. Statman, Fisher, and Anginer (2008) show that affect plays a significant role in the pricing of assets. They provide an analysis of the difference in the return to the portfolios of 587 U. S. companies reported in  Fortune as Admired or Spurned. Chapter 6 on emotional finance and Chapter 36 on mood provide additional material related to the affect heuristic.




SUMMARY AND CONCLUSIONS 

Heuristics are shortcuts that facilitate problem solving. They simplify calculations and substitute for more formal and complex measures that require knowledge of probabilities. Heuristics describe the decision-making process that people actually undertake, incorporating emotional factors as well as cognitive processes. Virtually all heuristics involve biases.

General-purpose heuristics have received the most attention. Among them are representativeness, availability, anchoring and adjustment, and the affect heuristic. In addition, most day-to-day activities require the application of special-purpose heuristics. Resolving many decisions requires more than a single heuristic.

Problems may arise in the acquisition and processing of information and in interpreting the results after using heuristics to arrive at decisions. Decision-maker experience may help reduce biases over time, but analyses show that the biases are relatively predictable and can be taken into account. The most common biases are attributable to loss aversion, lack of sufficient sensitivity to sample size, failure to allow for regression toward the mean, conjunction situations, overconfidence, undue anchoring, framing the information, and ignoring prior probabilities (base-rate data). The last of these is not as serious for finance as for many other areas of decision making. Problems with memory introduce biases into all heuristics.

Loss aversion, first noted as a major bias, can be regarded as a general heuristic as well. The status quo bias has also emerged as a heuristic—the default heuristic. Using the latter has been successful in increasing the saving of employees in normal times and has led to the construction of a related “automatic escalation” heuristic based on several psychological principles. The automatic escalation heuristic has proved to be even more successful than the default heuristic as a means of increasing employee savings and emphasizes the promise of heuristics for behavioral finance and macroeconomic public policy. Public and private institutions  have recognized other general heuristics. An increasing number of activity-specific heuristics have been devised, including some fast and frugal heuristics with minimal biases.

The cost and sometimes impossibility of undertaking optimizing calculations lead to shortcuts when making decisions. General heuristics can often be thought of as strategies and have been subjected to much analysis. Considerations such as the nature of the biases involved affect choices among the context-specific heuristics that might be used. Decision makers often require heuristics of both types to resolve problems in areas such as finance.

The lack of a satisfactory theory of heuristics manifests itself in the sometimes offsetting nature of the tendencies and biases of various heuristics, as noted in the analyses that led to recognition of preference reversal. The problem is compounded when it becomes essential to use more than two heuristics to deal with decisions, and often when the context and environment change as well. Unfortunately, different heuristics can lead to different results. How to take these factors into account is a task that remains relatively unresolved although exceptional familiarity with context and environment can help. Familiarity with the details of history can also be valuable because some heuristics owe their existence to evolutionary explanations. As an example of the importance of familiarity with context, consider the observation of some financial analysts that the implications of mark-to-market models may differ from one class of assets to another.

The importance of constructing heuristics rather than just accepting long-held, largely intuitive heuristics derives from the fact that people often make quick intuitive judgments to which they are not deeply committed. In some cases, these individuals concede they were mistaken. To the extent that there is to be more attention to the construction of heuristics, this points to the importance of debiasing criteria. Beyond that, it argues for increased training and refresher courses in probability and statistics in order to add more of such reasoning to underlying intuitive inclinations.




DISCUSSION QUESTIONS 

1. Explain whether heuristic judgments are the same as intuitive judgments.
2. Why are people paying so much attention to calculation shortcuts such as heuristics (rules of thumb) today, given that they have always existed?
3. How can incorporating emotional factors, as with the affect heuristic, help in determining choices that are better by rational standards?
4. If the nature of biases is so important, why are there only limited guidelines for dealing with them, particularly with respect to the guidelines for the specific heuristics required for most day-to-day judgment and decision making? Why are so few researchers focusing on this?
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INTRODUCTION 

Behavioral finance studies typically identify and describe market price anomalies and individual decision biases. Unfortunately, such descriptions of behavior do not  explain the causes of behavior, and as a result they have not proven amenable to generalization or predictive modeling. Neuroeconomic research illuminates the fundamental biological and psychological mechanisms that underlie the emergence of individual biases, irrational behavior, and collective buying and selling decisions. Using research tools and techniques borrowed from the field of neuroscience, neuroeconomists are gaining the necessary insights to build comprehensive economic models of human economic behavior and decision making.

Several fields of study contribute to and are advanced through neuroeconomics research including neuroscience, economics, psychology, decision science, psychiatry, neurology, sociology, evolutionary biology, and law and ethics. Neuroeconomics is not a separate field so much as a set of experimental techniques and tools that have been adopted by practitioners in many other fields to investigate questions of central interest.

Neuroeconomics experimentation is defined by the use of the scientific method to identify drivers and modifiers of choice behavior. Experimental apparati including neuroimaging and behavioral monitoring equipment are frequent tools of choice in such research. The use of neuroscientific research tools allows economists to look at the fundamental biological drivers of decision making. In particular, many economists are interested in investigating the origins of nonoptimal decision making.

Open economic and financial issues addressed by neuroeconomics range from the mechanistic details of everyday consumer choices to overarching questions of policy and morality. Recent research includes advances in our understanding of how mental processes underlie: (1) financial risk taking; (2) the utility function and valuation; (3) expectation formation; (4) the process of learning; (5) information interpretation, such as under conditions of framing, reference points, and affective loading; (7) probability assessments; (8) social influences on choice; and (9) reciprocity, altruism, and morality. As you can see by the list above, the range of  practical and philosophical investigations undertaken by neuroeconomists is wide. As a result of this breadth and novelty, the reliability of research findings can vary. Reproducible experimental research depends on the reducibility of complex problems into testable hypotheses in a controllable experimental environment, which is time-consuming and complex. Neureconomists are incrementally advancing the  science of economics and decision theory through ingenious experimental design and deliberate testing of defined hypotheses.

This chapter primarily describes the progress neuroeconomists have made in contributing to our understanding of financial risk taking (including concepts of utility, emotional priming, probability assessments, and reference points) and social influences on financial choice (including moral concepts such as reciprocity, cooperation, trust, and revenge). As such, the remainder of the chapter consists of four sections: neuroscience primer, research methods, decisions and biases, and summary and conclusions.




NEUROSCIENCE PRIMER 

The human brain evolved over millenia by navigating our ancestors successfully through self-preservation and reproduction. The brain is well designed for efficiently perceiving and interpreting information, successfully competiting in a social hierarchy, and achieving beneficial goals while avoiding danger. The human brain evolved to optimally interface with a stone-age world where dangers and opportunities were largely immediate and social interactions were limited to other members of a hereditary clan. The stone-age human brain is not optimized for managing many of the informational complexities of modern economic decision making. It is possible that many of the biases identified in behavioral finance are traceable to the brain’s evolutionarily biology.

There are many levels of function in the brain, from the microscopic actions of individual molecules to broad communications between lobes. At a molecular level, neural activity is driven by neurochemicals, small electrical currents, genetic (protein) transcription, and the epigenetic cellular milieu. On the anatomical level, there are neural circuits that cross brain regions and give rise to complex thoughts and behaviors. The complex interdependence of the micro- and macro-mechanisms of brain activity underpin a complete neurological understanding of the brain.

In the neuroeconomic academic literature, findings of interest typically reference significant statistical correlations between subject biology (e.g., genetic endowment, neural activations, and personality traits) and behavior (e.g., stated preferences, buying and selling decisions, and observed behavior). To neuroeconomists, changes in neurophysiology (e.g., fluctuations in blood flow, electrical activity, neurotransmitter activity, and cellular metabolism) and aberrations in neuroanatomy (e.g., brain lesions or structures, hormone levels, and neurotransmitter receptors) are of interest in their relation to economic and strategic decision making. Understanding the implications of neuroeconomic research first requires an appreciation of basic neurobiology.


The Triune Brain 

The brain can be conceptualized as having three major anatomical divisions of interest. Each division is like the layer of an onion, with complex processes such as analytical decision making in the outer layer, motivations, emotions, and drives arising from the middle layer, and life-sustaining physiological processes originating in the innermost core. This conceptual schema is termed the “triune” brain (MacLean, 1990).

The outer layer is called the cortex, which is the brain’s logistical center. It is the director of executive function and motor control. The part of the cortex called the prefrontal cortex is of most interest to this chapter. The prefrontal cortex is involved in abstract thinking, planning, calculation, learning, and strategic decision making (Prabhakaran, Rypma, and Gabrieli, 2001). One part of the cortex, called the insular cortex, is evolutionarily distinct from the neocortex. When using the word cortex,  this chapter broadly refers to the neocortex and the prefrontal cortex, but excludes the insular cortex, which is considered an evolutionarily older part of cortex and anatomically part of the brain’s limbic system.

The brain’s limbic system is the emotional driver of the brain. The limbic system is the source of primitive motivations and emotions including fear and excitement. Both the cortex and the limbic system are displayed in Exhibit 5.1. The third division of the brain is called the midbrain (also know as “the reptilian brain”). The midbrain manages the body’s basic physiological processes, including respiration, wakefulness, and heart rate, and it will not be discussed further in this chapter.

Traversing the three “layers” of the brain are neuronal pathways that deliver, integrate, and process information. In particular, two pathways have been found highly relevant to financial decision making. Since the time of Aristotle, scientists and philosophers have loosely hypothesized the existence of two major brain functions that are fundamental to almost all human behavior—the reward approach  (pleasure-seeking) and the loss-avoidance (pain-avoidance) systems (Spencer, 1880). These two motivational systems can be activated or deactivated independently. When people face potential financial gains or losses, one or both of these systems may be utilized in the process of decision making. This chapter will present a review of empirical evidence of the direct link between brain activation specific to these two systems, affective (emotional and feeling) states, and financial decision making.

Exhibit 5.1 A Depiction of the Whole Brain.
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The Reward System 

Perceiving a potential reward in the environment sets the brain’s reward approach system into action. Overall, the reward system coordinates the search for, evaluation of, and motivated pursuit of potential rewards. The neurons that carry information in the reward system transmit signals primarily via the neurotransmitter dopamine. The reward system lies along one of the five major dopamine pathways in the brain, the meso-limbic pathway (as shown in Exhibit 5.2), which extends from the base of the brain, through the nucleus accumbens (NAcc) in the limbic system to the gray matter of the frontal lobes (MPFC) and the Anterior Cingulate Gyrus (ACG) (Bozarth, 1994).

Dopamine was historically called the “pleasure” chemical of the brain. Dopamine has more recently been found to play a role in attention, mood, learning, motivation, and reward valuation and pursuit (among other functions). People who are electrically stimulated in brain regions with high concentrations of dopamine terminals report intense feelings of well-being (Heath, 1964). The dopaminergic pathways of the reward system are activated by illicit drug use. Dopamine activity in the reward system appears to correlate with subjective reports of positive feelings (Knutson, Adams, Fong, and Hommer, 2001).

The reward system facilitates the rapid assessment and valuation of potential opportunities and threats in the environment. Of course, many items and goals are perceived as valuable, including pleasant tastes (especially fatty, sweet, and salty foods) (O’Doherty, Dayan, Friston, Critchley, and Dolan, 2003), sex appeal (Karama, Lecours, and Leroux, 2002), generosity (Rilling, Gutman, Zeh, Pagnoni, Berns, and Kilts, 2002), status symbols, such as luxury goods and sports cars (Erk, Spitzer, Wunderlich, Galley, and Walter, 2002), laughing (Mobbs, Greicius, Abdel-Azim, Menon, and Reiss, 2003), and revenge and the punishment of deviants (de Quervain, Fischbacher, Treyer, Schellhammer, Schnyder, Buck, and Fehr, 2004). These valued events all activate the brain’s reward system.

Exhibit 5.2 A Depiction of the Brain’s Reward System.
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The personality trait of extraversion is characterized by both reward-seeking and sociability (e.g., gregariousness). Neuroscience researchers find that activation of the brain’s reward system is positively correlated with extraversion scores (Cohen, Young, Baek, Kessler, and Ranganath, 2005). Additionally, Cohen et al. report that the presence of the dopamine D2 receptor A1 allele correlated both with the personality trait extraversion and the strength of reward system activation when receiving financial rewards.

Hypoactivation or desensitization of the reward system results in a propensity to feel apathetic, have low energy, and engage in compensatory excitement and novelty-seeking financial behaviors such as pathological gambling and compulsive shopping. Short-term gains energize dopamine flow in the reward circuit.


Loss Avoidance 

A second fundamental motivational circuit governs “loss avoidance.” The “loss-avoidance system” is activated when the brain recognizes potential threats or dangers in one’s environment. Anxiety, fear, and panic are emotions that arise from the loss-avoidance system, and pessimistic and worried thoughts are the cognitive sequelae of loss system activation.

The brain’s loss-avoidance system is less defined than the reward system. It runs through several regions of the brain’s limbic system, in particular, the amygdala and the anterior insula. Its activity is mediated by serotonin and norepinephrine (among other neurotransmitters) and can be modulated with antidepressant medication such as selective serotonin reuptake inhibitors (SSRIs). Acute activations of the loss-avoidance system lead to the subjective experience and physiological signs of anxiety (Bechara, Damasio, and Damasio, 2000).

Activation of the brain’s loss system results in stress, anxiety, disgust, pain, and even panic. The behavioral bias of loss aversion is fueled by fears of disappointment and regret, and appears to arise from amygdala activation (DeMartino, Kumaran, Holt, and Dolan, 2009). The anterior insula is an area of primitive cortex that governs the experiences of disgust, pain, and loss (Wright, Shapira, Goodman, and Liu, 2004). Anterior insula activation precedes excessive risk aversion in one investment experiment. The physical and mental effects of stress are generated by hormonal and chemical pathways in the loss-avoidance system.

Loss system activation affects the entire body through bloodstream hormone and neurotransmitter release. The perception of a threat activates the hypothalamus-pituitary-adrenal axis (HPA axis), which results in stress hormone and epinephrine (“adrenaline”) secretion into the bloodstream. The body’s sympathetic nervous system (SNS) prepares the whole body for the “fight-or-flight” response to danger with nerve signals transmitted to every major organ system.  When under threat and experiencing fear, signs of SNS activation include trembling, perspiration, rapid heart rate, shallow breathing, and pupillary dilation. The SNS is also responsible for the physical signs and symptoms of panic. As discussed later in the chapter, the experience of market volatility raises cortisol (a stress hormone) levels in traders (Coates and Herbert, 2008).

Chronic activation of the loss-avoidance system is indicated by the personality trait of neuroticism (Flory, Manuck, Mattews, and Muldoon, 2004). Neuroticism is characterized by risk aversion. The prevalence of neuroticism has been weakly associated with the short form (s-allele) of the serotonin transporter gene, which leads to a decrease in serotonin sensitivity (Arnold, Zai, and Richter, 2004).

The brain’s insula is involved in the anticipation of aversive affective and noxious physical stimuli (Simmons, Matthews, Stein, and Paulus, 2004) and in selective disgust processing (Wright et al., 2004). Paulus, Rogalsky, Simmons, Feinstein, and Stein (2003) show that insula activation is related to risk-averse decision making. Paulus et al. report that insula activation was significantly stronger when subjects selected a “risky” response versus selecting a “safe” response in an experimental task. Second, the researchers find that the degree of insula activation is related to the probability of selecting a “safe” response following a punished response. Third, the degree of insula activation is related to the subjects’ degree of harm avoidance and neuroticism as measured by personality questionnaires.

Because the reward and loss systems influence thought and lie beneath awareness, they often direct behavior automatically through subtle (and overt) emotional influences on judgment, thinking, and behavior. Fortunately, investigators have a number of tools for assessing the health of the brain’s reward and loss-avoidance systems.




RESEARCH METHODS 

Researchers use a variety of sophisticated tools to investigate how the brain works. In most cases, neuroeconomists’ key findings are established by identifying population (group) effects, key individual differences in decision making, and via manipulation of the information and frame of a decision task.

Neuroimaging is perhaps the most widely used technology for understanding decision making among neuroeconomists. Most of the neuroimaging studies cited in this chapter use functional magnetic resonance imaging (fMRI). Using fMRI allows researchers to visualize changes in oxygenated blood flow, which serves as a proxy for brain metabolism. fMRI can yield resolution of brain voxels as small as 1 × 1 × 1 millimeters over time intervals of one second. Positron emission tomography (PET), which is an alternative neuroimaging technique to fMRI, has a larger spatial resolution of approximately 3 × 3 × 3 millimeters and can detect changes in glucose metabolism and blood flow only when a radioactive tracer has been injected into the subject. Other, less widely used imaging techniques include Magnetic Resonance Spectroscopy (MRS), electroencephalogram (EEG), and optical tomography (a brain activity monitoring technique using infrared light). Since the mid-1990s, fMRI has become the most common neuroimaging technique due to its low invasiveness, lack of radiation exposure, and relatively wide availability.

Other investigative technologies include genetic tests, behavioral measures, subjective reports, psychological tests, hormone assays, and electrophysiology. Electrophysiology involves measurements of heart rate, blood pressure, galvanic skin response (sweating), and other physical variables, many of which are indicators of reactive brain activation in limbic and midbrain regions. Pupillary eye measurements allow researchers to directly monitor the activity of the sympathetic nervous system (SNS). The SNS is involved in the “fight-or-flight” panic response.

Electromyograghs (EMGs) measure electrical activity during muscle contraction. When EMGs are used on facial muscles, very subtle states of happiness and concern can be measured. For example, analysts who are excited about an investment idea may have greater activation of their zygomatic facial muscles when they talk about that investment. The zygomatic muscles control smiling. The frontalis muscle on the forehead is activated by concern, revealed in a furrowed brow, and may be more active in traders during stressful market volatility.

In the 1970s and 1980s, many decision-making researchers used electroencephalograms (EEGs) for experimentation. An EEG is a test used to detect fluctuations in the electrical activity of the surface of the brain’s cortex. EEGs are often used clinically to diagnose seizures. Some psychotherapists use EEGs for emotional biofeedback (so called “neurofeedback”).

Single-neuron recording techniques are physically invasive and are performed primarily on monkeys and rats. Such techniques have allowed researchers to model the activity of tiny neuronal bundles, including those used while computing the expected value of various decision options (Glimcher, 2003). Genetic sequencing technologies such as the polymerase chain reaction (PCR) have revealed that genes correlate with prominent personality and behavioral traits, including financial risk taking. Assays of blood, saliva, and cerebrospinal fluid allow researchers to measure hormones (such as those mediating trust, aggression, and the stress response) and neurotransmitters (including those involved in impulsiveness), although using current techniques saliva can only be used to measure stress hormones and for gene collection.

A research technique most often used by neurologists is the study of patients with specific brain lesions. This technique caught the interest of behavioral economists in the mid-1990s. Small brain lesions secondary to focused strokes or tumors can cause isolated impairments. These impairments provide information about the function of specific brain regions.

Manipulations of diet, including dietary restrictions (e.g., of branched amino acids to lower endogenous tryptophan levels), and administration of exogenous chemicals such as medications, foods, vitamins, hormones, and intoxicants (benzodiazepines, amphetamines, cocaine, THC, and alcohol) significantly affect financial decision making through known neural mechanisms.

Standard psychological research tools such as self-report surveys, behavioral observation (most neuroeconomic experiments attempt to correlate behavioral observation with neural or hormonal activity), personality testing, and other specific psychometric instruments including affect, depression, anxiety, psychoticism, impulsivity, and intuition rating scales are widely utilized by neuroeconomists. Additionally, psychological states such as anticipation, deliberation, learning, updating, and calculation can be measured and observed using neuroimaging techniques such as fMRI.

A newer approach to monitoring individual states of arousal is layered voice analysis (LVA), which can measure stress in the voice. Textual analysis of one’s stated preferences or affects may also be a useful technique in measuring and quantifying attitudes, beliefs, and affect states in written documents or transcripts of audio recordings. Neuroeconomic experiments often attempt to draw conclusions about the decision-making process, typically via correlations of observed biological markers with behavioral outcomes. To address the criticism that “correlation is not causation,” many neuroeconomists are working on behavioral prediction, and many of the studies cited in this chapter utilize predictive techniques.

Neuroeconomic research relies on experimental designs that elicit value-based decision making. Money is a useful experimental tool because it can be used as both an incentive and a punishment, and it is scalable and universally valued. Besides money, many experiments use consumer products as performance incentives. In prospective studies, the actual spending, purchasing, borrowing, and portfolio activities of subjects is monitored over time in order to investigate short-term influences and long-term outcomes.




DECISIONS AND BIASES 

Numerous factors bias individual financial decisions on each anatomical level of brain function. Genetic influences appear to have substantial and profoud effects on financial risk taking. On the molecular level, ingested chemicals such as medications, drugs of abuse, herbs, and foods can alter financial decision making via their alterations of the intracellular environment. On the anatomical level, fMRI studies have demonstrated that the style of information presentation, establishment of reference points, and framing effects all alter financial decisions, as predicted by shifts in oxygenation in cerebral blood flow in the brain’s limbic system. Some key neuroeconomic studies are reviewed in this section.


Medications and Drugs of Abuse Alter Financial Risk Taking 

If decision making is dependent to some extent on the brain’s underlying neurochemical milieu, then dietary changes, medications and illicit drugs, exercise, and other techniques shown to alter the brain’s neurochemical activity might affect decision making. Numerous studies have been performed with medications, which are easy to administer and monitor. Researchers have identified medications that directly alter risk/return perceptions in behavioral experiments. This should not be surprising when considering that anxiety disorders, which are successfully treated by many pharmaceuticals, are disorders of risk perception.

Rogers, Lancaster, Wakeley, and Bhagwagar (2004) report that a common high blood pressure medication in the beta-blocker family decreased experimental subjects’ discrimination of potential financial losses during a risky task.

Drugs of abuse have also been demonstrated to affect financial decisions. Researcher Scott D. Lane designed an experiment in which subjects were given a choice between a certain but low-value positive expected value option ($0.01) or a zero expected value option with high return variability (the risky option). THC-intoxicated subjects preferred the risky option significantly more than control subjects who had been administered a placebo (Lane, Cherek, Tscheremissine,  Lieving, and Pietras, 2005). If they lost money after selecting the risky option, THC-intoxicated subjects were significantly more likely to persist with the risky selection, while controls were more likely to move to the positive expected value option. Lane, Cherek, Pietras, and Tcheremissine (2004) report a similar preference and persistence with the risky option in alcohol-intoxicated subjects as compared to controls.

Deakin, Aitken, Dowson, Robbins, and Sahakian (2004) show that a dose of the benzodiazepine Valium increased the number of points wagered in a risk-taking task only in those trials with the lowest odds of winning but the highest potential payoff. Lane, Tcheremissine, Lieving, Nouvion, and Cherek (2005) report that administration of the benzodiazepine Alprazolam produced increased selection of a risky option under laboratory conditions. Interestingly, the strength of a subject’s risk-seeking personality traits may be predictive of acute drug effects on risk-taking behavior. The above studies illustrate that common chemical compounds, such as medications and intoxicants, can alter an individual’s propensity toward risky choice.


Financial Risk Taking and the Reward and Loss-Avoidance Systems 

Neuroeconomists have made headway in changing the consensus conception of risky decision making. In particular, several biological and psychological states have been found to increase the likelihood of “excessive” risk taking.

The roles of the reward and loss-avoidance systems in portfolio choices and investment errors are demonstrated in a 2005 study published by Kuhnen and Knutson. The goals of their study were twofold: (1) to determine whether anticipatory brain activity in the NAcc and anterior insula would differentially predict risk-seeking versus risk-averse choices, and (2) to examine whether activation in these regions would influence both suboptimal and optimal choices. The Kuhnen and Knutson (2005) study finds that while NAcc activation preceded both risky choices and risk-seeking mistakes, anterior insula activation preceded both riskless choices and risk-aversion mistakes. These findings are consistent with the hypothesis that NAcc activation represents gain prediction (Knutson, Fong, Adams, and Hommer, 2001), while anterior insula activation represents loss prediction (Paulus et al., 2003). Therefore, the results indicate that above and beyond contributing to rational choice, anticipatory neural activation may also be a predictor of impending irrational choice. Thus, optimal financial decision making may require a delicate balance—recruitment of distinct emotion-generating anticipatory mechanisms may be necessary for taking or avoiding risks, but excessive activation of one mechanism or the other may lead to mistakes.

Overall, the authors findings suggest that risk-seeking choices (such as gambling at a casino) and risk-averse choices (such as buying insurance) may be driven by two distinct neural mechanisms involving the NAcc and the anterior insula. The findings are consistent with the notion that activation in the NAcc and the anterior insula, respectively, index positive and negative anticipatory affective states, and that activating one of these two regions can lead to a shift in risk preferences. This may explain why casinos surround their guests with reward cues (e.g., inexpensive  food, free liquor, surprise gifts, and potential jackpot prizes)—anticipation of rewards activates the NAcc, which may lead to an increase in the likelihood of individuals switching from risk-averse to risk-seeking behavior.

Researchers find that such “racy” environmental cues do in fact increase financial risk taking. Seeing a sexy picture activates the NAcc and makes subjects more likely to take a lower expected value gamble (Knutson, Wimmer, Kuhnen, and Winkielman, 2008a). Furthermore, having experienced a recent “win” in an investment simulation predict that subjects will be likely to take an “irrational” risk as compared to a Bayesian-optimal decision (Kuhnen and Knutson, 2005). Recent gains as a result of risk taking and emotionally exciting “primes” activate the reward centers and lead to further increased risk taking.

Knutson, Wimmer, Rick, Hollon, Prelec, and Loewenstein (2008b) identify two clear predictors of purchasing. Activation of the NAcc demonstrated “liking” of consumer products, which predicted buying. This makes sense—consumers will pay more for items that they like. However, perceiving that a consumer item is “cheap” or “on sale” leads to activation of the MPFC, which further predicts buying behavior (Knutson, Rick, Wimmer, Prelec, and Loewenstein, 2007). Thus, individuals may be driven to buy consumer products that they do not necessarily like if they believe that such items are “a good deal.”

In the financial markets, genetic markers have been found that predispose individuals to higher levels of risky financial decision making and susceptibility to framing effects. In one genetic study, subjects who have the DRD4 gene 7-repeat allele take 25 percent more risk in an investment task, while those with two copies of the short serotonin transporter gene (5-HTTLPR s/s) take 28 percent less risk (Kuhnen and Chiao, 2009). Neuroeconomists have also found alterations in risk taking over the lifespan, with age-related changes in financial risk taking (Mohr, Li, and Heekeren, 2009). For example, as a presumed result of the biological changes that accompany early life experiences and changes in dopaminergic and serontonergic transmission over the lifespan, the saving and investment patterns of people who came of age during traumatic economic events (e.g., the Great Depression or periods of low stock returns) are different from those who did not (Malmendier and Nagel, 2009).

While genetic factors appear to have a life-long influence, developmental influences such as family and childhood experiences have a significant effect on lifelong behavior. However, developmental influences have been found to diminish over time if individuals learn from their own lifetime investment experiences.


Loss Aversion 

Several neuroeconomists have investigated the tenets of prospect theory (see Chapter 11), with examinations of the neural correlates of loss aversion, reference point setting, and the endowment effect.

Neuroeconomists find that some investors are more susceptible to the disposition effect (taking excessive risk in the realm of losses; see Chapter 8) and that this increased susceptibility can be traced to specific neural activations. Personality studies identify individuals with high neuroticism scores as having more reactive anterior insulas in the context of experiencing losses. When personality testing and  neuroimaging are employed in tandem, the accuracy of predicting which individuals will exhibit risk seeking in the realm of losses may increase.

Neuroscientists in London designed an experiment that used framing to elicit the neural process underlying loss aversion. In an fMRI study at University College London, Benedetto De Martino recruited 20 men and women to undergo three 17-minute brain scans. At the start of each trial, the subjects were given English pounds worth about $95. They were then asked to make a choice between receiving a certain outcome (a gain or a loss) and taking a gamble. The gamble they could accept was a simple 50-50 bet in which they wagered a predefined amount of their money. The gamble’s expected value was equivalent to that of the certain option, so there was no financial reason subjects should show a preference for either the certain outcome or the gamble (De Martino, Kumaran, Seymour, and Dolan, 2006).

When the choice was framed as a decision between “keeping” a certain amount of money and gambling, most participants chose to “keep” their money. For example, told they would “keep” 40 percent of the starting sum if they chose not to gamble (as in “Keep $38”), the volunteers typically played it safe, choosing to take the 50-50 gamble only 43 percent of the time. When told they would “lose” 60 percent of their initial pot if they did not gamble, they took the risk 62 percent of the time, even though the gambles always had the same expected value as the certain option. Interestingly, De Martino et al.’s (2006) results provide evidence that loss aversion is induced by the language used to frame a risky choice.

The subjects had the odds explained to them in detail before the experiment, and they knew that the probabilities in each situation were identical. Nonetheless, the language altered their decisions: “Keep $38” put them in a gain frame, and “Lose $38” induced a loss frame. When succumbing to loss aversion, the subjects’ amygdalas (stimulated by danger) activated vigorously. When participants resisted the framing effect, the orbitofrontal cortex (involved in integrating emotion and reason) and the anterior cingulate cortex (responsible for sorting out internal conflicts) both activated. Vegano (2006, p. D4) notes that De Martino said, “We found everyone showed emotional biases, more or less; no one was totally free of them.” Four of the study participants acknowledged that they had been inconsistent in their decision making, choosing according to the frame rather than the odds, and in explanation they said, “I know, I just couldn’t help myself,” according to De Martino (Vergano, p. D4).

In a subsequent fMRI study, De Martino, Kumaran, Holt, and Dolan (2009) demonstrate that two distinct neural circuits activated in response to expected value computation (reference point-independent values) and value computation that was distorted by a reference point (in this case, ownership, as seen in the endowment effect). Their results show that activity in the orbitofrontal cortex and dorsal striatum tracked parameters such as expected value. In contrast, activity in the ventral striatum indexed the degree to which stated prices were distorted with respect to a reference point.

Knutson et al. (2008b) identify the right anterior insula as the brain structure whose activation is most predictive of the endowment effect (see Exhibit 5.3). When the potential pain of losing an endowed item (via selling the item) is experienced by an individual more acutely (seen in their greater activation of the right anterior insula), then they are more likely to exhibit the endowment effect (demanding a much higher sale price).

Exhibit 5.3 An Illustration of Several Structures in the Brain’s Loss Avoidance System.
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As would be expected if a human brain evolved from those of other primates, capuchin monkeys are susceptible to loss aversion and the endowment effect (Chen, Lakshminarayanan, and Santos, 2006). Furthermore, loss aversion is not age-dependent. Human children, while unable to express gambles in terms of expected value, also demonstrate loss aversion, with no age-diminishing influence through college (Harbaugh, Krause, and Vesterlund, 2002).


Intertemporal Choice and Impulsivity 

In experiments, most subjects discount future rewards, pursuing smaller, sooner rewards rather than waiting for larger, later ones, thus sacrificing a rate of return on their money far greater than any they could earn via an average investment. The fact that most individuals “leave money on the table” by seeking rewards immediately rather than waiting has prompted inquiry from neuroeconomists into the mechanisms by which such discounting occurs.

Samuel McClure, a neuroscientist at Princeton University, performed a brain-imaging experiment with colleagues on volunteers engaged in a time discounting task. Subjects were given several decision pairs between which they were asked to state their preference. For example, they could choose between an Amazon.com gift certificate worth $20.28 today and one worth $23.32 in one month. In a longer-term example, they asked subjects to, for example, choose between $30 in two weeks and $40 in six weeks (McClure, Laibson, Loewenstein, and Cohen, 2004).

McClure et al. (2004) find that time discounting results from the combined influence of two neural systems. Limbic regions drive choices in favor of immediately available rewards. The frontal and parietal cortices are recruited for all choices.  These two systems are separately implicated in emotional and cognitive brain processes, and there appears to be a competition between the two systems during discounting-type decisions, with higher limbic activation indicating a greater likelihood that immediate gratification will be pursued.

McClure et al. (2004) also find that when experimental subjects choose larger delayed rewards, cortical areas such as the lateral and prefrontal cortex show activity enhancement. These brain regions are associated with higher-level cognitive functions including planning and numerical calculation. McClure’s theory is supported by a finding that in prisoners the cortical regions activated by delayed gratification are thinned. This may explain why their decisions are more often shortsighted than others’ (Yang, Raine, Lencz, Bihrle, LaCasse, and Colletti, 2005). According to McClure et al. (p. 506), “Our results help to explain why many factors other than temporal proximity, such as the sight or smell or touch of a desired object, are associated with impulsive behavior. If limbic activation drives impatient behavior, it follows that any factor that produces such activation may have effects similar to that of immediacy.” According to McClure et al., immediacy in time may be only one of many factors that, by producing limbic activation, engenders impatience and impulsive action.

Researchers have identified that temporal discounting may be a result of dual competing valuation mechanisms in the brain. In one circuit, the reward system values the magnitude of potential gains, while in the other network, the dorsolateral prefrontal cortex and other structures deactivate in response to the delay that must be experienced (Ballard and Knutson, 2009).

The delay of a potential reward introduces uncertainty. Uncertainty decreases financial risk taking, especially when it is associated with ambiguity in payout probability or outcome magnitude, and the difference between uncertain versus ambiguous financial risks can be seen and tracked in neural activation patterns (Hsu, Bhatt, Adolphs, Tranel, and Camerer, 2005).

Beyond impatience for financial rewards, a study of dieting found that gastronomic impulse control appeared to be based in circuitry shared with financial prudence. Based on a study of dieters, self-control appeared to be biologically modulated by a value signal encoded in ventromedial prefrontal cortex (vmPFC). Exercising self-control involved the modulation of that value signal by the dorsolateral prefrontal cortex (DLPFC) (Hare, Camerer, and Rangel, 2009).


Trust, Morality, and Altruism 

Issues of trust and reciprocity are explored in experiments involving the dictator game, the trust game, and the prisoner’s dilemma. These studies shed light on the nature of individual morality (such behaviors as fairness, generosity, altruism, and punishment) in financial decision making.

The ultimatum game is commonly used to study generosity, fairness, and punishment. Paul Zak at Claremont Graduate University has performed extensive experimentation using the ultimatum game and biological assays (blood hormone monitoring), personality testing, and medication administration (oxytocin). In the ultimatum game, a subject (the Proposer) is given a monetary sum to split (or not) with a second player (the Responder). After the Proposer presents the split offer to the Responder, the Responder may accept or reject it. If the offer is rejected, then  neither player receives money. If accepted, then each player receives their share of the proposed split.

Several amino acids, neurotransmitters, and hormones have been shown to alter generosity and rejection in the ultimatum game. The key protein mediator of generosity appears to be oxytocin. In one study, Zak, Stanton, and Ahmadi (2007) discover that administration of oxytocin intranasally led to increased generosity in the ultimatum game. In a related study, Morhenn, Park, Piper, and Zak, 2008) find that delivering a massage before the ultimatum game led to more generous offers and that physical contact such as massage increases blood oxytocin levels. In a subsequent study by Barraza and Zak (2009), participants rate the emotions they experience and then play a $40 ultimatum game to gauge their generosity. The researchers find that empathy ratings are associated with a 47 percent increase in oxytocin from baseline. They also report that the empathy-oxytocin response is stronger in women than in men. Higher levels of empathy are also associated with more generous monetary offers toward strangers in the ultimatum game. Oxytocin may be a physiologic signature for empathy, and empathy may mediate generosity.

Besides oxytocin, the neurotransmitter serotonin appears to have a role in generosity. One technique for lowering the brain’s serotonin levels is dietary restriction of amino acids. As Crockett, Clark, Tabibnia, Lieberman, and Robbins (2008) find, participants who had dietarily depleted 5-HT (serotonin) levels rejected a greater proportion of unfair offers, but not fair offers, without showing changes in mood, fairness judgment, basic reward processing, or response inhibition during an ultimatum game.

Anatomical changes also affect generosity and rejection. Research shows that damage to the ventromedial prefrontal cortex (VMPC), an area critical for the modulation of emotional reactions, results in irrational economic decisions. Koenigs and Tranel (2007) find that during an ultimatum game, the rejection rate of a group with damaged VMPC is higher than the rejection rates of the comparison groups for each of the most unfair offers ($7/$3 dollars, $8/$2, $9/$1).

Even dietary components such as fat intake affects generosity and rejection. Emanuele, Brondino, Re, Bertona, and Geroldi (2009) find that in experimental participants who rejected unfair offers in an ultimatum game, there was a significant depletion of ALA, EPA and DHA (omega-3 lipids). Moreover, the ratio of serum omega-3/omega-6 fatty acids was significantly lower in patients who rejected unfair offers as compared to those who did not. Hormones such as oxytocin, neurotransmitters such as serotonin, dietary fats such as omega-3 lipids, and physical manipulations such as massage alter financial decisions (generosity and perceptions of unfairness) in the ultimatum game.

From the neuroimaging perspective, researchers such as de Quervain et al. (2004) report that the NAcc (reward system) activates when subjects mete out punishment on others for whom they feel the punishment is deserved (when they commit an act of revenge). Thus, that revenge may be rewarding to the avenger and this subjective pleasure is one motivation for vengeful acts.


Emotions and Testosterone in the Trading Pit 

Several researchers have gathered neuroeconomic data directly from financial market traders. Lo and Repin (2002) took psychophysiological measurements from  10 traders during real-time intra-day trading and found that traders experienced physiological reactions during periods of market volatility. The study also shows that less experienced traders have significantly greater physiological reactivity to market volatility than their more experienced colleagues. Lo and Repin (p. 332) conclude, “Contrary to the common belief that emotions have no place in rational financial decision-making processes, physiological variables associated with the autonomic nervous system are highly correlated with market events even for highly experienced professional traders.”

Coates and Herbert (2008) sampled, under real working conditions, endogenous steroids from a group of male traders in the city of London. They report that a trader’s morning testosterone level predicts his day’s profitability. They also find that a trader’s cortisol rises with both the variance of his trading results and the volatility of the market. Their results suggest that higher testosterone may contribute to economic return for traders, whereas cortisol appears to increase under conditions of increased risk perception. The authors go on to postulate that testosterone and cortisol, because they are known to have cognitive and behavioral effects, may shift risk preferences and even affect a trader’s ability to engage in rational choice as market conditions change.

Building on evidence that prenatal (in-utero) exposure to sex hormones (specifically androgens) affects future behavior, Coates, Gurnell, and Rustichini (2009) performed a follow-up study on the second-to-fourth digit length ratio (2D:4D), where a relatively longer fourth finger indicated higher prenatal androgen exposure. In a group of male traders engaged in high-frequency trading, the authors found that 2D:4D predicted the traders’ long-term profitability, the number of years they remained in the business, and the sensitivity of their profitability to increases both in circulating testosterone and in market volatility.

The results of the above studies suggest that hormonal exposure, whether in utero or in real time as a result of market events, apparently affects profitability and risk-taking. This hormonal evidence contributes to our understanding neuroimaging data. Testosterone may increase dopamine secretion, such as is presumed to promote NAcc activation in the fMRI experiments above, thus leading to increased financial risk taking through a neural mechanism.




SUMMARY AND CONCLUSIONS 

Neuroeconomics and neurofinance are emerging disciplines whose key findings are in need of replication and comprehensive modeling. Examples of biologically mediated influences on financial decision making demonstrated in this chapter include medications, drugs of abuse, hormones, dietary restrictions, dietary additions, expert financial advice, massage, recent events (gains and losses), early life events, and the framing of decision options.


Critiques 

Important critiques of neuroeconomics address the lack of experimental replication of many early findings. Neuroeconomic studies are often expensive, and many  researchers push the boundaries of existing decision science rather than replicating the studies of colleagues.

Another critique focuses on sample sizes and composition. Because fMRI and other techniques are expensive and research funds can be difficult to procure for novel research, many fMRI studies use small samples of 20 or less. The subjects in these studies are typically students. Given that there are observed differences in the biological substrates of decision making over the lifespan, results found on young samples may not be confirmed for older individuals. Additionally, most samples are drawn from university student bodies, which may not reflect the learning and experience of “real-world” decision makers.

Another concern is the ultimate utility of neuroeconomic research. Findings from very specific studies may not represent noisy real-world decision making. Furthermore, there is concern that neuroeconomic thinking is too “reductionistic.” The criticism goes that neuroeconomists try to explain and model human behavior based on small pieces of data and anatomical findings, without taking the entire complex person, with all their conflicts, contradictions, and mixed motives, into account. Taking account of these criticisms, there do appear to be many useful lessons to be gleaned from neuroeconomists for financial practitioners.


Implications for Financial Market Practitioners 

The chief lesson from neuroeconomics for financial practitioners is that emotion underlies all financial decisions. We cannot observe our “biology” during a typical workday, but we can monitor subtle signs of that biology such as feelings or emotions. In order for practitioners to optimize their financial decisions, identifying the point at which the biological influences identified above are impacting one’s decisions, often through an understanding of the course of one’s feelings, ought to be helpful. Without self-awareness, biological and emotional influences on financial decisions cannot be systematically addressed.

As people become aware of the biological influences that impact their financial decisions, whether through blood work and genetic assays or a daily practice of decision monitoring and emotional self-awareness, a plan for minimizing vulnerabilities and maximizing strengths can be implemented. In order to improve the emotional balance in financial decision making, three techniques may be helpful. First, practitioners can observe and acknowledge both well made and non-optimal decisions in the course of their work. For this purpose, keeping a decision journal is highly recommended. Second, the emotional precursors of both strong and nonoptimal decisions—whether related to one’s upbringing, genetic tendencies, hormones, diet, sleep patterns, recent financial gains, or emotional primes—should be identified. Beyond genetic and blood tests, a meditation practice can hone one’s awareness of fleeting emotions and their impact on decision making. Third, a behavioral plan for minimizing identified mistakes should be put in place. Such a plan can be generated by first noticing one’s emotional reactions to an event and developing a plan to deal with destructive reactions. For example, a long-term investor may feel strong emotional reactions (and engage in maladaptive trading behaviors) while watching ticker prices moving intraday. As a result, that investor  should limit price checking and commit to (and behaviorally enforce) price observations only at necessary and pre-scheduled intervals.

One psychological “reframing” technique for reducing the biases that arise during financial decision making is to maintain non-judgmental beliefs and flexible expectations. In particular, practitioners must not see their decisions as so weighty as to require absolute perfection. Soros (1995) provides an excellent example with his well-publicized “Belief in Fallibility.” Soros explains that to others, being wrong is a source of shame. But for Soros recognizing his mistakes is a source of pride. Soros explains that realizing that imperfect understanding is the human condition leads to no shame in being wrong, only in failing to correct our mistakes.

Biais, Hilton, Mazurier, and Pouge (2002, p. 3) find that “highly self-monitoring” traders perform better than their peers in an experimental market. While noticing emotional states is important, avoiding placing any value judgment on them is crucial. Judgments such as “I shouldn’t be feeling this” or “I’m really good at this” further interfere with the exercise. Value judgments themselves give rise to further emotional reactions such as annoyance, disgust, anger, frustration, and self-congratulation.

Meditation, peaceful reflection, and contemplation are disciplines used for millennia to improve self-awareness. Financial practitioners could practice noticing the thoughts, feelings, and attitudes that underlie their decision making. They may notice patterns and unseen relationships between their feelings, beliefs, and actions during such self-reflection. Emotionality, impulsivity, or irritability that are noticed during meditation should be noted, as they often grow into significant influences on financial decision making when one is under stress.

Successful financial practitioners systematize as much of their decision-making process as possible. Professionals who are better prepared for contingencies, approach unexpected outcomes with curiosity, rather than the dread, fear, or denial of the novice. As Lo and Repin (2002) and Coates and Herbert (2008) demonstrate, professionals are physiologically reactive and release stress hormones (cortisol) in response to market volatility, so for improved practitioner decision making, such reactivity should be better monitored and managed. Inoculation against market stress via conditioning and experience can prevent the emergence of overwhelming emotions that override a rational decision process. Further, planning in advance for potential crises can improve one’s decision making for moments when such a crisis actually occurs by enhancing feelings of preparedness, competency, and control.

More controversially, the data presented in this chapter indicate that some individuals are biologically predisposed to perform better in specific financial decision contexts, and biological tests could guide hiring practices leading to improved corporate performance. Similar considerations are being exploited by Human Resource departments who employ psychological testing of applicants. My own firm, MarketPsych LLC, has engaged in such cognitive and emotional technology development.

As we’ve reviewed in this chapter, there are numerous findings emerging on the various biological factors that can predict individual economic decision making in economic contexts. For practitioners, working to improve one’s own financial decisions remains an enduring, but achievable, challenge.




DISCUSSION QUESTIONS 

1. As compared to descriptive studies in behavioral finance, how does neuroeconomics approach non-optimal financial decision making and behavior?
2. Biologically speaking, what are some brain structures and chemicals that influence financial decision making?
3. What lessons does neuroeconomics provide for financial practitioners (traders, portfolio managers, and others)?
4. What are chief criticisms of neuroeconomic studies?
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control because they are more likely to trust their own abilities and skills when engaging.
inarisky activity.

Dread: Individuals have increased anxiety or dread of risks whose severity they judge to
be beyond their control. Examples of these types of risks include catastrophic, lethal,
hard to prevent, unfair threatening to future generations, and involuntary risks.

Familiarity: Individuals are more comfortable and tolerant of risk when they are
personally familiar with the specific activity, situation, or event.

Frequency: The perception that the frequency (rate of occurrence) of an actvity affects a
person’s perceive risk. I people do not belicve that the risky activity will take place,
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Knowledge: The more individuals perceive an activity as difficult to understand (a lower
degree of perceived knowledge), the more anxity (fear) they have toward it

Media attention: The public has higher levels of anxiety (fear) relating to issues about
which they are sensitive and believe are important and credible. Media reporting of
certain topics increases the publics recognition of a problem and belief in its redibility.
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Note: This figure shows the sample-period average annualized characteristic-adjusted percentage re-
turns of ability-distortion investor categories. Panel A (Panel B) reports performance estimates using
gross (net) returns. The characteristic-adjusted returns are computed using the Daniel, Grinblatt, Titman,
and Wermers (1997) method. An empirical model of cognitive abilities is used to measure investors’
cognitive abilities. Investors in quintile 5 (quintile 1) are identified as high (low) cognitive abilities
investors. The low and the high portfolio distortion categories are defined in an analogous marnner.
Three distortion measures are considered: portfolio concentration, portfolio turnover, and local stock
preference.
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Note: This table presents the choices for Experiment 1. The number of participants = 26
Numbers in the table are in percentages rounded off to the nearest integer. In Task I1l, G
dominates F by PSD with and without probability weighting. In Task IV, G dominates F by
PSD with and without probability weighting.

F% G Indifferent % Total %
Task [ 7 2 - 100
Task Il 19 81 - 100
Task Il 7 2 4 100

Task IV 2 50 s 100
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Note: This table reports median values. Financial assets and cohort subdivision are defined
in the text. The medians are computed conditional on owning a nonzero amount of a
particular type of equity, direct or indirect.

Direct Investor Portfolios  Equity Relative to Financial Assets

SCF Year and Direct Fraction  Number of
Cohort inAllEquity  stocks  AllEquity  Indirect  Direct
1998

50 < FA < $10K 100 1 045 043 03

SIOK < FA < $100K 050 2 054 047 019

SI00K < FA < $IM 039 4 060 044 018

SIM < FA 051 15 070 039 033

All 049 2 053 046 021

2001

50 < FA = $10K 100 1 046 043 034

SIOK < FA < $100K 041 2 054 049 017

SI00K < FA < SIM 029 4 066 0.9 015

SIM < FA 050 1 070 033 026

Al 040 3 057 0.8 018

2004

50 < FA = $10K 100 1 042 037 03

SI0K < FA < $100K 038 2 047 012 013

SI00K < FA < 1M 026 4 055 043 012

SIM < FA 046 15 059 034 02

Al 037 3 049 0 014
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 High Frequency * Econometrics * Macroeconomics
Trading « Experiment * Microeconomics

* Capital Structure « Mathematical * Psychology

* Executive Modeling * Stochastic
Compensation  Simulation Processes

* Managerial  Survey o Etc.
Investment « Case Study

* Banking S et

* Monetary Policy

el Etc,

Note: Every research study in finance can be placed in a three-dimensional matrix describing the
institution being studied, the theory from which hypotheses are described, and the methods used to
demonstrate results.
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AllSubjects  All Subjects Male Male Female Female

(Baseline) (Peer Subjects Subjects Subjects Subjects
Dissent) (Baseline) (Peer (Baseline) (Peer

Dissent) Dissen)

[ subject stopped at or before 150v Il Subject continued beyond 150V

Note: The most recent replication of the Milgram experiment terminated the experiment once a subject
obeyed instructions to administer a shock above 150V. A “peer” administers increasing shocks until
the actor exhibits discomfort at 90V, whereupon the peer says, "I don't think I can do this“ and the
experimenter instructs the subject to take over. Results for the 40 baseline runs and 30 “peer dissent”
runs are statistically indistinguishable. A lower fraction of male than female subjects comply fully in the
“peer dissent” variant, but thesedifferences arestatistically insignificant. Based on data in Burger (2009).
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LA. Herding / Dispersing

B. Observational Influence

C. Rational Observational Learning

I, Payoff and

D. Informational Cascades 4" Nowork Extairaliies.

11l Reputational
Herding and
Dispersion

Note: This figure shows the Hirshleifer and Teoh (2003) taxonomy of herding, payoff and reputational
interactions, social learning, and cascading. Rectangles represent an cbservational hierarchy and de-
scribes informational sources of herding. The largest rectangle is the most inclusive category.
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DECISION WEIGHT: 1t (p)

STATED PROBABILITY: p

Note: According to prospect theory, a probability p has a decision weight 1(p). Probability weighting
functions overweight low probabilities and underweight high probabilities.

Source: Figure 4 of Kahneman and Tversky (1979). This figure is reproduced with permission from The
Econometric Society.
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‘Standard Doviation

Note: Portfolio returns and standard deviations are calculated from the MSCI United Kingdom and
World (excluding the United Kingdom) indices. The return is computed as the average annualized
return over the period January 1970 through May 2009, while the standard deviation is the average
annual standard deviation of monthly returns over this same period. Portfolios range from 100 percent
United Kingdom equity to 100 percent global equity in increments of 5 percent.
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Note: This figure presents a visual representation of prospect theory and shows an S-shaped value
function,
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Note: This research design clarifies the interaction between the strength of behavioral forces on
individual decisionmakingand theability of the finance institution in which individuals make decisions
to eliminate behavioral forces in aggregate phenomena.
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Note: This figure shows how price for a security is determined as the intersection of aggregate supply
and demand curves.
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signt Modsrate Strong. Very strong Intense Danger: Savera | 00X

Voltage and Description

Extrems intensity

Note: The vertical axis displays the fraction of subjects who apply electric shocks, with voltages plotted
on the horizontal axis, to perfect strangers, when two psychologists disagree about the need to complete
the experiment, having been so ordered by one psychologist. Based on data in Milgram (1974).
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5.15%

100% World

5.10%

5.05%

5.00%
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Return

4.90%

N, 87.1% United States

4.80% 00% United States.

475%
330%  940%  G50%  360%  370%  G80%  390%  400%  410%

Standard Deviation

Note: Portfolio returns and standard deviations are calculated from the MSCI USA and World (excluding
the United States) indices. The return is computed as the average annualized return over the period
January 1970 through July 2009, while the standard deviation is the average annual standard deviation
of monthly returns over this same period. Portfolios range from 100 percent U.S. equity to 100 percent
global (non-U.S.) equity in increments of 5 percent. The abserved 87.1 percent domestic equity portfolio
for the United States is also included below.
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a Unrestricted Monotonic Function b Risk-Averse Function

U U

¢ Prospect Theory S-Shape Function d Markowitzs Reverse S-Shape Function

)
U

Note: Graph a illustrates unconstrained preference u(x) as long as monotonicity is kept, i.e., u'(x) > 0.
Graph b reveals the most commonly employed risk-averse preference u(x) in economics and finance
with u/(x) 0, u”(x) = 0. Graph c describes the PT and CPT S-shape function with an inflection point at
X =0,u'(x) 0, and u”(x) > 0 for x < 0 (risk seeking) and u”(x) = 0 for x > 0 (risk aversion). Graph d
illustrates a reverse S-shaped function with risk-aversion for x < 0 and risk seeking for x > 0.
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A Prospect Theory
Value Function

Note: This graph illustrates that people are generally risk averse in the gains domain but loss averse in
the domain of losses. Furthermore, losses cause greater feelings of pain than joys caused by the same
amount of gain. (Courtesy of Professor Ralph Byrns.)
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Note: Using SD dominance rules, Task III shows that G dominates F by PSD, yet F dominates G by SSD

and MSD.
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Note: This figure depicts brokerage office locations in the Feng and Seasholes (2004) study. All brokerage
offices are in the People’s Republic of China (PRC). There are four offices in the Shanghai municipality
(labeled “A,” “B,” “C,” and “D") and three offices in Guandong province (labeled “E” “F” and “G”).
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Note: This table presents the results of Task I and Task I1 in Exhibit 12.7 for heterogencous
groups of subjects, with and without monetary payoffs

Group 1. 1 = 58 undergraduate business students; no monetary payoff
F G Total

Task | 948 52 100

Task | 121 79 100

Group 2. = 42 mutual funds managers and financial analysts;

0 monetary payoff

F G Total
Task | 928 72 100
Task [ 95 915 100

Group 3.1 =23 second-year M.B.A. students; no exposure to SD criteria with
‘monetary payoff

F G Total
Task [ 956 44 100
Task | 87 913 100
Group 4.1 = 27 second-year M.B.A. students; studied SD criteria and expected utility
with monetary payoff

F G Total

78 22 100
74 926 100

5 advanced M.B.A. students (some Ph.D. candidates); studied D citeria,
expected utility and prospect theory

F G Total
Task [ 800 00 100
Task | 133 87 100

Aggregate across all five groups, 1 = 165

F G Total
Task | 879 121 100
Task | 104 96 100

PSD (or CPT) Dominance: Task | G dominates F; Task 1 F dominates G.
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Note: Course schedule and assignments for a 14-week graduate behavioral finance class.

Topics and Readings Deliverables Resources/Links.
Session 1. Behavioral Participate in discussions. PowerPoints, web
Foundations of Finance _ Psychological scenarios sites,lecture.
Readings Form teams for case analyses notes videos i

available

Session 2. Risk and Return:  Homework problems

sychological Participate in discussions
Considerations

Readings

Session 3. Corporate Homework problems
Valuation Participate in discussions

Readings

Session 4. Capital Budgeting  Homework problems

Readings Participate in discussions.

Conference
Group project 1 due (report and
presentation;/posting to public area)
Session 5. Investing and Stock - Homework problems

Valuation Participate in discussions.

Readings

Session 6. Inefficient Markets Homework problems
and Corporate Decisions  Participate in discussions

Readings Mid-term examination

Session 7. Capital Structure  Homework problems

Readings Participate in discussions.
Group project 2 due (report and
presentation,/post o public area)

Session 8. Dividend Policy  Homework problems
Readings Participate in discussions.
Session9. Agency Conflicts  Homework problems

and Corporate Governance _ Participate in discussions
Readings Short paper due (post for discussion)
Session 10. Group Decision  Homework problems

Making: Behavioral Fitfalls Partcipate in discussions.

Readings Group project 3 due (report and
presentation/post to public area)
Session 1. Mergers and Homework problems
Acquisitions Participate in discussions.
Readings.
Session 12, Capital Budgeting  Homework problems
Readings Participate in discussions.
Session 13, Capital Structure  Homework problems
Readings Participate in discussions.

Session 14, Corporate Finance Homework problems

Implications: Special Topics Participate in discussions
Criticisms of Behavioral Final examination
Readings
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Stock (Low Vol) Stock (High Vol)

Note: The figure shows optimal portfolio shares obtained in simulations. Portfolios consist of a single
stock (high and low volatility), a diversified index, and a risk-free asset. The returns of the risky assets
are simulated using lognormal distributions.
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Note: This figure presents the annual count of IPOs (left axis) and their average first-day return (right
axis) in the United States between January 1960 and December 2008. First-day returns are unadjusted
percentage changes between the IPO price and the closing price at the end of the first trading day.
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Blas

Weak Behavioral Strong Behavioral
Forces Forces

A =Weak disciplinary institutions
trong disciplinary institutions

Note: Strengthening abehavioral force that induces biases in individual decisions should have a greater
effect on aggregate phenomena in an institution with weak disciplinary forces than in an institution

with strong disciplinary forces.
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Note: Two tasks are employed for testing S-shape functions and the CPT probability.
weighting function (and other weighting functions) for prospects with more than two
outcomes,in the uniform case. Task I considers the negative domain and Task II considers
the positive domain

‘Task L If you aze to choose between investments F and G, which investment would you
prefer when it is given that the dollar loss one month from now will be as follows:

P G
Loss Loss

5,000 5800

4000 4200

3000 3500

200 1,000

‘Task IL Which would you prefer, F or G, if the dollar gain one month from now will be:

P G

Gain Gain

1,50 1000

1,900 2000

2500 3,000

3100

4000
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Voltage and Description

Note: The vertical axis displays the fraction of subjects who apply electric shocks, with voltages plotted
on the horizontal axis, to perfect strangers when so ordered by a psychologist. Based on data in Milgram
(1974),
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Note: The figure shows the future cash flows and the probabilities of the investment project from the
perspectives of a rational and an overconfident manager. An overconfident manager overestimates the
cash flow in the good state and underestimates the cash flow in the bad state:
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Note: This table shows the results of Task I and Task I in Experiment 2. The number of
participants 1 = 25. The numbers in the table are in percentages rounded off to the nearest
integer

Fo G Total %

Task .G dominates F* by PSD (No SSD, No MSD) 100 0 100
Task IL. F* dominates G* by PSD and SSD (No MSD) 2% 76 100






OEBPS/bake_9780470769683_oeb_016_r1.gif





OEBPS/bake_9780470769683_oeb_050_r1.gif





OEBPS/bake_9780470769683_oeb_130_r1.gif





OEBPS/bake_9780470769683_oeb_073_r1.gif
Fi= Fitn





OEBPS/bake_9780470769683_oeb_067_r1.gif
_E(-d
r—g)






OEBPS/bake_9780470769683_oeb_092_r1.gif





OEBPS/bake_9780470769683_oeb_199_r1.gif





OEBPS/bake_9780470769683_oeb_209_r1.gif





OEBPS/bake_9780470769683_oeb_101_r1.jpg
1= 1-
P v PNy,

Note: The figure shows the future cash flows and probabilities of the investment project from the per-
spectives of a rational and an optimistic manager. An optimistic manager overestimates the probability
of the good state and underestimates the probability of the bad state.
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Note: The limbic system is seen situated underneath the cortex. The prefrontal cortex lies behind the
forehead. The orbitofrontal cortex (OFC) is located behind the eyes and above the sinuses. The parietal
cortex is situated at the posterior of the brain.
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Note: The most recent replication terminated the experiment once a subject obeyed instructions to
administer a shock above 150V. Results for the 30 subjects are consistent across the 18 males and 22
females in the sample. Based on data in Burger (2009).
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Note: The figure shows optimal portfolio shares obtained in simulations. Portfolios consist of a single
stock (high and low volatility), a diversified index, and a risk-free asset. The returns of the risky assets
are simulated using lognormal distributions.
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Nate: This table compares Lakonishok, Shicifer, and Vishny (1992) or “LSV" herding
measures across different studies. The measurc i defined in their paper and in Equations
(35.1) and (35.2)of this chapter

L5V
Note  Study Country Investor Group  Frequency Measure
a.  Grinblattetal 1995 UsA Mutual Funds ~ Quarterly 00250
b, FengandSeasholes  PRC Individuals Daily 00255
@004)
o LsvQsn) Usa Pension Funds  Quarterly 00270
b, Fengand Scasholes  PRC Individuals Weekly 00293
)
d. Wermers (1999) UsA Mutual Funds ~ Quarterly 00340
e Choeetal (1999) Korea Foreigners. Daily 00365
£ Kimand Wei02)  Korea Foreign Monthly  0.0434
Institutions
& Dometal (2008) Germany  Individuals Daily 00480
&  Dometal (2008) Germany Weekly 00540
& Dometal (2008) Germany Monthly — 0.0640
& Dometal (2008) Germany Quarterly 00830
h. Kimand Wei 2002)  Korea Foreign Monthly 01117
Individuals
Lobaoand Serra (2006) Portugal  Mutual Funds  Quarterly 01354
i Chocetal 19%9) Korea Foreigners Daily 02124

n herding statisic for all 274 funds and al quarters.
b, From Table 2:Table s from a working paper version of Feng and Seasholes (2001) dated September
2002 The table with LSV herding measures is notin the fina published version.

. From Table 2 The mean herding statisti for al case.

. From Table I: Data include allfunds, from 1975 to 1994, with five or more rades.

. From Table : Represents a lower bound estimate from this study. The value 01365 is the average of
a1l 50 reported measures before crisis and during criss

. From Table 5: Data from non-resident institutions and averaged over the tranquil period, pre-c
period, and in-criis period. The value of 0117 is the average of the three reported values (005781;
0.04690; 002553

g From Table 1 Al values arefrom the mean LSV measure.

. From Table 5: Data from non-resident ndividuals and averaged over the tranquil period, pre-crisis
period, and in-criis period. The value of 0117 is the average of the three reported values (013241;
0.11860; 00842).

i, From Table 3: Data from 1995 t0 2000 and include more than five funds rading in the same period.

. From Table 3 Represents an upper-bound estimate from this study. The value 02121 is the average
0Fall 30 reported measures before crisis and during crisis.
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Note: This table shows the probability weighting as implied by Tversky and Kahneman's
CPT transformed cumulative probability formula in the uniform case. The term w(p) is
calculated by using equation (12.5), solving for the distorted cumulative distribution from
which one can derive the individual decision weights. Note that Sa(p) is equal to 1. Thisis
Rot the case with mixed outcome bets.

Case 1 Case2

CPT Decision CPT Decision

Outcome ($) Probability(p) Weights w(p) Outcome (5) Probability(p) Weights w(p)
4,000 Y 02935 1,000 Y 04317
3,000 e 0.1605 2000 i 01476
2,000 e 01724 3000 i 01299

1,000 U 03736 1,000 i 02908
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Note: The various box areas are calculated with CPT’s decision weights given in Exhibit 12.9.





OEBPS/bake_9780470769683_oeb_140_r1.gif





OEBPS/bake_9780470769683_oeb_205_r1.gif





OEBPS/bake_9780470769683_oeb_012_r1.jpg
Anterior
Cingulate

L Dopamine

Pathway

Medial
Prefrontal
Cortex

Nucleus
Accumbens

Note: The dopamine tract underlying the reward system extends from the midbrain through several
structures key for reward valuation and motivation.
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Note: The two distributions F and G are drawn in Graph a with object probabilities. Here, G dominates
Fby PSD (and by SSD), but F dominates G by MSD. In Graph b, with CPT probability weighting, the
PSD dominance of G over F is intact (G* DF*), but there is 10 MSD dominance of F* over G*.
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Note: This table shows various decision weights as derived from Tversky and Kahneman's
CPT transformed cumulative probability formula (see equation 12.5)] and from three
other weighting functions suggested in the literature.

Wuand  Camererand

F G Prelecs DW Gonzalezs DW ~ Ho'sDW  CPT's DW
Outcomes in Experiment 1

Taskll —4000 5000 04547 0.4606. 03935 04540

2000 -1000 05453 05394 0.6065 05460

TaskIV 4000 5000 05453 05394 0.6065 05794

8000 7000 04547 0.4606. 03935 04206
Qutcomes in Experiment 2

Taskl  -5000 -5800 02904 02929 02836 02935

—4000 01643 01677 01099 0.1605

—3,000 01862 01783 01311 01724

-2,000 03591 03611 04754 03736

Taskll 1,800 03591 03611 04754 04317

1,900 01862 01783 01311 01476

2500 01643 01677 01099 01299

3100 4000 02904 02929 02836 0.2908
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Note: This table shows domestic equity shares and world market cap shares as a percent.
Domestic equity shares are computed from the International Monetary Fund’s
Coordinated Portfolio Investment Survey for 2005. The domestic equity share is defined as
the share of domestic equity in a country’s equity portfolio. The world market
capitalization share is the share of a countrys domestically issued equity in world market
capitalization. The value for Ireland is not an error, but rather the result of an inordinately
high share of foreign ownership of Irish equity.

Domestic Equity World Market Cap
Share (%) Share (%)
Australia 865 20
Austria 595 02
Belgium 884 20
Canada 763 31
Crech Republic 911 01
Denmark 661 04
Finland 688 05
France 791 19
Germany 723 32
Groeee %5 03
Hungary 959 01
reland 277 03
Taly 780 21
Japan 905 97
Korea 988 11
Mexico 982 05
Netherlands a1 16
New Zealand 686 01
Norway 551 04
Poland 9.4 02
Portugal 850 02
Slovak Republic 859 00
Spain 912 25
Sweden 71 0
Switzerland 787 22
Turkey %9 03
United Kingdom 720 74

United States 872 31
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ified s a stockholder if it owns equity directly in mutual funds,
pension plans, or IRAS

Financial Assets (Medians,$)  Households (% of population)

SCFyear and Direct
cohort Non-stockholders Stockholders Al Stockholders Stockholders
1998

50 < FA < SI0K 776 4212 419 101 19
S10K < FA < SI00K 25868 34204 35 240 81
SI00K < FA < SIM 243,754 W50 146 133 81
SIM < FA 1752,79% 186509 14 14 12

Al 165 41463 94 489 192
2001

50 < FA < SI0K 1,200 6000 414 111 24
S10K < FA < SI00K 36500 53200 318 231 75
SI00K < FA < SIM 271,000 2780 175 160 99
SIM < FA 4056,200 2787000 17 17 14

All 1,490 69650 924 520 2n2
2004

50 < FA < SI0K 1,100 6800 431 94 20
SI0K < FA < SI00K 38,000 6030 303 230 80
100K < FA < SIM 224500 32000 174 162 94
SIM < FA 5,265,000 2861000 17 16 12

Al 1,200 84500 926 503 07
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Voltage and Description

Note: The vertical axis displays the fraction of subjects who apply electric shocks, with voltages plotted
on the horizontal axis, to perfect strangers, despite voiced concerns of two peers, when so ordered by
a psychologist. Based on data in Milgram (1974).
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Note: This figure shows the average risk-adjusted performance level (annualized characteristic-adjusted
percentage return) of age-sorted investor groups. The sample period is from 1991 to 1996.
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