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				Introduction

				You get hit with an incredible amount of statistical information on a daily basis. You know what I’m talking about: charts, graphs, tables, and headlines that talk about the results of the latest poll, survey, experiment, or other scientific study. The purpose of this book is to develop and sharpen your skills in sorting through, analyzing, and evaluating all that info, and to do so in a clear, fun, and pain-free way. You also gain the ability to decipher and make important decisions about statistical results (for example, the results of the latest medical studies), while being ever aware of the ways that people can mislead you with statistics. And you see how to do it right when it’s your turn to design the study, collect the data, crunch the numbers, and/or draw the conclusions.

				This book is also designed to help those of you out there who are taking an introductory statistics class and can use some back-up. You’ll gain a working knowledge of the big ideas of statistics and gather a boatload of tools and tricks of the trade that’ll help you get ahead of the curve when you take your exams.

				This book is chock-full of real examples from real sources that are relevant to your everyday life — from the latest medical breakthroughs, crime studies, and population trends to the latest U.S. government reports. I even address a survey on the worst cars of the millennium! By reading this book, you’ll understand how to collect, display, and analyze data correctly and effectively, and you’ll be ready to critically examine and make informed decisions about the latest polls, surveys, experiments, and reports that bombard you every day. You even find out how to use crickets to gauge temperature!

				You also get to enjoy poking a little fun at statisticians (who take themselves too seriously at times). After all, with the right skills and knowledge, you don’t have to be a statistician to understand introductory statistics.

				About This Book

				This book departs from traditional statistics texts, references, supplemental books, and study guides in the following ways:

				[image: check.png] It includes practical and intuitive explanations of statistical concepts, ideas, techniques, formulas, and calculations found in an introductory statistics course.

				[image: check.png] It shows you clear and concise step-by-step procedures that explain how you can intuitively work through statistics problems.

				[image: check.png] It includes interesting real-world examples relating to your everyday life and workplace.

				[image: check.png] It gives you upfront and honest answers to your questions like, “What does this really mean?” and “When and how will I ever use this?”

				Conventions Used in This Book

				You should be aware of three conventions as you make your way through this book:

				[image: check.png] Definition of sample size (n): When I refer to the size of a sample, I mean the final number of individuals who participated in and provided information for the study. In other words, n stands for the size of the final data set.

				[image: check.png] Dual-use of the word statistics: In some situations, I refer to statistics as a subject of study or as a field of research, so the word is a singular noun. For example, “Statistics is really quite an interesting subject.” In other situations, I refer to statistics as the plural of statistic, in a numerical sense. For example, “The most common statistics are the mean and the standard deviation.”

				[image: check.png] Use of the word data: You’re probably unaware of the debate raging amongst statisticians about whether the word data should be singular (“data is . . .”) or plural (“data are . . .”). It got so bad that recently one group of statisticians had to develop two different versions of a statistics T-shirt: “Messy Data Happens” and “Messy Data Happen.” At the risk of offending some of my colleagues, I go with the plural version of the word data in this book.

				[image: check.png] Use of the term standard deviation: When I use the term standard deviation, I mean s, the sample standard deviation. (When I refer to the population standard deviation, I let you know.)

				Here are a few other basic conventions to help you navigate this book:

				[image: check.png] I use italics to let you know a new statistical term is appearing on the scene.

				[image: check.png] If you see a boldfaced term or phrase in a bulleted list, it’s been designated as a keyword or key phrase.

				[image: check.png] Addresses for Web sites appear in monofont.

				What You’re Not to Read

				I like to think that you won’t skip anything in this book, but I also know you’re a busy person. So to save time, feel free to skip anything marked with the Technical Stuff icon as well as text in sidebars (the shaded gray boxes that appear throughout the book). These items feature information that’s interesting but not crucial to your basic knowledge of statistics.

				Foolish Assumptions

				I don’t assume that you’ve had any previous experience with statistics, other than the fact that you’re a member of the general public who gets bombarded every day with statistics in the form of numbers, percents, charts, graphs, “statistically significant” results, “scientific” studies, polls, surveys, experiments, and so on.

				What I do assume is that you can do some of the basic mathematical operations and understand some of the basic notation used in algebra, such as the variables x and y, summation signs, taking the square root, squaring a number, and so on. If you need to brush up on your algebra skills, check out Algebra I For Dummies, 2nd Edition, by Mary Jane Sterling (Wiley).

				I don’t want to mislead you: You do encounter formulas in this book, because statistics does involve a bit of number crunching. But don’t let that worry you. I take you slowly and carefully through each step of any calculations you need to do. I also provide examples for you to work along with this book, so that you can become familiar and comfortable with the calculations and make them your own.

				How This Book Is Organized

				This book is organized into five parts that explore the major areas of introductory statistics, along with a final part that offers some quick top-ten nuggets for your information and enjoyment. Each part contains chapters that break down each major area of statistics into understandable pieces.

				Part I: Vital Statistics about Statistics

				This part helps you become aware of the quantity and quality of statistics you encounter in your workplace and your everyday life. You find out that a great deal of that statistical information is incorrect, either by accident or by design. You take a first step toward becoming statistically savvy by recognizing some of the tools of the trade, developing an overview of statistics as a process for getting and interpreting information, and getting up to speed on some statistical jargon.

				Part II: Number-Crunching Basics

				This part helps you become more familiar and comfortable with making, interpreting, and evaluating data displays (otherwise known as charts, graphs, and so on) for different types of data. You also find out how to summarize and explore data by calculating and combining some commonly used statistics as well as some statistics you may not know about yet.

				Part III: Distributions and the Central Limit Theorem

				In this part, you get into all the details of the three most common statistical distributions: the binomial distribution, the normal (and standard normal, also known as Z-distribution), and the t-distribution. You discover the characteristics of each distribution and how to find and interpret probabilities, percentiles, means, and standard deviations. You also find measures of relative standing (like percentiles).

				Finally, you discover how statisticians measure variability from sample to sample and why a measure of precision in your sample results is so important. And you get the lowdown on what some statisticians describe as the “Crowning Jewel of all Statistics”: the Central Limit Theorem (CLT). I don’t use quite this level of flourishing language to describe the CLT; I just tell my students it’s an MDR (“Mighty Deep Result”; coined by my PhD adviser). As for how my students describe their feelings about the CLT, I’ll leave that to your imagination.

				Part IV: Guesstimating and Hypothesizing with Confidence

				This part focuses on the two methods for taking the results from a sample and generalizing them to make conclusions about an entire population. (Statisticians call this process statistical inference.) These two methods are confidence intervals and hypothesis tests.

				In this part, you use confidence intervals to come up with good estimates for one or two population means or proportions, or for the difference between them (for example, the average number of hours teenagers spend watching TV per week or the percentage of men versus women in the United States who take arthritis medicine every day). You get the nitty-gritty on how confidence intervals are formed, interpreted, and evaluated for correctness and credibility. You explore the factors that influence the width of a confidence interval (such as sample size) and work through formulas, step-by-step calculations, and examples for the most commonly used confidence intervals.

				The hypothesis tests in this part show you how to use your data to test someone’s claim about one or two population means or proportions, or the difference between them. (For example, a company claims their packages are delivered in two days on average — is this true?) You discover how researchers (should) go about forming and testing hypotheses and how you can evaluate their results for accuracy and credibility. You also get detailed step-by-step directions and examples for carrying out and interpreting the results of the most commonly used hypothesis tests.

				Part V: Statistical Studies and the Hunt for a Meaningful Relationship

				This part gives an overview of surveys, experiments, and observational studies. You find out what these studies do, how they are conducted, what their limitations are, and how to evaluate them to determine whether you should believe the results.

				You also get all the details on how to examine pairs of numerical variables and categorical variables to look for relationships; this is the object of a great number of studies. For pairs of categorical variables, you create two-way tables and find joint, conditional, and marginal probabilities and distributions. You check for independence, and if a dependent relationship is found, you describe the nature of the relationship using probabilities. For numerical variables you create scatterplots, find and interpret correlation, perform regression analyses, study the fit of the regression line and the impact of outliers, describe the relationship using the slope, and use the line to make predictions. All in a day’s work!

				Part VI: The Part of Tens

				This quick and easy part shares ten ways to be a statistically savvy sleuth and root out suspicious studies and results, as well as ten surefire ways to boost your statistics exam score.

				Some statistical calculations involve the use of statistical tables, and I provide quick and easy access to all the tables you need for this book in the appendix. These tables are the Z-table (for the standard normal, also called the Z-distribution), the t-table (for the t-distribution), and the binomial table (for — you guessed it — the binomial distribution). Instructions and examples for using these three tables are provided in their corresponding sections of this book.

				Icons Used in This Book

				Icons are used in this book to draw your attention to certain features that occur on a regular basis. Here’s what they mean:

				[image: tip.eps] This icon refers to helpful hints, ideas, or shortcuts that you can use to save time. It also highlights alternative ways to think about a particular concept.

				[image: remember.eps] This icon is reserved for particular ideas that I hope you’ll remember long after you read this book.

				[image: headsup_lewis.eps] This icon refers to specific ways that researchers or the media can mislead you with statistics and tells you what you can do about it. It also points out potential problems and cautions to keep an eye out for on exams.

				[image: technicalstuff.eps] This icon is a sure bet if you have a special interest in understanding the more technical aspects of statistical issues. You can skip this icon if you don’t want to get into the gory details.

				Where to Go from Here

				This book is written in such a way that you can start anywhere and still be able to understand what’s going on. So you can take a peek at the table of contents or the index, look up the information that interests you, and flip to the page listed. However if you have a specific topic in mind and are eager todive into it, here are some directions:

				[image: check.png] To work on finding and interpreting graphs, charts, means or medians, and the like, head to Part II.

				[image: check.png] To find info on the normal, Z-, t-, or binomial distributions or the Central Limit Theorem, see Part III.

				[image: check.png] To focus on confidence intervals and hypothesis tests of all shapes and sizes, flip to Part IV.

				[image: check.png] To delve into surveys, experiments, regression, and two-way tables, see Part V.

				Or if you aren’t sure where you want to start, you may just go with Chapter1 for the big picture and then plow your way through the rest of the book. Happy reading!

			

		

	
		
			
				Part I

				Vital Statistics about Statistics

				
				[image: 9780470911082 pp0101.eps]
				

				In this part . . . 

				When you turn on the TV or open a newspaper, you’re bombarded with numbers, charts, graphs, and statistical results. From today’s poll to the latest major medical breakthroughs, the numbers just keep coming. Yet much of the statistical information you’re asked to consume is actually wrong — by accident or even by design. How is a person to know what to believe? By doing a lot of good detective work.

				This part helps awaken the statistical sleuth that lies within you by exploring how statistics affect your everyday life and your job, how bad much of the information out there really is, and what you can do about it. This part also helps you get up to speed with some useful statistical jargon.

			

		

	
		
			
				Chapter 1

				Statistics in a Nutshell

				In This Chapter

				[image: arrow] Finding out what the process of statistics is all about

				[image: arrow] Gaining success with statistics in your everyday life, your career, and in the classroom

				The world today is overflowing with data to the point where anyone (even me!) can be overwhelmed. I wouldn’t blame you if you were cynical right now about statistics you read about in the media — I am too at times. The good news is that while a great deal of misleading and incorrect information is lying out there waiting for you, a lot of great stuff is also being produced; for example, many studies and techniques involving data are helping improve the quality of our lives. Your job is to be able to sort out the good from the bad and be confident in your ability to do that. Through a strong understanding of statistics and statistical procedures, you gain power and confidence with numbers in your everyday life, in your job, and in the classroom. That’s what this book is all about.

				In this chapter, I give you an overview of the role statistics plays in today’s data-packed society and what you can do to not only survive but thrive. You get a much broader view of statistics as a partner in the scientific method — designing effective studies, collecting good data, organizing and analyzing the information, interpreting the results, and making appropriate conclusions. (And you thought statistics was just number-crunching!)

				Thriving in a Statistical World

				It’s hard to get a handle on the flood of statistics that affect your daily life in large and small ways. It begins the moment you wake up in the morning and check the news and listen to the meteorologist give you her predictions for the weather based on her statistical analyses of past data and present weather conditions. You pore over nutritional information on the side of your cereal box while you eat breakfast. At work you pull numbers from charts and tables, enter data into spreadsheets, run diagnostics, take measurements, perform calculations, estimate expenses, make decisions using statistical baselines, and order inventory based on past sales data.

				At lunch you go to the No. 1 restaurant based on a survey of 500 people. You eat food that was priced based on marketing data. You go to your doctor’s appointment where they take your blood pressure, temperature, weight, and do a blood test; after all the information is collected, you get a report showing your numbers and how you compare to the statistical norms.

				You head home in your car that’s been serviced by a computer running statistical diagnostics. When you get home, you turn on the news and hear the latest crime statistics, see how the stock market performed, and discover how many people visited the zoo last week.

				At night, you brush your teeth with toothpaste that’s been statistically proven to fight cavities, read a few pages of your New York Times Best-Seller (based on statistical sales estimates), and go to sleep — only to start it all over again the next morning. But how can you be sure that all those statistics you encounter and depend on each day are correct? In Chapter 2, I discuss in more depth a few examples of how statistics is involved in our lives and workplaces, what its impact is, and how you can raise your awareness of it.

				[image: headsup_lewis.eps] Some statistics are vague, inappropriate, or just plain wrong. You need to become more aware of the statistics you encounter each day and train your mind to stop and say “wait a minute!”, sift through the information, ask questions, and raise red flags when something’s not quite right. In Chapter 3, you see ways in which you can be misled by bad statistics and develop skills to think critically and identify problems before automatically believing results.

				Like any other field, statistics has its own set of jargon, and I outline and explain some of the most commonly used statistical terms in Chapter 4. Knowing the language increases your ability to understand and communicate statistics at a higher level without being intimidated. It raises your credibility when you use precise terms to describe what’s wrong with a statistical result (and why). And your presentations involving statistical tables, graphs, charts, and analyses will be informational and effective. (Heck, if nothing else, you need the jargon because I use it throughout this book; don’t worry though, I always review it.)

				In the next sections, you see how statistics is involved in each phase of the scientific method.

				Designing Appropriate Studies

				Everyone’s asking questions, from drug companies to biologists; from marketing analysts to the U.S. government. And ultimately, everyone will use statistics to help them answer their questions. In particular, many medical and psychological studies are done because someone wants to know the answer to a question. For example,

				[image: check.png] Will this vaccine be effective in preventing the flu?

				[image: check.png] What do Americans think about the state of the economy?

				[image: check.png] Does an increase in the use of social networking Web sites cause depression in teenagers?

				The first step after a research question has been formed is to design an effective study to collect data that will help answer that question. This step amounts to figuring out what process you’ll use to get the data you need. In this section, I give an overview of the two major types of studies — surveys and experiments — and explore why it’s so important to evaluate how a study was designed before you believe the results.

				Surveys

				An observational study is one in which data is collected on individuals in a way that doesn’t affect them. The most common observational study is the survey. Surveys are questionnaires that are presented to individuals who have been selected from a population of interest. Surveys take many different forms: paper surveys sent through the mail, questionnaires on Web sites, call-in polls conducted by TV networks, phone surveys, and so on.

				[image: headsup_lewis.eps] If conducted properly, surveys can be very useful tools for getting information. However, if not conducted properly, surveys can result in bogus information. Some problems include improper wording of questions, which can be misleading, lack of response by people who were selected to participate, or failure to include an entire group of the population. These potential problems mean a survey has to be well thought out before it’s given.

				[image: remember.eps] Many researchers spend a great deal of time and money to do good surveys, and you’ll know (by the criteria I discuss in Chapter 16) that you can trust them. However, as you are besieged with so many different types of surveys found in the media, in the workplace, and in many of your classes, you need to be able to quickly examine and critique how a survey was designed and conducted and be able to point out specific problems in a well-informed way. The tools you need for sorting through surveys are found in Chapter 16.

				Experiments

				An experiment imposes one or more treatments on the participants in such a way that clear comparisons can be made. After the treatments are applied, the responses are recorded. For example, to study the effect of drug dosage on blood pressure, one group may take 10 mg of the drug, and another group may take 20 mg. Typically, a control group is also involved, in which subjects each receive a fake treatment (a sugar pill, for example), or a standard, nonexperimental treatment (like the existing drugs given to AIDS patients.)

				[image: remember.eps] Good and credible experiments are designed to minimize bias, collect lots of good data, and make appropriate comparisons (treatment group versus control group). Some potential problems that occur with experiments include researchers and/or subjects who know which treatment they got, factors not controlled for in the study that affect the outcome (such as weight of the subject when studying drug dosage), or lack of a control group (leaving no baseline to compare the results with).

				But when designed correctly, an experiment can help a researcher establish a cause-and-effect relationship if the difference in responses between the treatment group and the control group is statistically significant (unlikely to have occurred just by chance).

				[image: headsup_lewis.eps] Experiments are credited with helping to create and test drugs, determining best practices for making and preparing foods, and evaluating whether a new treatment can cure a disease, or at least reduce its impact. Our quality of life has certainly been improved through the use of well-designed experiments. However, not all experiments are well-designed, and your ability to determine which results are credible and which results are incredible (pun intended) is critical, especially when the findings are very important to you. All the info you need to know about experiments and how to evaluate them is found in Chapter 17.

				Collecting Quality Data

				After a study has been designed, be it a survey or an experiment, the individuals who will participate have to be selected, and a process must be in place to collect the data. This phase of the process is critical to producing credible data in the end, and this section hits the highlights.

				Selecting a good sample

				[image: remember.eps] Statisticians have a saying, “Garbage in equals garbage out.” If you select your subjects (the individuals who will participate in your study) in a way that is biased — that is, favoring certain individuals or groups of individuals — then your results will also be biased. It’s that simple.

				Suppose Bob wants to know the opinions of people in your city regarding a proposed casino. Bob goes to the mall with his clipboard and asks people who walk by to give their opinions. What’s wrong with that? Well, Bob is only going to get the opinions of a) people who shop at that mall; b) on that particular day; c) at that particular time; d) and who take the time to respond.

				Those circumstances are too restrictive — those folks don’t represent a cross section of the city. Similarly, Bob could put up a Web site survey and ask people to use it to vote. However, only people who know about the site, have Internet access, and want to respond will give him data, and typically only those with strong opinions will go to such trouble. In the end, all Bob has isa bunch of biased data on individuals that don’t represent the city at all.

				[image: remember.eps] To minimize bias in a survey, the key word is random. You need to select your sample of individuals randomly — that is, with some type of “draw names out of a hat” process. Scientists use a variety of methods to select individuals at random, and you see how they do it in Chapter 16.

				Note that in designing an experiment, collecting a random sample of people and asking them to participate often isn’t ethical because experiments impose a treatment on the subjects. What you do is send out requests for volunteers to come to you. Then you make sure the volunteers you select from the group represent the population of interest and that the data is well collected on those individuals so the results can be projected to a larger group. You see how that’s done in Chapter 17.

				After going through Chapters 16 and 17, you’ll know how to dig down and analyze others’ methods for selecting samples and even be able to design a plan you can use to select a sample. In the end, you’ll know when to say “Garbage in equals garbage out.”

				Avoiding bias in your data

				Bias is the systematic favoritism of certain individuals or certain responses. Bias is the nemesis of statisticians, and they do everything they can to minimize it. Want an example of bias? Say you’re conducting a phone survey on job satisfaction of Americans; if you call people at home during the day between 9 a.m. and 5 p.m., you miss out on everyone who works during the day. Maybe day workers are more satisfied than night workers.

				You have to watch for bias when collecting survey data. For instance: Some surveys are too long — what if someone stops answering questions halfway through? Or what if they give you misinformation and tell you they make $100,000 a year instead of $45,000? What if they give you answers that aren’t on your list of possible answers? A host of problems can occur when collecting survey data, and you need to be able to pinpoint those problems.

				[image: headsup_lewis.eps] Experiments are sometimes even more challenging when it comes to bias and collecting data. Suppose you want to test blood pressure; what if the instrument you’re using breaks during the experiment? What if someone quits the experiment halfway through? What if something happens during the experiment to distract the subjects or the researchers? Or they can’t find a vein when they have to do a blood test exactly one hour after a dose of a drug is given? These problems are just some examples of what can go wrong in data collection for experiments, and you have to be ready to look for and find these problems.

				After you go through Chapter 16 (on samples and surveys) and Chapter 17 (on experiments), you’ll be able to select samples and collect data in an unbiased way, being sensitive to little things that can really influence the results. And you’ll have the ability to evaluate the credibility of statistical results and to be heard, because you’ll know what you’re talking about.

				Creating Effective Summaries

				After good data have been collected, the next step is to summarize them to get ahandle on the big picture. Statisticians describe data in two major ways: with numbers (called descriptive statistics) and with pictures (that is, charts and graphs).

				Descriptive statistics

				[image: remember.eps] Descriptive statistics are numbers that describe a data set in terms of its important features:

				[image: check.png] If the data are categorical (where individuals are placed into groups, such as gender or political affiliation), they are typically summarized using the number of individuals in each group (called the frequency) or the percentage of individuals in each group (called the relative frequency).

				[image: check.png] Numerical data represent measurements or counts, where the actual numbers have meaning (such as height and weight). With numerical data, more features can be summarized besides the number or percentage in each group. Some of these features include

				 • Measures of center (in other words, where is the “middle” of the data?)

				 • Measures of spread (how diverse or how concentrated are the data around the center?)

				 • If appropriate, numbers that measure the relationship between two variables (such as height and weight)

				[image: headsup_lewis.eps] Some descriptive statistics are more appropriate than others in certain situations; for example, the average isn’t always the best measure of the center of a data set; the median is often a better choice. And the standard deviation isn’t the only measure of variability on the block; the interquartile range has excellent qualities too. You need to be able to discern, interpret, and evaluate the types of descriptive statistics being presented to you on a daily basis and to know when a more appropriate statistic is in order.

				The descriptive statistics you see most often are calculated, interpreted, compared, and evaluated in Chapter 5. These commonly used descriptive statistics include frequencies and relative frequencies (counts and percents) for categorical data; and the mean, median, standard deviation, percentiles, and their combinations for numerical data.

				Charts and graphs

				Data is summarized in a visual way using charts and/or graphs. These are displays that are organized to give you a big picture of the data in a flash and/or to zoom in on a particular result that was found. In this world of quick information and mini-sound bites, graphs and charts are commonplace. Most graphs and charts make their points clearly, effectively, and fairly; however, they can leave room for too much poetic license, and as a result, can expose you to a high number of misleading and incorrect graphs and charts.

				[image: remember.eps] In Chapters 6 and 7, I cover the major types of graphs and charts used to summarize both categorical and numerical data (see the preceding section for more about these types of data). You see how to make them, what their purposes are, and how to interpret the results. I also show you lots of ways that graphs and charts can be made to be misleading and how you can quickly spot the problems. It’s a matter of being able to say “Wait a minute here! That’s not right!” and knowing why not. Here are some highlights:

				[image: check.png] Some of the basic graphs used for categorical data include pie charts and bar graphs, which break down variables, such as gender or which applications are used on teens’ cellphones. A bar graph, for example, may display opinions on an issue using five bars labeled in order from “Strongly Disagree” up through “Strongly Agree.” Chapter 6 gives you all the important info on making, interpreting, and, most importantly, evaluating these charts and graphs for fairness. You may be surprised to see how much can go wrong with a simple bar chart.

				[image: check.png] For numerical data such as height, weight, time, or amount, a different type of graph is needed. Graphs called histograms and boxplots are used to summarize numerical data, and they can be very informative, providing excellent on-the-spot information about a data set. But of course they also can be misleading, either by chance or even by design. (See Chapter 7 for the scoop.)

				[image: headsup_lewis.eps] You’re going to run across charts and graphs every day — you can open a newspaper and probably find several graphs without even looking hard. Having a statistician’s magnifying glass to help you interpret the information is critical so that you can spot misleading graphs before you draw the wrong conclusions and possibly act on them. All the tools you need are ready for you in Chapter 6 (for categorical data) and Chapter 7 (for numerical data).

				Determining Distributions

				A variable is a characteristic that’s being counted, measured, or categorized. Examples include gender, age, height, weight, or number of pets you own. A distribution is a listing of the possible values of a variable (or intervals of values), and how often (or at what density) they occur. For example, the distribution of gender at birth in the United States has been estimated at 52.4% male and 47.6% female.

				[image: remember.eps] Different types of distributions exist for different variables. The following three distributions are the most commonly occurring distributions in an introductory statistics course, and they have many applications in the real world:

				[image: check.png] If a variable is counting the number of successes in a certain number of trials (such as the number of people who got well by taking a certain drug), it has a binomial distribution.

				[image: check.png] If the variable takes on values that occur according to a “bell-shaped curve,” such as national achievement test scores, then that variable has a normal distribution.

				[image: check.png] If the variable is based on sample averages and you have limited data, such as in a test of only ten subjects to see if a weight-loss program works, the t-distribution may be in order.

				When it comes to distributions, you need to know how to decide which distribution a particular variable has, how to find probabilities for it, and how to figure out what the long-term average and standard deviation of the outcomes would be. To get you squared away on these issues, I’ve got three chapters for you, one dedicated to each distribution: Chapter 8 is all about the binomial, Chapter 9 handles the normal, and Chapter 10 focuses on the t-distribution.

				[image: tip.eps] For those of you taking an introductory statistics course (or any statistics course, for that matter), you know that one of the most difficult topics to understand is sampling distributions and the Central Limit Theorem (these two things go hand in hand). Chapter 11 walks you through these topics step by step so you understand what a sampling distribution is, what it’s used for, and how it provides the foundation for data analyses like hypothesis tests and confidence intervals (see the next section for more about analyzing data). When you understand the Central Limit Theorem, it actually helps you solve difficult problems more easily, and all the keys to this information are there for you in Chapter 11.

				Performing Proper Analyses

				After the data have been collected and described using numbers and pictures, then comes the fun part: navigating through that black box called the statistical analysis. If the study has been designed properly, the original questions can be answered using the appropriate analysis — the operative word here being appropriate.

				[image: remember.eps] Many types of analyses exist, and choosing the right analysis for the right situation is critical, as is interpreting results properly, being knowledgeable of the limitations, and being able to evaluate others’ choice of analyses and the conclusions they make with them.

				In this book, you get all the information and tools you need to analyze data using the most common methods in introductory statistics: confidence intervals, hypothesis tests, correlation and regression, and the analysis of two-way tables. This section gives you a basic overview of those methods.

				Margin of error and confidence intervals

				You often see statistics that try to estimate numbers pertaining to an entire population; in fact, you see them almost every day in the form of survey results. The media tells you what the average gas price is in the U.S., how Americans feel about the job the president is doing, or how many hours people spend on the Internet each week.

				But no one can give you a single-number result and claim it’s an accurate estimate of the entire population unless he collected data on every single member of the population. For example, you may hear that 60 percent of the American people support the president’s approach to healthcare, but you know they didn’t ask you, so how could they have asked everybody? And since they didn’t ask everybody, you know that a one-number answer isn’t going to cut it.

				What’s really happening is that data is collected on a sample from the population (for example, the Gallup Organization calls 2,500 people at random), the results from that sample are analyzed, and conclusions are made regarding the entire population (for example, all Americans) based on those sample results.

				[image: remember.eps] The bottom line is, sample results vary from sample to sample, and this amount of variability needs to be reported (but it often isn’t). The statistic used to measure and report the level of precision in someone’s sample results is called the margin of error. In this context, the word error doesn’t mean a mistake was made; it just means that because you didn’t sample the entire population, a gap will exist between your results and the actual value you are trying to estimate for the population.

				For example, someone finds that 60% of the 1,200 people surveyed support the president’s approach to healthcare and reports the results with a margin of error of plus or minus 2%. This final result, in which you present your findings as a range of likely values between 58% and 62%, is called a confidence interval.

				[image: headsup_lewis.eps] Everyone is exposed to results including a margin of error and confidence intervals, and with today’s data explosion, many people are also using them in the workplace. Be sure you know what factors affect margin of error (like sample size) and what the makings of a good confidence interval are and how to spot them. You should also be able to find your own confidence intervals when you need to.

				In Chapter 12, you find out everything you need to know about the margin of error: All the components of it, what it does and doesn’t measure, and how to calculate it for a number of situations. Chapter 13 takes you step by step through the formulas, calculations, and interpretations of confidence intervals for a population mean, population proportion, and the difference between two means and proportions.

				Hypothesis tests

				One main staple of research studies is called hypothesis testing. A hypothesis test is a technique for using data to validate or invalidate a claim about a population. For example, a politician may claim that 80% of the people in her state agree with her — is that really true? Or, a company may claim that they deliver pizzas in 30 minutes or less; is that really true? Medical researchers use hypothesis tests all the time to test whether or not a certain drug is effective, to compare a new drug to an existing drug in terms of its side effects, or to see which weight-loss program is most effective with a certain group of people.

				[image: remember.eps] The elements about a population that are most often tested are

				[image: check.png] The population mean (Is the average delivery time of 30 minutes really true?)

				[image: check.png] The population proportion (Is it true that 80% of the voters support this candidate, or is it less than that?)

				[image: check.png] The difference in two population means or proportions (Is it true that the average weight loss on this new program is 10 pounds more than the most popular program? Or, is it true that this drug decreases blood pressure by 10% more than the current drug?)

				[image: headsup_lewis.eps] Hypothesis tests are used in a host of areas that affect your everyday life, such as medical studies, advertisements, polling data, and virtually anywhere that comparisons are made based on averages or proportions. And in the workplace, hypothesis tests are used heavily in areas like marketing, where you want to determine whether a certain type of ad is effective or whether a certain group of individuals buys more or less of your product now compared to last year.

				Often you only hear the conclusions of hypothesis tests (for example, this drug is significantly more effective and has fewer side effects than the drug you are using now); but you don’t see the methods used to come to these conclusions. Chapter 14 goes through all the details and underpinnings of hypothesis tests so you can conduct and critique them with confidence. Chapter 15 cuts right to the chase of providing step-by-step instructions for setting up and carrying out hypothesis tests for a host of specific situations (one population mean, one population proportion, the difference of two population means, and so on).

				After reading Chapters 14 and 15, you’ll be much more empowered when you need to know things like which group you should be marketing a product to; which brand of tires will last the longest; whether a certain weight-loss program is effective; and bigger questions like which surgical procedure you should opt for.

				Correlation, regression, and two-way tables

				One of the most common goals of research is to find links between variables. For example,

				[image: check.png] Which lifestyle behaviors increase or decrease the risk of cancer?

				[image: check.png] What side effects are associated with this new drug?

				[image: check.png] Can I lower my cholesterol by taking this new herbal supplement?

				[image: check.png] Does spending a large amount of time on the Internet cause a person to gain weight?

				Finding links between variables is what helps the medical world design better drugs and treatments, provides marketers with info on who is more likely to buy their products, and gives politicians information on which to build arguments for and against certain policies.

				[image: headsup_lewis.eps] In the mega-business of looking for relationships between variables, you find an incredible number of statistical results — but can you tell what’s correct and what’s not? Many important decisions are made based on these studies, and it’s important to know what standards need to be met in order to deem the results credible, especially when a cause-and-effect relationship is being reported.

				Chapter 18 breaks down all the details and nuances of plotting data from two numerical variables (such as dosage level and blood pressure), finding and interpreting correlation (the strength and direction of the linear relationship between x and y), finding the equation of a line that best fits the data (and when doing so is appropriate), and how to use these results to make predictions for one variable based on another (called regression). You also gain tools for investigating when a line fits the data well and when it doesn’t, and what conclusions you can make (and shouldn’t make) in the situations where a line does fit.

				I cover methods used to look for and describe links between two categorical variables (such as the number of doses taken per day and the presence or absence of nausea) in detail in Chapter 19. I also provide info on collecting and organizing data into two-way tables (where the possible values of one variable make up the rows and the possible values for the other variable make up the columns), interpreting the results, analyzing the data from two-way tables to look for relationships, and checking for independence. And, as I do throughout this book, I give you strategies for critically examining results of these kinds of analyses for credibility.

				Drawing Credible Conclusions

				[image: headsup_lewis.eps] To perform statistical analyses, researchers use statistical software that depends on formulas. But formulas don’t know whether they are being used properly, and they don’t warn you when your results are incorrect. At the end of the day, computers can’t tell you what the results mean; you have to figure it out. Throughout this book you see what kinds of conclusions you can and can’t make after the analysis has been done. The following sections provide an introduction to drawing appropriate conclusions.

				Reeling in overstated results

				Some of the most common mistakes made in conclusions are overstating the results or generalizing the results to a larger group than was actually represented by the study. For example, a professor wants to know which Super Bowl commercials viewers liked best. She gathers 100 students from her class on Super Bowl Sunday and asks them to rate each commercial as it is shown. A top-five list is formed, and she concludes that all Super Bowl viewers liked those five commercials the best. But she really only knows which ones her students liked best — she didn’t study any other groups, so she can’t draw conclusions about all viewers.

				Questioning claims of cause and effect

				One situation in which conclusions cross the line is when researchers find that two variables are related (through an analysis such as regression; see the earlier section “Correlation, regression, and two-way tables” for more info) and then automatically leap to the conclusion that those two variables have a cause-and-effect relationship.

				For example, suppose a researcher conducted a health survey and found that people who took vitamin C every day reported having fewer colds than people who didn’t take vitamin C every day. Upon finding these results, she wrote a paper and gave a press release saying vitamin C prevents colds, using this data as evidence.

				Now, while it may be true that vitamin C does prevent colds, this researcher’s study can’t claim that. Her study was observational, which means she didn’t control for any other factors that could be related to both vitamin C and colds. For example, people who take vitamin C every day may be more health conscious overall, washing their hands more often, exercising more, and eating better foods; all these behaviors may be helpful in reducing colds.

				[image: remember.eps] Until you do a controlled experiment, you can’t make a cause-and-effect conclusion based on relationships you find. (I discuss experiments in more detail earlier in this chapter.)

				Becoming a Sleuth, Not a Skeptic

				Statistics is about much more than numbers. To really “get” statistics, you need to understand how to make appropriate conclusions from studying data and be savvy enough to not believe everything you hear or read until you find out how the information came about, what was done with it, and how the conclusions were drawn. That’s something I discuss throughout the book, but I really zoom in on it in Chapter 20, which gives you ten ways to be a statistically savvy sleuth by recognizing common mistakes made by researchers and the media.

				[image: tip.eps] For you students out there, Chapter 21 brings good statistical practice into the exam setting and gives you tips on increasing your scores. Much of my advice is based on understanding the big picture as well as the details of tackling statistical problems and coming out a winner on the other side.

				[image: remember.eps] Becoming skeptical or cynical about statistics is very easy, especially after finding out what’s going on behind the scenes; don’t let that happen to you. You can find lots of good information out there that can affect your life in a positive way. Find a good channel for your skepticism by setting two personal goals:

				 To become a well-informed consumer of the statistical information you see every day

				 To establish job security by being the statistics “go-to” person who knows when and how to help others and when to find a statistician

				Through reading and using the information in this book, you’ll be confident in knowing you can make good decisions about statistical results. You’ll conduct your own statistical studies in a credible way. And you’ll be ready to tackle your next office project, critically evaluate that annoying political ad, or ace your next exam!

			

		

	
		
			
				Chapter 2

				The Statistics of Everyday Life

				In This Chapter

				[image: arrow] Raising questions about statistics you see in everyday life

				[image: arrow] Encountering statistics in the workplace

				Today’s society is completely taken over by numbers. Numbers are everywhere you look, from billboards showing the on-time statistics for a particular airline, to sports shows discussing the Las Vegas odds for upcoming football games. The evening news is filled with stories focusing on crime rates, the expected life span of junk-food junkies, and the president’s approval rating. On a normal day, you can run into 5, 10, or even 20 different statistics (with many more on election night). Just by reading a Sunday newspaper all the way through, you come across literally hundreds of statistics in reports, advertisements, and articles covering everything from soup (how much does an average person consume per year?) to nuts (almonds are known to have positive health effects — what about other types of nuts?).

				In this chapter I discuss the statistics that often appear in your life and work and talk about how statistics are presented to the general public. After reading this chapter, you’ll realize just how often the media hits you with numbers and how important it is to be able to unravel the meaning of those numbers. Like it or not, statistics are a big part of your life. So, if you can’t beat ’em, join ’em. And if you don’t want to join ’em, at least try to understand ’em.

				Statistics and the Media: More Questions than Answers?

				Open a newspaper and start looking for examples of articles and stories involving numbers. It doesn’t take long before numbers begin to pile up. Readers are inundated with results of studies, announcements of breakthroughs, statistical reports, forecasts, projections, charts, graphs, and summaries. The extent to which statistics occur in the media is mind-boggling. You may not even be aware of how many times you’re hit with numbers nowadays.

				This section looks at just a few examples from one Sunday paper’s worth of news that I read the other day. When you see how frequently statistics are reported in the news without providing all the information you need, you may find yourself getting nervous, wondering what you can and can’t believe anymore. Relax! That’s what this book is for — to help you sort out the good information from the bad (the chapters in Part II give you a great start on that).

				Probing popcorn problems

				The first article I came across that dealt with numbers was “Popcorn plant faces health probe,” with the subheading: “Sick workers say flavoring chemicals caused lung problems.” The article describes how the Centers for Disease Control (CDC) expressed concern about a possible link between exposure to chemicals in microwave popcorn flavorings and some cases of fixed obstructive lung disease. Eight people from one popcorn factory alone contracted this lung disease, and four of them were awaiting lung transplants.

				According to the article, similar cases were reported at other popcorn factories. Now, you may be wondering, what about the folks who eat microwave popcorn? According to the article, the CDC finds “no reason to believe that people who eat microwave popcorn have anything to fear.” (Stay tuned.) The next step is to evaluate employees more in-depth, including conducting surveys to determine health and possible exposures to the said chemicals, checks of lung capacity, and detailed air samples. The question here is: How many cases of this lung disease constitute a real pattern, compared to mere chance or a statistical anomaly? (You find out more about this in Chapter 14.)

				Venturing into viruses

				The second article discussed a recent cyber attack: A wormlike virus made its way through the Internet, slowing down Web browsing and e-mail delivery across the world. How many computers were affected? The experts quoted in the article said that 39,000 computers were infected, and they in turn affected hundreds of thousands of other systems.

				Questions: How did the experts get that number? Did they check each computer out there to see whether it was affected? The fact that the article was written less than 24 hours after the attack suggests the number is a guess. Then why say 39,000 and not 40,000 — to make it seem less like a guess? To find out more on how to guesstimate with confidence (and how to evaluate someone else’s numbers), see Chapter 13.

				Comprehending crashes

				Next in the paper was an alert about the soaring number of motorcycle fatalities. Experts said that the fatality rate — the number of fatalities per 100,000 registered vehicles — for motorcyclists has been steadily increasing, as reported by the National Highway Traffic Safety Administration (NHTSA). In the article, many possible causes for the increased motorcycle death rate are discussed, including age, gender, size of engine, whether the driver had a license, alcohol use, and state helmet laws (or lack thereof). The report is very comprehensive, showing various tables and graphs with the following titles:

				[image: check.png] Motorcyclists killed and injured, and fatality and injury rates by year, per number of registered vehicles, and per millions of vehicle miles traveled

				[image: check.png] Motorcycle rider fatalities by state, helmet use, and blood alcohol content

				[image: check.png] Occupant fatality rates by vehicle type (motorcycles, passenger cars, light trucks), per 10,000 registered vehicles and per 100 million vehicle miles traveled

				[image: check.png] Motorcyclist fatalities by age group

				[image: check.png] Motorcyclist fatalities by engine size (displacement)

				[image: check.png] Previous driving records of drivers involved in fatal traffic crashes by type of vehicle (including previous crashes, DUI convictions, speeding convictions, and license suspensions and revocations)

				[image: check.png] Percentage of alcohol-impaired motorcycle riders killed in traffic crashes by time of day, for single-vehicle, multiple-vehicle, and total crashes

				This article is very informative and provides a wealth of detailed information regarding motorcycle fatalities and injuries in the U.S. However, the onslaught of so many tables, graphs, rates, numbers, and conclusions can be overwhelming and confusing and allow you to miss the big picture. With a little practice, and help from Part II, you’ll be better able to sort out graphs, tables, and charts and all the statistics that go along with them. For example, some important statistical issues come up when you see rates versus counts (such as death rates versus number of deaths). As I address in Chapter 3, counts can give you misleading information if they’re used when rates would be more appropriate.

				Mulling malpractice

				Further along in the newspaper was a report about a recent medical malpractice insurance study: Malpractice cases affect people in terms of the fees doctors charge and the ability to get the healthcare they need. The article indicates that 1 in 5 Georgia doctors have stopped doing risky procedures (such as delivering babies) because of the ever-increasing malpractice insurance rates in the state. This is described as a “national epidemic” and a “health crisis” around the country. Some brief details of the study are included, and the article states that of the 2,200 Georgia doctors surveyed, 2,800 of them — which they say represents about 18% of those sampled — were expected to stop providing high-risk procedures.

				Wait a minute! That can’t be right. Out of 2,200 doctors, 2,800 don’t perform the procedures, and that is supposed to represent 18%? That’s impossible! You can’t have a bigger number on the top of a fraction, and still have the fraction be under 100%, right? This is one of many examples of errors in media reporting of statistics. So what’s the real percentage? There’s no way to tell from the article. Chapter 5 nails down the particulars of calculating statistics so that you can know what to look for and immediately tell when something’s not right.

				Belaboring the loss of land

				In the same Sunday paper was an article about the extent of land development and speculation across the United States. Knowing how many homes are likely to be built in your neck of the woods is an important issue to get a handle on. Statistics are given regarding the number of acres of farmland being lost to development each year. To further illustrate how much land is being lost, the area is also listed in terms of football fields. In this particular example, experts said that the mid-Ohio area is losing 150,000 acres per year, which is 234 square miles, or 115,385 football fields (including end zones). How do people come up with these numbers, and how accurate are they? And does it help to visualize land loss in terms of the corresponding number of football fields? Idiscuss the accuracy of data collected in more detail in Chapter 16.

				Scrutinizing schools

				The next topic in the paper was school proficiency — specifically, whether extra school sessions help students perform better. The article states that 81.3% of students in this particular district who attended extra sessions passed the writing proficiency test, whereas only 71.7% of those who didn’t participate in the extra school sessions passed it. But is this enough of a difference to account for the $386,000 price tag per year? And what’s happening in these sessions to cause an improvement? Are students in these sessions spending more time just preparing for those exams rather than learning more about writing in general? And here’s the big question: Were the participants in the extra sessions student volunteers who may be more motivated than the average student to try to improve their test scores? The article doesn’t say.


				Studying surveys of all shapes and sizes

				Surveys and polls are among the most visible mechanisms used by today’s media to grab your attention. It seems that everyone wants to do a survey, including market managers, insurance companies, TV stations, community groups, and even students in high school classes. Here are just a few examples of survey results that are part of today’s news:

				With the aging of the American workforce, companies are planning for their future leadership. (How do they know that the American workforce is aging, and if it is, by how much is it aging?) A recent survey shows that nearly 67% of human-resources managers polled said that planning for succession had become more important in the past five years than it had been in the past. The survey also says that 88% of the 210 respondents said they usually or often fill senior positions with internal candidates. But how many managers did not respond, and is 210 respondents really enough people to warrant a story on the front page of the business section? Believe it or not, when you start looking for them, you’ll find numerous examples in the news of surveys based on far fewer participants than 210. (To be fair, however, 210 can actually be a good number of subjects in some situations. The issues of what sample size is large enough and what percentage of respondents is big enough are addressed in full detail in Chapter 16.)

				Some surveys are based on current interests and trends. For example, a recent Harris-Interactive survey found that nearly half (47%) of U.S. teens say their social lives would end or be worsened without their cellphones, and 57% go as far as to say that their cellphones are the key to their social life. The study also found that 42% of teens say that they can text while blindfolded (how do you really test this?). Keep in perspective, though, that the study did not tell you what percentage of teens actually have cellphones or what demographic characteristics those teens have compared to teens who do not have cellphones. And remember that data collected on topics like this aren’t always accurate, because the individuals who are surveyed may tend to give biased answers (who wouldn’t want to say they can text blindfolded?). For more information on how to interpret and evaluate the results of surveys, see Chapter 16.



				Studies like this appear all the time, and the only way to know what to believe is to understand what questions to ask and to be able to critique the quality of the study. That’s all part of statistics! The good news is, with a few clarifying questions, you can quickly critique statistical studies and their results. Chapter 17 helps you do just that.

				Studying sports

				The sports section is probably the most numerically jampacked section of the newspaper. Beginning with game scores, the win/loss percentages for each team, and the relative standing for each team, the specialized statistics reported in the sports world are so deep they require wading boots to get through. For example, basketball statistics are broken down by team, by quarter, and by player. For each player, you get minutes played, field goals, free throws, rebounds, assists, personal fouls, turnovers, blocks, steals, and total points.

				Who needs to know this stuff, besides the players’ mothers? Apparently many fans do. Statistics are something that sports fans can never get enough of and players often can’t stand to hear about. Stats are the substance of water-cooler debates and the fuel for armchair quarterbacks around the world.

				Fantasy sports have also made a huge impact on the sports money-making machine. Fantasy sports are games where participants act as owners to build their own teams from existing players in a professional league. The fantasy team owners then compete against each other. What is the competition based on? Statistical performance of the players and teams involved, as measured by rules set up by a “league commissioner” and an established point system. According to the Fantasy Sports Trade Association, the number of people age 12 and up who are involved in fantasy sports is more than 30 million, and the amount of money spent is $3–4 billion per year. (And even here you can ask how the numbers were calculated — the questions never end, do they?)

				Banking on business news

				The business section of the newspaper provides statistics about the stock market. In one week the market went down 455 points; is that decrease a lot or a little? You need to calculate a percentage to really get a handle on that.

				The business section of my paper contained reports on the highest yields nationwide on every kind of certificate of deposit (CD) imaginable. (By the way, how do they know those yields are the highest?) I also found reports about rates on 30-year fixed loans, 15-year fixed loans, 1-year adjustable rate loans, new car loans, used car loans, home equity loans, and loans from your grandmother (well actually no, but if grandma read these statistics, she might increase her cushy rates).

				Finally, I saw numerous ads for those beloved credit cards — ads listing the interest rates, the annual fees, and the number of days in the billing cycle. How do you compare all the information about investments, loans, and credit cards in order to make a good decision? What statistics are most important? The real question is: Are the numbers reported in the paper giving the whole story, or do you need to do more detective work to get at the truth? Chapters16 and 17 help you start tearing apart these numbers and making decisions about them.

				Touring the travel news

				You can’t even escape the barrage of numbers by heading to the travel section. For example, there I found that the most frequently asked question coming in to the Transportation Security Administration’s response center (which receives about 2,000 telephone calls, 2,500 e-mail messages, and 200 letters per week on average — would you want to be the one counting all of those?) is, “Can I carry this on a plane?” This can refer to anything from an animal to a wedding dress to a giant tin of popcorn. (I wouldn’t recommend the tin of popcorn. You have to put it in the overhead compartment horizontally, and because things shift during flight, the cover will likely open; and when you go to claim your tin at the end of the flight, you and your seatmates will be showered. Yes, I saw it happen once.)

				The number of reported responses in this case leads to an interesting statistical question: How many operators are needed at various times of the day to field those calls, e-mails, and letters coming in? Estimating the number of anticipated calls is your first step, and being wrong can cost you money (if you overestimate it) or a lot of bad PR (if you underestimate it). These kinds of statistical challenges are tackled in Chapter 13.

				Surveying sexual stats

				In today’s age of info-overkill, it’s very easy to find out what the latest buzz is, including the latest research on people’s sex lives. An article in my paper reported that married people have 6.9 more sexual encounters per year than people who have never been married. That’s nice to know, I guess, but how did someone come up with this number? The article I’m looking at doesn’t say (maybe some statistics are better left unsaid?).

				If someone conducted a survey by calling people on the phone asking for a few minutes of their time to discuss their sex lives, who will be the most likely to want to talk about it? And what are they going to say in response to the question, “How many times a week do you have sex?” Are they going to report the honest truth, tell you to mind your own business, or exaggerate a little? Self-reported surveys can be a real source of bias and can lead to misleading statistics. But how would you recommend people go about finding out more about this very personal subject? Sometimes, research is more difficult than it seems. (Chapter 16 discusses biases that come up when collecting certain types of survey data.)

				Breaking down weather reports

				Weather reports provide another mass of statistics, with forecasts of the next day’s high and low temperatures (how do they decide it’ll be 16 degrees and not 15 degrees?) along with reports of the day’s UV factor, pollen count, pollution standard index, and water quality and quantity. (How do they get these numbers — by taking samples? How many samples do they take, and where do they take them?) You can find out what the weather is right now anywhere in the world. You can get a forecast looking ahead three days, a week, a month, or even a year! Meteorologists collect and record tons and tons of data on the weather each day. Not only do these numbers help you decide whether to take your umbrella to work, but they also help weather researchers to better predict longer term forecasts and even global climate changes over time.

				Even with all the information and technologies available to weather researchers, how accurate are weather reports these days? Given the number of times you get rained on when you were told it was going to be sunny, it seems they still have work to do on those forecasts. What the abundance of data really shows though, is that the number of variables affecting weather is almost overwhelming, not just to you, but for meteorologists, too.

				[image: remember.eps] Statistical computer models play an important role in making predictions about major weather-related events, such as hurricanes, earthquakes, and volcano eruptions. Scientists still have some work to do before they can predict tornados before they begin to form or tell you exactly where and when a hurricane is going to hit land, but that’s certainly their goal, and they continue to get better at it. For more on modeling and statistics, see Chapter 18.

				Musing about movies

				Moving on to the arts section, I saw several ads for current movies. Each movie ad contains quotes from certain movie critics: “Two thumbs up!” “The supreme adventure of our time,” “Absolutely hilarious,” or “One of the top ten films of the year!” Do you pay attention to the critics? How do you determine which movies to go to? Experts say that although the popularity of a movie may be affected by the critics’ comments (good or bad) in the beginning of a film’s run, word of mouth is the most important determinant of how well a film does in the long run.

				Studies also show that the more dramatic a movie is, the more popcorn is sold. Yes, the entertainment business even keeps tabs on how much crunching you do at the movies. How do they collect all this information, and how does it impact the types of movies that are made? This, too, is part of statistics: designing and carrying out studies to help pinpoint an audience and find out what they like, and then using the information to help guide the making of the product. So the next time someone with a clipboard asks if you have a minute, you may want to stand up and be counted.

				Highlighting horoscopes

				Those horoscopes: You read them, but do you believe them? Should you? Can people predict what will happen more often than just by chance? Statisticians have a way of finding out, by using something they call a hypothesis test (see Chapter 14). So far they haven’t found anyone who can read minds, but people still keep trying!

				Using Statistics at Work

				Now put down the Sunday newspaper and move on to the daily grind of the workplace. If you’re working for an accounting firm, of course numbers are part of your daily life. But what about people like nurses, portrait studio photographers, store managers, newspaper reporters, office staff, or construction workers? Do numbers play a role in those jobs? You bet. This section gives you a few examples of how statistics creep into every workplace.

				[image: tip.eps] You don’t have to go far to see how statistics weaves its way in and out of your life and work. The secret is being able to determine what it all means and what you can believe, and to be able to make sound decisions based on the real story behind numbers so you can handle and become used to the statistics of everyday life.

				Delivering babies — and information

				Sue works as a nurse during the night shift in the labor and delivery unit at a university hospital. She takes care of several patients in a given evening, and she does her best to accommodate everyone. Her nursing manager has told her that each time she comes on shift she should identify herself to the patient, write her name on the whiteboard in the patient’s room, and ask whether the patient has any questions. Why? Because a few days after each mother leaves with her baby, the hospital gives her a phone call asking about the quality of care, what was missed, what it could do to improve its service and quality of care, and what the staff could do to ensure that the hospital is chosen over other hospitals in town. For example, surveys show that patients who know the names of their nurses feel more comfortable, ask more questions, and have a more positive experience in the hospital than those who don’t know the names of their nurses. Sue’s salary raises depend on her ability to follow through with the needs of new mothers. No doubt the hospital has also done a lot of research to determine the factors involved in quality of patient care well beyond nurse-patient interactions. (See Chapter 17 for in-depth info concerning medical studies.)

				Posing for pictures

				Carol recently started working as a photographer for a department store portrait studio; one of her strengths is working with babies. Based on the number of photos purchased by customers over the years, this store has found that people buy more posed pictures than natural-looking ones. As a result, store managers encourage their photographers to take posed shots.

				A mother comes in with her baby and has a special request: “Could you please not pose my baby too deliberately? I just like his pictures to look natural.” If Carol says, “Can’t do that, sorry. My raises are based on my ability to pose a child well,” you can bet that the mother is going to fill out that survey on quality service after this session — and not just to get $2.00 off her next sitting (if she ever comes back). Instead, Carol should show her boss the information in Chapter 16 about collecting data on customer satisfaction.

				Poking through pizza data

				Terry is a store manager at a local pizzeria that sells pizza by the slice. He is in charge of determining how many workers to have on staff at a given time, how many pizzas to make ahead of time to accommodate the demand, and how much cheese to order and grate, all with minimal waste of wages and ingredients. Friday night at midnight, the place is dead. Terry has five workers left and has five large pans of pizza he could throw in the oven, making about 40 slices of pizza each. Should he send two of his workers home? Should he put more pizza in the oven or hold off?

				The store owner has been tracking the demand for weeks now, so Terry knows that every Friday night things slow down between 10 and 12 p.m., but then the bar crowd starts pouring in around midnight and doesn’t let up until the doors close at 2:30 a.m. So Terry keeps the workers on, puts in the pizzas in 30-minute intervals from midnight on, and is rewarded with a profitable night, with satisfied customers and with a happy boss. For more information on how to make good estimates using statistics, see Chapter 13.

				Statistics in the office

				D.J. is an administrative assistant for a computer company. How can statistics creep into her office workplace? Easy. Every office is filled with people who want to know answers to questions, and they want someone to “Crunch the numbers,” to “Tell me what this means,” to “Find out if anyone has any hard data on this,” or to simply say, “Does this number make any sense?” They need to know everything from customer satisfaction figures to changes in inventory during the year; from the percentage of time employees spend on e-mail to the cost of supplies for the last three years. Every workplace is filled with statistics, and D.J.’s marketability and value as an employee could go up if she’s the one the head honchos turn to for help. Every office needs a resident statistician — why not let it be you?

			

		

	
		
			
				Chapter 3

				Taking Control: So Many Numbers, So Little Time

				In This Chapter

				[image: arrow] Examining the extent of statistics abuse

				[image: arrow] Feeling the impact of statistics gone wrong

				The sheer amount of statistics in daily life can leave you feeling overwhelmed and confused. This chapter gives you a tool to help you deal with statistics: skepticism! Not radical skepticism like “I can’t believe anything anymore,” but healthy skepticism like “Hmm, I wonder where that number came from?” and “I need to find out more information before I believe these results.” To develop healthy skepticism, you need to understand how the chain of statistical information works.

				Statistics end up on your TV and in your newspaper as a result of a process. First, the researchers who study an issue generate results; this group is composed of pollsters, doctors, marketing researchers, government researchers, and other scientists. They are considered the original sources of the statistical information.

				After they get their results, these researchers naturally want to tell people about it, so they typically either put out a press release or publish a journal article. Enter the journalists or reporters, who are considered the media sources of the information. Journalists hunt for interesting press releases and sort through journals, basically searching for the next headline. When reporters complete their stories, statistics are immediately sent out to the public through all forms of media. Now the information is ready to be taken in by the third group — the consumers of the information (you). You and other consumers of information are faced with the task of listening to and reading the information, sorting through it, and making decisions about it.

				At any stage in the process of doing research, communicating results, or consuming information, errors can take place, either unintentionally or by design. The tools and strategies you find in this chapter give you the skills to be a good detective.

				Detecting Errors, Exaggerations, and Just Plain Lies

				Statistics can go wrong for many different reasons. First, a simple, honest error can occur. This can happen to anyone, right? Other times, the error is something other than a simple, honest mistake. In the heat of the moment, because someone feels strongly about a cause and because the numbers don’t quite bear out the point that the researcher wants to make, statistics get tweaked, or, more commonly, exaggerated, either in their values or how they’re represented and discussed.

				Another type of error is an error of omission — information that is missing that would have made a big difference in terms of getting a handle on the real story behind the numbers. That omission makes the issue of correctness difficult to address, because you’re lacking information to go on.

				You may even encounter situations in which the numbers have been completely fabricated and can’t be repeated by anyone because they never happened. This section gives you tips to help you spot errors, exaggerations, and lies, along with some examples of each type of error that you, as an information consumer, may encounter.

				Checking the math

				The first thing you want to do when you come upon a statistic or the result of a statistical study is to ask, “Is this number correct?” Don’t assume it is! You’d probably be surprised at the number of simple arithmetic errors that occur when statistics are collected, summarized, reported, or interpreted.

				[image: tip.eps] To spot arithmetic errors or omissions in statistics:

				[image: check.png] Check to be sure everything adds up. In other words, do the percents in the pie chart add up to 100 (or close enough due to rounding)? Do the number of people in each category add up to the total number surveyed?

				[image: check.png] Double-check even the most basic calculations.

				[image: check.png] Always look for a total so you can put the results into proper perspective. Ignore results based on tiny sample sizes.

				[image: check.png] Examine whether the projections are reasonable. For example, if three deaths due to a certain condition are said to happen per minute, that adds up to over 1.5 million such deaths in a year. Depending on what condition is being reported, this number may be unreasonable.

				Uncovering misleading statistics

				By far, the most common abuses of statistics are subtle, yet effective, exaggerations of the truth. Even when the math checks out, the underlying statistics themselves can be misleading if they exaggerate the facts. Misleading statistics are harder to pinpoint than simple math errors, but they can have a huge impact on society, and, unfortunately, they occur all the time.

				Breaking down statistical debates

				Crime statistics are a great example of how statistics are used to show two sides of a story, only one of which is really correct. Crime is often discussed in political debates, with one candidate (usually the incumbent) arguing that crime has gone down during her tenure, and the challenger often arguing that crime has gone up (giving the challenger something to criticize the incumbent for). How can two candidates make such different conclusions based on the same data set? Turns out, depending on the way you measure crime, getting either result can be possible.

				Table 3-1 shows the population of the United States for 1998 to 2008, along with the number of reported crimes and the crime rates (crimes per 100,000 people), calculated by taking the number of crimes divided by the population size and multiplying by 100,000.

				[image: /Table 3-1]

				Now compare the number of crimes and the crime rates for 2001 and 2002 in Table 3-1. In column 2, you see that the number of crimes increased by 2,285 from 2001 to 2002 (11,878,954 – 11,876,669). This represents an increase of 0.019% (dividing the difference, 2,285, by the number of crimes in 2001, 11,876,669). Note the population size (column 3) also increased from 2001 to 2002, by 2,656,365 people (287,973,924 – 285,317,559), or 0.931% (dividing this difference by the population size in 2001). However, in column 4, you see the crime rate decreased from 2001 to 2002 from 4,162.6 (per 100,000 people) in 2001 to 4,125.0 (per 100,000) in 2002. How did the crime rate decrease? Although the number of crimes and the number of people both went up, the number of crimes increased at a slower rate than the increase in population size did (0.019% compare to 0.931%).

				So how should the crime trend be reported? Did crime actually go up or down from 2001 to 2002? Based on the crime rate — which is a more accurate gauge — you can conclude that crime decreased during that year. But be watchful of the politician who wants to show that the incumbent didn’t do his job; he will be tempted to look at the number of crimes and claim that crime went up, creating an artificial controversy and resulting in confusion (not to mention skepticism) on behalf of the voters. (Aren’t election years fun?)

				[image: remember.eps] To create an even playing field when measuring how often an event occurs, you convert each number to a percent by dividing by the total to get what statisticians call a rate. Rates are usually better than count data because rates allow you to make fair comparisons when the totals are different.

				Untwisting tornado statistics

				Which state has the most tornados? It depends on how you look at it. If you just count the number of tornados in a given year (which is how I’ve seen the media report it most often), the top state is Texas. But think about it. Texas is the second biggest state (after Alaska). Yes, Texas is in that part of the U.S. called “Tornado Alley,” and yes, it gets a lot of tornados, but it also has a huge surface area for those tornados to land and run.

				A more fair comparison, and how meteorologists look at it, is to look at the number of tornados per 10,000 square miles. Using this statistic (depending on your source), Florida comes out on top, followed by Oklahoma, Indiana, Iowa, Kansas, Delaware, Louisiana, Mississippi, and Nebraska, and finally Texas weighs in at number 10. (Although I’m sure this is one statistic they are happy to rank low on; as opposed to their AP rankings in NCAA football.)

				Other tornado statistics measured and reported include the state with the highest percentage of killer tornadoes as a percentage of all tornados (Tennessee); and the total length of tornado paths per 10,000 square miles (Mississippi). Note each of these statistics is reported appropriately as a rate (amount per unit).

				[image: remember.eps] Before believing statistics indicating “the highest XXX” or “the lowest XXX,” take a look at how the variable is measured to see whether it’s fair and whether there are other statistics that should be examined too to get the whole picture. Also make sure the units are appropriate for making fair comparisons.

				Zeroing in on what the scale tells you

				Charts and graphs are useful for making a quick and clear point about your data. Unfortunately, many times the charts and graphs accompanying everyday statistics aren’t done correctly and/or fairly. One of the most important elements to watch for is the way that the chart or graph is scaled. The scale of a graph is the quantity used to represent each tick mark on the axis of the graph. Do the tick marks increase by 1s, 10s, 20s, 100s, 1,000s, or what? The scale can make a big difference in terms of the way the graph or chart looks.

				For example, the Kansas Lottery routinely shows its recent results from the Pick 3 Lottery. One of the statistics reported is the number of times each number (0 through 9) is drawn among the three winning numbers. Table 3-2 shows a chart of the number of times each number was drawn during 1,613 total Pick 3 games (4,839 single numbers drawn). It also reports the percentage of times that each number was drawn. Depending on how you choose to look at these results, you can again make the statistics appear to tell very different stories.

				[image: /Table 3-2]

				The way lotteries typically display results like those in Table 3-2 is shown in Figure 3-1a. Notice that in this chart, it seems that the number 1 doesn’t get drawn nearly as often (only 468 times) as number 2 does (513 times). The difference in the height of these two bars appears to be very large, exaggerating the difference in the number of times these two numbers were drawn. However, to put this in perspective, the actual difference here is 513 – 468 = 45 out of a total of 4,839 numbers drawn. In terms of percentages, the difference between the number of times the number 1 and the number 2 are drawn is 45 ÷ 4,839 = 0.009, or only nine-tenths of one percent.

				
					Figure 3-1: Bar charts showing a) number of times each number was drawn; and b) percentage of times each number was drawn.

				

				[image: 9780470911082-fg0301.eps]

				What makes this chart exaggerate the differences? Two issues come to mind. First, notice that the vertical axis, which shows the number of times (or frequency) that each number is drawn, goes up by 5s. So a difference of 5 out of a total of 4,839 numbers drawn appears significant. Stretching the scale so that differences appear larger than they really are is a common trick used to exaggerate results. Second, the chart starts counting at 465, not at 0. Only the top part of each bar is shown, which also exaggerates the results. In comparison, Figure 3-1b graphs the percentage of times each number was drawn. Normally the shape of a graph wouldn’t change when going from counts to percentages; however, this chart uses a more realistic scale than the one in Figure 3-1a (going by 2% increments) and starts at 0, both of which make the differences appear as they really are — not much different at all. Boring, huh?

				Maybe the lottery folks thought so too. In fact, maybe they use Figure 3-1a rather than Figure 3-1b because they want you to think that some “magic” is involved in the numbers, and you can’t blame them; that’s their business.

				[image: headsup_lewis.eps] Looking at the scale of a graph or chart can really help you keep the reported results in proper perspective. Stretching the scale out or starting the y-axis at the highest possible number makes differences appear larger; squeezing down the scale or starting the y-axis at a much lower value than needed makes differences appear smaller than they really are.

				Checking your sources

				When examining the results of any study, check the source of the information. The best results are often published in reputable journals that are well known by the experts in the field. For example, in the world of medical science, the Journal of the American Medical Association (JAMA), the New England Journal of Medicine, The Lancet, and the British Medical Journal are all reputable journals doctors use to publish results and read about new findings.

				[image: tip.eps] Consider the source and who financially supported the research. Many companies finance research and use it for advertising their products. Although that in itself isn’t necessarily a bad thing, in some cases a conflict of interest on the part of researchers can lead to biased results. And if the results are very important to you, ask whether more than one study was conducted, and if so, ask to examine all the studies that were conducted, not just those whose results were published in journals or appeared in advertisements.

				Counting on sample size

				Sample size isn’t everything, but it does count for a great deal in surveys and studies. If the study is designed and conducted correctly, and if the participants are selected randomly (that is, with no bias; see Chapter 16 for more on random samples), sample size is an important factor in determining the accuracy and repeatability of the results. (See Chapters 16 and 17 for more information on designing and carrying out studies.)

				Many surveys are based on large numbers of participants, but that isn’t always true for other types of research, such as carefully controlled experiments. Because of the high cost of some types of research in terms of time and money, some studies are based on a small number of participants or products. Researchers have to find the appropriate balance when determining sample size.

				[image: headsup_lewis.eps] The most unreliable results are those based on anecdotes, stories that talk about a single incident in an attempt to sway opinion. Have you ever told someone not to buy a product because you had a bad experience with it? Remember that an anecdote (or story) is really a nonrandom sample whose size is only one.

				Considering cause and effect

				Headlines often simplify or skew the “real” information, especially when the stories involve statistics and the studies that generated the statistics.

				A study conducted a few years back evaluated videotaped sessions of 1,265 patient appointments with 59 primary-care physicians and 6 surgeons in Colorado and Oregon. This study found that physicians who had not been sued for malpractice spent an average of 18 minutes with each patient, compared to 16 minutes for physicians who had been sued for malpractice. The study was reported by the media with the headline, “Bedside manner fends off malpractice suits.” However, this study seemed to say that if you are a doctor who gets sued, all you have to do is spend more time with your patients, and you’re off the hook. (Now when did bedside manner get characterized as time spent?)

				Beyond that, are we supposed to believe that a doctor who has been sued needs only add a couple more minutes of time with each patient to avoid being sued in the future? Maybe what the doctor does during that time counts much more than how much time the doctor actually spends with each patient. You tackle the issues of cause-and-effect relationships between variables in Chapter 18.

				Finding what you wanted to find

				You may wonder how two political candidates can discuss the same topic and get two opposing conclusions, both based on “scientific surveys.” Even small differences in a survey can create big differences in results. (See Chapter 16 for the full scoop on surveys.)

				One common source of skewed survey results comes from question wording. Here are three different questions that are trying to get at the same issue — public opinion regarding the line-item veto option available to the president:

				[image: check.png] Should the line-item veto be available to the president to eliminate waste (yes/no/no opinon)?

				[image: check.png] Does the line-item veto give the president too much individual power (yes/no/no opinion)?

				[image: check.png]  What is your opinion on the presidential line-item veto? Choose 1–5, with 1 = strongly opposed and 5 = strongly support.

				The first two questions are misleading and will lead to biased results in opposite directions. The third version will draw results that are more accurate in terms of what people really think. However, not all surveys are written with the purpose of finding the truth; many are written to support a certain viewpoint.

				[image: headsup_lewis.eps] Research shows that even small changes in wording affect survey outcomes, leading to results that conflict when different surveys are compared. If you can tell from the wording of the question how they want you to respond to it, you know you’re looking at a leading question; and leading questions lead to biased results.(See Chapter 16 for more on spotting problems with surveys.)

				Looking for lies in all the right places

				Every once in a while, you hear about someone who faked his data, or “fudged the numbers.” Probably the most commonly committed lie involving statistics and data is when people throw out data that don’t fit their hypothesis, don’t fit the pattern, or appear to be outliers. In cases when someone has clearly made an error (for example, someone’s age is recorded as 200), removing that erroneous data point or trying to correct the error makes sense. Eliminating data for any other reason is ethically wrong; yet it happens.

				Regarding missing data from experiments, a commonly used phrase is “Among those who completed the study. . . .” What about those who didn’t complete the study, especially a medical one? Did they get tired of the side effects of the experimental drug and quit? If so, the loss of this person will create results that are biased toward positive outcomes.

				[image: remember.eps] Before believing the results of a study, check out how many people were chosen to participate, how many finished the study, and what happened to all the participants, not just the ones who experienced a positive result.

				Surveys are not immune to problems from missing data, either. For example, it’s known by statisticians that the opinions of people who respond to a survey can be very different from the opinions of those who don’t. In general, the lower the percentage of people who respond to a survey (the response rate), the less credible the results will be. For more about surveys and missing data, see Chapter 16.

				Feeling the Impact of Misleading Statistics

				You make decisions every day based on statistics and statistical studies that you’ve heard about or seen, many times without even realizing it. Misleading statistics affect your life in small or large ways, depending on the type of statistics that cross your path and what you choose to do with the information you’re given. Here are some little everyday scenarios where statistics slip in:

				[image: check.png] “Gee, I hope Rex doesn’t chew up my rugs again while I’m at work. Iheard somewhere that dogs on Prozac deal better with separation anxiety. How did they figure that out? And what would I tell my friends?”

				[image: check.png] “I thought everyone was supposed to drink eight glasses of water a day, but now I hear that too much water could be bad for me; what should Ibelieve?”

				[image: check.png] “A study says people spend two hours a day at work checking and sending personal e-mails. How is that possible? No wonder my boss is paranoid.”

				You may run into other situations involving statistics that can have a larger impact on your life, and you need to be able to sort it all out. Here are some examples:

				[image: check.png]  A group lobbying for a new skateboard park tells you 80% of the people surveyed agree that taxes should be raised to pay for it, so you should too. Will you feel the pressure to say yes?

				[image: check.png] The radio news at the top of the hour says cellphones cause brain tumors. Your spouse uses his cellphone all the time. Should you panic and throw away all cellphones in your house?

				[image: check.png] You see an advertisement that tells you a certain drug will cure your particular ill. Do you run to your doctor and demand a prescription?

				[image: remember.eps] Although not all statistics are misleading and not everyone is out to get you, you do need to be vigilant. By sorting out the good information from the suspicious and bad information, you can steer clear of statistics that go wrong. The tools and strategies in this chapter are designed to help you to stop and say, “Wait a minute!” so you can analyze and critically think about the issues and make good decisions.

			

		

	
		
			
				Chapter 4

				Tools of the Trade

				In This Chapter

				[image: arrow] Seeing statistics as a process, not just as numbers

				[image: arrow] Getting familiar with some basic statistical jargon

				In today’s world, the buzzword is data, as in, “Do you have any data to support your claim?” “What data do you have on this?” “The data supported the original hypothesis that . . . ,” “Statistical data show that . . . ,” and “The data bear this out . . . .” But the field of statistics is not just about data.

				[image: remember.eps] Statistics is the entire process involved in gathering evidence to answer questions about the world, in cases where that evidence happens to be data.

				In this chapter, you see firsthand how statistics works as a process and where the numbers play their part. You’re also introduced to the most commonly used forms of statistical jargon, and you find out how these definitions and concepts all fit together as part of that process. So the next time you hear someone say, “This survey had a margin of error of plus or minus 3 percentage points,” you’ll have a basic idea of what that means.

				Statistics: More than Just Numbers

				Statisticians don’t just “do statistics.” Although the rest of the world views them as number crunchers, they think of themselves as the keepers of the scientific method. Of course, statisticians work with experts in other fields to satisfy their need for data, because man cannot live by statistics alone, but crunching someone’s data is only a small part of a statistician’s job. (In fact, if that’s all we did all day, we’d quit our day jobs and moonlight as casino consultants.) In reality, statistics is involved in every aspect of the scientific method — formulating good questions, setting up studies, collecting good data, analyzing the data properly, and making appropriate conclusions. But aside from analyzing the data properly, what do any of these aspects have to do with statistics? In this chapter you find out.

				All research starts with a question, such as:

				[image: check.png] Is it possible to drink too much water?

				[image: check.png] What’s the cost of living in San Francisco?

				[image: check.png] Who will win the next presidential election?

				[image: check.png] Do herbs really help maintain good health?

				[image: check.png] Will my favorite TV show get renewed for next year?

				None of these questions asks anything directly about numbers. Yet each question requires the use of data and statistical processes to come up with the answer.

				Suppose a researcher wants to determine who will win the next U.S. presidential election. To answer with confidence, the researcher has to follow several steps:

				1. Determine the population to be studied.

				 In this case, the researcher intends to study registered voters who plan to vote in the next election.

				2. Collect the data.

				 This step is a challenge, because you can’t go out and ask every person in the United States whether they plan to vote, and if so, for whom they plan to vote. Beyond that, suppose someone says, “Yes, I plan to vote.” Will that person really vote come Election Day? And will that same person tell you whom he actually plans to vote for? And what if that person changes his mind later on and votes for a different candidate?

				3. Organize, summarize, and analyze the data.

				 After the researcher has gone out and collected the data she needs, getting it organized, summarized, and analyzed helps the researcher answer her question. This step is what most people recognize as the business of statistics.

				4. Take all the data summaries, charts, graphs, and analyses and draw conclusions from them to try to answer the researcher’s original question.

				 Of course, the researcher will not be able to have 100% confidence that her answer is correct, because not every person in the United States was asked. But she can get an answer that she is nearly 100% sure is correct. In fact, with a sample of about 2,500 people who are selected in a fair and unbiased way (that is, every possible sample of size 2,500 had an equal chance of being selected), the researcher can get accurate results within plus or minus 2.5% (if all the steps in the research process are done correctly).

				[image: headsup_lewis.eps] In making conclusions, the researcher has to be aware that every study has limits and that — because the chance for error always exists — the results could be wrong. A numerical value can be reported that tells others how confident the researcher is about the results and how accurate these results are expected to be. (See Chapter 12 for more information on margin of error.)

				[image: remember.eps] After the research is done and the question has been answered, the results typically lead to even more questions and even more research. For example, if men appear to favor one candidate but women favor the opponent, the next questions may be: “Who goes to the polls more often on Election Day — men or women — and what factors determine whether they will vote?”

				The field of statistics is really the business of using the scientific method to answer research questions about the world. Statistical methods are involved in every step of a good study, from designing the research to collecting the data, organizing and summarizing the information, doing an analysis, drawing conclusions, discussing limitations, and, finally, designing the next study in order to answer new questions that arise. Statistics is more than just numbers — it’s a process.

				Grabbing Some Basic Statistical Jargon

				Every trade has a basic set of tools, and statistics is no different. If you think about the statistical process as a series of stages that you go through to get from question to answer, you may guess that at each stage you’ll find a group of tools and a set of terms (or jargon) to go along with it. Now if the hair is beginning to stand up on the back of your neck, don’t worry. No one is asking you to become a statistics expert and plunge into the heavy-duty stuff, or to turn into a statistics nerd who uses this jargon all the time. Hey, you don’t even have to carry a calculator and pocket protector in your shirt pocket (because statisticians really don’t do that; it’s just an urban myth).

				But as the world becomes more numbers-conscious, statistical terms are thrown around more in the media and in the workplace, so knowing what the language really means can give you a leg up. Also, if you’re reading this book because you want to find out more about how to calculate some statistics, understanding basic jargon is your first step. So, in this section, you get a taste of statistical jargon; I send you to the appropriate chapters elsewhere in the book to get details.

				Data

				Data are the actual pieces of information that you collect through your study. For example, I asked five of my friends how many pets they own, and the data they gave me are the following: 0, 2, 1, 4, 18. (The fifth friend counted each of her aquarium fish as a separate pet.) Not all data are numbers; I also recorded the gender of each of my friends, giving me the following data: male, male, female, male, female.

				Most data fall into one of two groups: numerical or categorical. (I present the main ideas about these variables here; see Chapter 5 for more details.)

				[image: check.png] Numerical data: These data have meaning as a measurement, such as a person’s height, weight, IQ, or blood pressure; or they’re a count, such as the number of stock shares a person owns, how many teeth a dog has, or how many pages you can read of your favorite book before you fall asleep. (Statisticians also call numerical data quantitative data.)

				 Numerical data can be further broken into two types: discrete and continuous.

				 • Discrete data represent items that can be counted; they take on possible values that can be listed out. The list of possible values may be fixed (also called finite); or it may go from 0, 1, 2, on to infinity (making it countably infinite). For example, the number of heads in 100 coin flips takes on values from 0 through 100 (finite case), but the number of flips needed to get 100 heads takes on values from 100 (the fastest scenario) on up to infinity. Its possible values are listed as 100, 101, 102, 103, . . . (representing the countably infinite case).

				 • Continuous data represent measurements; their possible values cannot be counted and can only be described using intervals on the real number line. For example, the exact amount of gas purchased at the pump for cars with 20-gallon tanks represents nearly-continuous data from 0.00 gallons to 20.00 gallons, represented by the interval [0, 20], inclusive. (Okay, you can count all these values, but why would you want to? In cases like these, statisticians bend the definition of continuous a wee bit.) The lifetime of a C battery can be anywhere from 0 to infinity, technically, with all possible values in between. Granted, you don’t expect a battery to last more than a few hundred hours, but no one can put a cap on how long it can go (remember the Energizer Bunny?).

				[image: check.png] Categorical data: Categorical data represent characteristics such as a person’s gender, marital status, hometown, or the types of movies they like. Categorical data can take on numerical values (such as “1” indicating male and “2” indicating female), but those numbers don’t have meaning. You couldn’t add them together, for example. (Other names for categorical data are qualitative data, or Yes/No data.)

				[image: headsup_lewis.eps] Ordinal data mixes numerical and categorical data. The data fall into categories, but the numbers placed on the categories have meaning. For example, rating a restaurant on a scale from 0 to 4 stars gives ordinal data. Ordinal data are often treated as categorical, where the groups are ordered when graphs and charts are made. I don’t address them separately in this book.

				Data set

				A data set is the collection of all the data taken from your sample. For example, if you measured the weights of five packages, and those weights were 12, 15, 22, 68, and 3 pounds, those five numbers (12, 15, 22, 68, 3) constitute your data set. If you only record the general size of the package (for example, small, medium, or large), your data set may look like this: medium, medium, medium, large, small.

				Variable

				A variable is any characteristic or numerical value that varies from individual to individual. A variable can represent a count (for example, the number of pets you own); or a measurement (the time it takes you to wake up in the morning). Or the variable can be categorical, where each individual is placed into a group (or category) based on certain criteria (for example, political affiliation, race, or marital status). Actual pieces of information recorded on individuals regarding a variable are the data.

				Population

				For virtually any question you may want to investigate about the world, you have to center your attention on a particular group of individuals (for example, a group of people, cities, animals, rock specimens, exam scores, and so on). For example:

				[image: check.png] What do Americans think about the president’s foreign policy?

				[image: check.png] What percentage of planted crops in Wisconsin did deer destroy last year?

				[image: check.png] What’s the prognosis for breast cancer patients taking a new experimental drug?

				[image: check.png] What percentage of all cereal boxes get filled according to specification?

				In each of these examples, a question is posed. And in each case, you can identify a specific group of individuals being studied: the American people, all planted crops in Wisconsin, all breast cancer patients, and all cereal boxes that are being filled, respectively. The group of individuals you want to study in order to answer your research question is called a population. Populations, however, can be hard to define. In a good study, researchers define the population very clearly, whereas in a bad study, the population is poorly defined.

				The question of whether babies sleep better with music is a good example of how difficult defining the population can be. Exactly how would you define a baby? Under three months old? Under a year? And do you want to study babies only in the United States, or all babies worldwide? The results may be different for older and younger babies, for American versus European versus African babies, and so on.

				[image: headsup_lewis.eps] Many times researchers want to study and make conclusions about a broad population, but in the end — to save time, money, or just because they don’t know any better — they study only a narrowly defined population. That shortcut can lead to big trouble when conclusions are drawn. For example, suppose a college professor wants to study how TV ads persuade consumers to buy products. Her study is based on a group of her own students who participated to get five points extra credit. This test group may be convenient, but her results can’t be generalized to any population beyond her own students, because no other population was represented in her study.

				Sample, random, or otherwise

				When you sample some soup, what do you do? You stir the pot, reach in with a spoon, take out a little bit of the soup, and taste it. Then you draw a conclusion about the whole pot of soup, without actually having tasted all of it. If your sample is taken in a fair way (for example, you didn’t just grab all the good stuff) you will get a good idea how the soup tastes without having to eat it all. Taking a sample works the same way in statistics. Researchers want to find out something about a population, but they don’t have time or money to study every single individual in the population. So they select a subset of individuals from the population, study those individuals, and use that information to draw conclusions about the whole population. This subset of the population is called a sample.

				Although the idea of a selecting a sample seems straightforward, it’s anything but. The way a sample is selected from the population can mean the difference between results that are correct and fair and results that are garbage. Example: Suppose you want a sample of teenagers’ opinions on whether they’re spending too much time on the Internet. If you send out a survey using text messaging, your results won’t represent the opinions of all teenagers, which is your intended population. They will represent only those teenagers who have access to text messages. Does this sort of statistical mismatch happen often? You bet.

				[image: headsup_lewis.eps] Some of the biggest culprits of statistical misrepresentation caused by bad sampling are surveys done on the Internet. You can find thousands of surveys on the Internet that are done by having people log on to a particular Web site and give their opinions. But even if 50,000 people in the U.S. complete a survey on the Internet, it doesn’t represent the population of all Americans. It represents only those folks who have Internet access, who logged on to that particular Web site, and who were interested enough to participate in the survey (which typically means that they have strong opinions about the topic in question). The result of all these problems is bias — systematic favoritism of certain individuals or certain outcomes of the study.

				[image: remember.eps] How do you select a sample in a way that avoids bias? The key word is random. A random sample is a sample selected by equal opportunity; that is, every possible sample the same size as yours had an equal chance to be selected from the population. What random really means is that no group in the population is favored in or excluded from the selection process.

				Non-random (in other words bad) samples are samples that were selected in such a way that some type of favoritism and/or automatic exclusion of a part of the population was involved. A classic example of a non-random sample comes from polls for which the media asks you to phone in your opinion on a certain issue (“call-in” polls). People who choose to participate in call-in polls do not represent the population at large because they had to be watching that program, and they had to feel strongly enough to call in. They technically don’t represent a sample at all, in the statistical sense of the word, because no one selected them beforehand — they selected themselves to participate, creating a volunteer or self-selected sample. The results will be skewed toward people with strong opinions.

				To take an authentic random sample, you need a randomizing mechanism to select the individuals. For example, the Gallup Organization starts with a computerized list of all telephone exchanges in America, along with estimates of the number of residential households that have those exchanges. The computer uses a procedure called random digit dialing (RDD) to randomly create phone numbers from those exchanges, and then selects samples of telephone numbers from those. So what really happens is that the computer creates a list of all possible household phone numbers in America and then selects a subset of numbers from that list for Gallup to call.

				Another example of random sampling involves the use of random number generators. In this process, the items in the sample are chosen using a computer-generated list of random numbers, where each sample of items has the same chance of being selected. Researchers may use this type of randomization to assign patients to a treatment group versus a control group in an experiment. This process is equivalent to drawing names out of a hat or drawing numbers in a lottery.

				[image: headsup_lewis.eps] No matter how large a sample is, if it’s based on non-random methods, the results will not represent the population that the researcher wants to draw conclusions about. Don’t be taken in by large samples — first check to see how they were selected. Look for the term random sample. If you see that term, dig further into the fine print to see how the sample was actually selected and use the preceding definition to verify that the sample was, in fact, selected randomly. A small random sample is better than a large non-random one.

				Statistic

				A statistic is a number that summarizes the data collected from a sample. People use many different statistics to summarize data. For example, data can be summarized as a percentage (60% of U.S. households sampled own more than two cars), an average (the average price of a home in this sample is . . .), a median (the median salary for the 1,000 computer scientists in this sample was . . .), or a percentile (your baby’s weight is at the 90th percentile this month, based on data collected from over 10,000 babies).

				The type of statistic calculated depends on the type of data. For example, percentages are used to summarize categorical data, and means are used to summarize numerical data. The price of a home is a numerical variable, so you can calculate its mean or standard deviation. However, the color of a home is a categorical variable; finding the standard deviation or median of color makes no sense. In this case, the important statistics are the percentages of homes of each color.

				[image: headsup_lewis.eps] Not all statistics are correct or fair, of course. Just because someone gives you a statistic, nothing guarantees that the statistic is scientific or legitimate. You may have heard the saying, “Figures don’t lie, but liars figure.”

				Parameter

				Statistics are based on sample data, not on population data. If you collect data from the entire population, that process is called a census. If you then summarize the entire census information from one variable into a single number, that number is a parameter, not a statistic. Most of the time, researchers are trying to estimate the parameters using statistics. The U.S. Census Bureau wants to report the total number of people in the U.S., so it conducts a census. However, due to logistical problems in doing such an arduous task (such as being able to contact homeless folks), the census numbers can only be called estimates in the end, and they’re adjusted upward to account for people the census missed.

				Bias

				Bias is a word you hear all the time, and you probably know that it means something bad. But what really constitutes bias? Bias is systematic favoritism that is present in the data collection process, resulting in lopsided, misleading results. Bias can occur in any of a number of ways:

				[image: check.png] In the way the sample is selected: For example, if you want to estimate how much holiday shopping people in the United States plan to do this year, and you take your clipboard and head out to a shopping mall on the day after Thanksgiving to ask customers about their shopping plans, you have bias in your sampling process. Your sample tends to favor those die-hard shoppers at that particular mall who were braving the massive crowds on that day known to retailers and shoppers as “Black Friday.”

				[image: check.png] In the way data are collected: Poll questions are a major source of bias. Because researchers are often looking for a particular result, the questions they ask can often reflect and lead to that expected result. For example, the issue of a tax levy to help support local schools is something every voter faces at one time or another. A poll question asking, “Don’t you think it would be a great investment in our future to support the local schools?” has a bit of bias. On the other hand, so does “Aren’t you tired of paying money out of your pocket to educate other people’s children?” Question wording can have a huge impact on results.

				Other issues that result in bias with polls are timing, length, level of question difficulty, and the manner in which the individuals in the sample were contacted (phone, mail, house-to-house, and so on). See Chapter 16 for more information on designing and evaluating polls and surveys.

				[image: tip.eps] When examining polling results that are important to you or that you’re particularly interested in, find out what questions were asked and exactly how the questions were worded before drawing your conclusions about the results.

				Mean (Average)

				The mean, also referred to by statisticians as the average, is the most common statistic used to measure the center, or middle, of a numerical data set. The mean is the sum of all the numbers divided by the total number of numbers. The mean of the entire population is called the population mean, and the mean of a sample is called the sample mean. (See Chapter 5 for more on the mean.)

				[image: headsup_lewis.eps] The mean may not be a fair representation of the data, because the average is easily influenced by outliers (very small or large values in the data set that are not typical).

				Median

				The median is another way to measure the center of a numerical data set. A statistical median is much like the median of an interstate highway. On many highways, the median is the middle, and an equal number of lanes lay on either side of it. In a numerical data set, the median is the point at which there are an equal number of data points whose values lie above and below the median value. Thus, the median is truly the middle of the data set. See Chapter 5 for more on the median.

				[image: remember.eps] The next time you hear an average reported, look to see whether the median is also reported. If not, ask for it! The average and the median are two different representations of the middle of a data set and can often give two very different stories about the data, especially when the data set contains outliers (very large or small numbers that are not typical).

				Standard deviation

				Have you heard anyone report that a certain result was found to be “two standard deviations above the mean”? More and more, people want to report how significant their results are, and the number of standard deviations above or below average is one way to do it. But exactly what is a standard deviation?

				The standard deviation is a measurement statisticians use for the amount of variability (or spread) among the numbers in a data set. As the term implies, a standard deviation is a standard (or typical) amount of deviation (or distance) from the average (or mean, as statisticians like to call it). So the standard deviation, in very rough terms, is the average distance from the mean.

				The formula for standard deviation (denoted by s) is as follows, where n equals the number of values in the data set, each x represents a number in the data set, and [image: 9780470911082-eq04002.eps] is the average of all the data:

				[image: 9780470911082-eq04001.eps]

				For detailed instructions on calculating the standard deviation, see Chapter 5.

				[image: technicalstuff.eps] The standard deviation is also used to describe where most of the data should fall, in a relative sense, compared to the average. For example, if your data have the form of a bell-shaped curve (also known as a normal distribution), about 95% of the data lie within two standard deviations of the mean. (This result is called the empirical rule, or the 68–95–99.7% rule. See Chapter 5 for more on this.)

				[image: headsup_lewis.eps] The standard deviation is an important statistic, but it is often absent when statistical results are reported. Without it, you’re getting only part of the story about the data. Statisticians like to tell the story about the man who had one foot in a bucket of ice water and the other foot in a bucket of boiling water. He said on average he felt just great! But think about the variability in the two temperatures for each of his feet. Closer to home, the average house price, for example, tells you nothing about the range of house prices you may encounter when house-hunting. The average salary may not fully represent what’s really going on in your company, if the salaries are extremely spread out.

				[image: remember.eps] Don’t be satisfied with finding out only the average — be sure to ask for the standard deviation as well. Without a standard deviation, you have no way of knowing how spread out the values may be. (If you’re talking starting salaries, for example, this could be very important!)

				Percentile

				You’ve probably heard references to percentiles before. If you’ve taken any kind of standardized test, you know that when your score was reported, it was presented to you with a measure of where you stood compared to the other people who took the test. This comparison measure was most likely reported to you in terms of a percentile. The percentile reported for a given score is the percentage of values in the data set that fall below that certain score. For example, if your score was reported to be at the 90th percentile, that means that 90% of the other people who took the test with you scored lower than you did (and 10% scored higher than you did). The median is right in the middle of a data set, so it represents the 50th percentile. For more specifics on percentiles, see Chapter 5.

				[image: remember.eps] Percentiles are used in a variety of ways for comparison purposes and to determine relative standing (that is, how an individual data value compares to the rest of the group). Babies’ weights are often reported in terms of percentiles, for example. Percentiles are also used by companies to see where they stand compared to other companies in terms of sales, profits, customer satisfaction, and so on.

				Standard score

				The standard score is a slick way to put results in perspective without having to provide a lot of details — something that the media loves. The standard score represents the number of standard deviations above or below the mean (without caring what that standard deviation or mean actually are).

				For example, suppose Bob took his statewide 10th-grade test recently and scored 400. What does that mean? Not much, because you can’t put 400 into perspective. But knowing that Bob’s standard score on the test is +2 tells you everything. It tells you that Bob’s score is two standard deviations above the mean. (Bravo, Bob!) Now suppose Emily’s standard score is –2. In this case, this is not good (for Emily), because it means her score is two standard deviations below the mean.

				The process of taking a number and converting it to a standard score is called standardizing. For the details on calculating and interpreting standard scores when you have a normal (bell-shaped) distribution, see Chapter 9.

				Distribution and normal distribution

				The distribution of a data set (or a population) is a listing or function showing all the possible values (or intervals) of the data and how often they occur. When a distribution of categorical data is organized, you see the number or percentage of individuals in each group. When a distribution of numerical data is organized, they’re often ordered from smallest to largest, broken into reasonably sized groups (if appropriate), and then put into graphs and charts to examine the shape, center, and amount of variability in the data.

				The world of statistics includes dozens of different distributions for categorical and numerical data; the most common ones have their own names. One of the most well-known distributions is called the normal distribution, also known as the bell-shaped curve. The normal distribution is based on numerical data that is continuous; its possible values lie on the entire real number line. Its overall shape, when the data are organized in graph form, is a symmetric bell-shape. In other words, most (around 68%) of the data are centered around the mean (giving you the middle part of the bell), and as you move farther out on either side of the mean, you find fewer and fewer values (representing the downward sloping sides on either side of the bell).

				The mean (and hence the median) is directly in the center of the normal distribution due to symmetry, and the standard deviation is measured by the distance from the mean to the inflection point (where the curvature of the bell changes from concave up to concave down). Figure 4-1 shows a graph of a normal distribution with mean 0 and standard deviation 1 (this distribution has a special name, the standard normal distribution or Z-distribution).The shape of the curve resembles the outline of a bell.

				
					Figure 4-1: A standard normal (Z-) distribution has a bell-shaped curve with mean 0 and standard deviation 1.

				

				[image: 9780470911082-fg0401.eps]

				Because every distinct population of data has a different mean and standard deviation, an infinite number of different normal distributions exist, each with its own mean and its own standard deviation to characterize it. See Chapter 9 for plenty more on the normal and standard normal distributions.

				Central Limit Theorem

				[image: technicalstuff.eps] The normal distribution is also used to help measure the accuracy of many statistics, including the mean, using an important result in statistics called the Central Limit Theorem. This theorem gives you the ability to measure how much your sample mean will vary, without having to take any other sample means to compare it with (thankfully!). By taking this variability into account, you can now use your data to answer questions about the population, such as “What’s the mean household income for the whole U.S.?”; or “This report said 75% of all gift cards go unused; is that really true?” (These two particular analyses made possible by the Central Limit Theorem are called confidence intervals and hypothesis tests, respectively, and are described in Chapters 13 and 14, respectively.)

				The Central Limit Theorem (CLT for short) basically says that for non-normal data, your sample mean has an approximate normal distribution, no matter what the distribution of the original data looks like (as long as your sample size was large enough). And it doesn’t just apply to the sample mean; the CLT is also true for other sample statistics, such as the sample proportion (see Chapters13 and 14). Because statisticians know so much about the normal distribution (see the preceding section), these analyses are much easier. See Chapter 11 for more on the Central Limit Theorem, known by statisticians as the “Crown jewel in the field of all statistics.” (Should you even bother to tell them to get a life?)

				z-values

				[image: headsup_lewis.eps] If a data set has a normal distribution, and you standardize all the data to obtain standard scores, those standard scores are called z-values. All z-values have what is known as a standard normal distribution (or Z-distribution). The standard normal distribution is a special normal distribution with a mean equal to 0 and a standard deviation equal to 1.

				The standard normal distribution is useful for examining the data and determining statistics like percentiles, or the percentage of the data falling between two values. So if researchers determine that the data have a normal distribution, they usually first standardize the data (by converting each data point into a z-value) and then use the standard normal distribution to explore and discuss the data in more detail. See Chapter 9 for more details on z-values.

				Experiments

				An experiment is a study that imposes a treatment (or control) to the subjects (participants), controls their environment (for example, restricting their diets, giving them certain dosage levels of a drug or placebo, or asking them to stay awake for a prescribed period of time), and records the responses. The purpose of most experiments is to pinpoint a cause-and-effect relationship between two factors (such as alcohol consumption and impaired vision; or dosage level of a drug and intensity of side effects). Here are some typical questions that experiments try to answer:

				[image: check.png] Does taking zinc help reduce the duration of a cold? Some studies show that it does.

				[image: check.png] Does the shape and position of your pillow affect how well you sleep at night? The Emory Spine Center in Atlanta says yes.

				[image: check.png] Does shoe heel height affect foot comfort? A study done at UCLA says up to one-inch heels are better than flat soles.

				In this section, I discuss some additional definitions of words that you may hear when someone is talking about experiments. Chapter 17 is entirely dedicated to the subject. For now, just concentrate on basic experiment lingo.

				Treatment group versus control group

				Most experiments try to determine whether some type of experimental treatment (or important factor) has a significant effect on an outcome. For example, does zinc help to reduce the length of a cold? Subjects who are chosen to participate in the experiment are typically divided into two groups: a treatment group and a control group. (More than one treatment group is possible.)

				[image: check.png] The treatment group consists of participants who receive the experimental treatment whose effect is being studied (in this case, zinc tablets).

				[image: check.png] The control group consists of participants who do not receive the experimental treatment being studied. Instead, they get a placebo (a fake treatment; for example, a sugar pill); a standard, nonexperimental treatment (such as vitamin C, in the zinc study); or no treatment at all, depending on the situation.

				In the end, the responses of those in the treatment group are compared with the responses from the control group to look for differences that are statistically significant (unlikely to have occurred just by chance).

				Placebo

				A placebo is a fake treatment, such as a sugar pill. Placebos are given to the control group to account for a psychological phenomenon called the placebo effect, in which patients receiving a fake treatment still report having a response, as if it were the real treatment. For example, after taking a sugar pill a patient experiencing the placebo effect might say, “Yes, I feel better already,” or “Wow, I am starting to feel a bit dizzy.” By measuring the placebo effect in the control group, you can tease out what portion of the reports from the treatment group were real and what portion were likely due to the placebo effect. (Experimenters assume that the placebo effect affects both the treatment and control groups.)

				Blind and double-blind

				A blind experiment is one in which the subjects who are participating in the study are not aware of whether they’re in the treatment group or the control group. In the zinc example, the vitamin C tablets and the zinc tablets would be made to look exactly alike and patients would not be told which type of pill they were taking. A blind experiment attempts to control for bias on the part of the participants.

				A double-blind experiment controls for potential bias on the part of both the patients and the researchers. Neither the patients nor the researchers collecting the data know which subjects received the treatment and which didn’t. So who does know what’s going on as far as who gets what treatment? Typically a third party (someone not otherwise involved in the experiment) puts together the pieces independently. A double-blind study is best, because even though researchers may claim to be unbiased, they often have a special interest in the results — otherwise they wouldn’t be doing the study!

				Surveys (Polls)

				A survey (more commonly known as a poll) is a questionnaire; it’s most often used to gather people’s opinions along with some relevant demographic information. Because so many policymakers, marketers, and others want to “get at the pulse of the American public” and find out what the average American is thinking and feeling, many people now feel that they cannot escape the barrage of requests to take part in surveys and polls. In fact, you’ve probably received many requests to participate in surveys, and you may even have become numb to them, simply throwing away surveys received in the mail or saying “no” when asked to participate in a telephone survey.

				If done properly, a good survey can really be informative. People use surveys to find out what TV programs Americans (and others) like, how consumers feel about Internet shopping, and whether the United States should allow someone under 35 to become president. Surveys are used by companies to assess the level of satisfaction their customers feel, to find out what products their customers want, and to determine who is buying their products. TV stations use surveys to get instant reactions to news stories and events, and movie producers use them to determine how to end their movies.

				However, if I had to choose one word to assess the general state of surveys in the media today, I’d say it’s quantity rather than quality. In other words, you’ll find no shortage of bad surveys. But in this book you find no shortage of good tips and information for analyzing, critiquing, and understanding survey results, and for designing your own surveys to do the job right. (To take off with surveys, head to Chapter 16.)

				Margin of error

				You’ve probably heard or seen results like this: “This survey had a margin of error of plus or minus 3 percentage points.” What does this mean? Most surveys (except a census) are based on information collected from a sample of individuals, not the entire population. A certain amount of error is bound to occur — not in the sense of calculation error (although there may be some of that, too) but in the sense of sampling error, which is the error that occurs simply because the researchers aren’t asking everyone. The margin of error is supposed to measure the maximum amount by which the sample results are expected to differ from those of the actual population. Because the results of most survey questions can be reported in terms of percentages, the margin of error most often appears as a percentage, as well.

				How do you interpret a margin of error? Suppose you know that 51% of people sampled say that they plan to vote for Ms. Calculation in the upcoming election. Now, projecting these results to the whole voting population, you would have to add and subtract the margin of error and give a range of possible results in order to have sufficient confidence that you’re bridging the gap between your sample and the population. Supposing a margin of error of plus or minus 3 percentage points, you would be pretty confident that between 48% (51% – 3%) and 54% (51% + 3%) of the population will vote for Ms. Calculation in the election, based on the sample results. In this case, Ms. Calculation may get slightly more or slightly less than the majority of votes and could either win or lose the election. This has become a familiar situation in recent years when the media want to report results on Election Night, but based on early exit polling results, the election is “too close to call.” For more on the margin of error, see Chapter 12.

				[image: headsup_lewis.eps] The margin of error measures accuracy; it does not measure the amount of bias that may be present (find a discussion of bias earlier in this chapter). Results that look numerically scientific and precise don’t mean anything if they were collected in a biased way.

				Confidence interval

				One of the biggest uses of statistics is to estimate a population parameter using a sample statistic. In other words, use a number that summarizes a sample to help you guesstimate the corresponding number that summarizes the whole population (the definitions of parameter and statistic appear earlier in this chapter). You’re looking for a population parameter in each of the following questions:

				[image: check.png] What’s the average household income in America? (Population = all households in America; parameter = average household income.)

				[image: check.png] What percentage of all Americans watched the Academy Awards this year? (Population = all Americans; parameter = percentage who watched the Academy Awards this year.)

				[image: check.png] What’s the average life expectancy of a baby born today? (Population = all babies born today; parameter = average life expectancy.)

				[image: check.png] How effective is this new drug on adults with Alzheimer’s? (Population = all people who have Alzheimer’s; parameter = percentage of these people who see improvement when taking this drug.)

				It’s not possible to find these parameters exactly; they each require an estimate based on a sample. You start by taking a random sample from a population (say a sample of 1,000 households in America) and then finding the corresponding statistic from that sample (the sample’s mean household income). Because you know that sample results vary from sample to sample, you need to add a “plus or minus something” to your sample results if you want to draw conclusions about the whole population (all households in America). This “plus or minus” that you add to your sample statistic in order to estimate a parameter is the margin of error.

				When you take a sample statistic (such as the sample mean or sample percentage) and add/subtract a margin of error, you come up with what statisticians call a confidence interval. A confidence interval represents a range of likely values for the population parameter, based on your sample statistic. For example, suppose the average time it takes you to drive to work each day is 35 minutes, with a margin of error of plus or minus 5 minutes. You estimate that the average time to work would be anywhere from 30 to 40 minutes. This estimate is a confidence interval.

				[image: headsup_lewis.eps] Some confidence intervals are wider than others (and wide isn’t good, because it equals less accuracy). Several factors influence the width of a confidence interval, such as sample size, the amount of variability in the population being studied, and how confident you want to be in your results. (Most researchers are happy with a 95% level of confidence in their results.) For more on factors that influence confidence intervals, as well as instructions for calculating and interpreting confidence intervals, see Chapter 13.

				Hypothesis testing

				Hypothesis test is a term you probably haven’t run across in your everyday dealings with numbers and statistics. But I guarantee that hypothesis tests have been a big part of your life and your workplace, simply because of the major role they play in industry, medicine, agriculture, government, and a host of other areas. Any time you hear someone talking about their study showing a “statistically significant result,” you’re encountering a hypothesis test. (A statistically significant result is one that is unlikely to have occurred by chance. See Chapter 14 for the full scoop.)

				Basically, a hypothesis test is a statistical procedure in which data are collected from a sample and measured against a claim about a population parameter. For example, if a pizza delivery chain claims to deliver all pizzas within 30 minutes of placing the order, on average, you could test whether this claim is true by collecting a random sample of delivery times over a certain period and looking at the average delivery time for that sample. To make your decision, you must also take into account the amount by which your sample results can change from sample to sample (which is related to the margin of error).

				[image: headsup_lewis.eps] Because your decision is based on a sample and not the entire population, a hypothesis test can sometimes lead you to the wrong conclusion. However, statistics are all you have, and if done properly, they can give you a good chance of being correct. For more on the basics of hypothesis testing, see Chapter 14.

				A variety of hypothesis tests are done in scientific research, including t-tests (comparing two population means), paired t-tests (looking at before/after data), and tests of claims made about proportions or means for one or more populations. For specifics on these hypothesis tests, see Chapter 15.

				p-values

				Hypothesis tests are used to test the validity of a claim that is made about a population. This claim that’s on trial, in essence, is called the null hypothesis. The alternative hypothesis is the one you would believe if the null hypothesis is concluded to be untrue. The evidence in the trial is your data and the statistics that go along with it. All hypothesis tests ultimately use a p-value to weigh the strength of the evidence (what the data are telling you about the population). The p-value is a number between 0 and 1 and interpreted in the following way:

				[image: check.png] A small p-value (typically ≤ 0.05) indicates strong evidence against the null hypothesis, so you reject it.

				[image: check.png] A large p-value (> 0.05) indicates weak evidence against the null hypothesis, so you fail to reject it.

				[image: check.png] p-values very close to the cutoff (0.05) are considered to be marginal (could go either way). Always report the p-value so your readers can draw their own conclusions.

				For example, suppose a pizza place claims their delivery times are 30 minutes or less on average but you think it’s more than that. You conduct a hypothesis test because you believe the null hypothesis, Ho, that the mean delivery time is 30 minutes max, is incorrect. Your alternative hypothesis (Ha) is that the mean time is greater than 30 minutes. You randomly sample some delivery times and run the data through the hypothesis test, and your p-value turns out to be 0.001, which is much less than 0.05. You conclude that the pizza place is wrong; their delivery times are in fact more than 30 minutes on average, and you want to know what they’re gonna do about it! (Of course you could be wrong by having sampled an unusually high number of late pizzas just by chance; but whose side am I on?) For more on p-values, head to Chapter 14.

				Statistical significance

				Whenever data are collected to perform a hypothesis test, the researcher is typically looking for something out of the ordinary. (Unfortunately, research that simply confirms something that was already well known doesn’t make headlines.) Statisticians measure the amount by which a result is out of the ordinary using hypothesis tests (see Chapter 14). They define a statistically significant result as a result with a very small probability of happening just by chance, and provide a number called a p-value to reflect that probability (see the previous section on p-values).

				For example, if a drug is found to be more effective at treating breast cancer than the current treatment is, researchers say that the new drug shows a statistically significant improvement in the survival rate of patients with breast cancer. That means that based on their data, the difference in the overall results from patients on the new drug compared to those using the old treatment is so big that it would be hard to say it was just a coincidence. However, proceed with caution: You can’t say that these results necessarily apply to each individual or to each individual in the same way. For full details on statistical significance, see Chapter 14.

				[image: headsup_lewis.eps] When you hear that a study’s results are statistically significant, don’t automatically assume that the study’s results are important. Statistically significant means the results were unusual, but unusual doesn’t always mean important. For example, would you be excited to learn that cats move their tails more often when lying in the sun than when lying in the shade, and that those results are statistically significant? This result may not even be important to the cat, much less anyone else!

				Sometimes statisticians make the wrong conclusion about the null hypothesis because a sample doesn’t represent the population (just by chance). For example, a positive effect that’s experienced by a sample of people who took the new treatment may have just been a fluke; or in the example in the preceding section, the pizza company really was delivering those pizzas on time and you just got an unlucky sample of slow ones. However, the beauty of research is that as soon as someone gives a press release saying that she found something significant, the rush is on to try to replicate the results, and if the results can’t be replicated, this probably means that the original results were wrong for some reason (including being wrong just by chance). Unfortunately, a press release announcing a “major breakthrough” tends to get a lot of play in the media, but follow-up studies refuting those results often don’t show up on the front page.

				[image: remember.eps] One statistically significant result shouldn’t lead to quick decisions on anyone’s part. In science, what most often counts is not a single remarkable study, but a body of evidence that is built up over time, along with a variety of well-designed follow-up studies. Take any major breakthroughs you hear about with a grain of salt and wait until the follow-up work has been done before using the information from a single study to make important decisions in your life. The results may not be replicable, and even if they are, you can’t know if they necessarily apply to each individual.

				Correlation versus causation

				[image: headsup_lewis.eps] Of all of the misunderstood statistical issues, the one that’s perhaps the most problematic is the misuse of the concepts of correlation and causation.

				Correlation, as a statistical term, is the extent to which two numerical variables have a linear relationship (that is, a relationship that increases or decreases at a constant rate). Following are three examples of correlated variables:

				[image: check.png] The number of times a cricket chirps per second is strongly related totemperature; when it’s cold outside, they chirp less frequently, and as the temperature warms up, they chirp at a steadily increasing rate. In statistical terms, you say number of cricket chirps and temperature have a strong positive correlation.

				[image: check.png] The number of crimes (per capita) has often been found to be related to the number of police officers in a given area. When more police officers patrol the area, crime tends to be lower, and when fewer police officers are present in the same area, crime tends to be higher. In statistical terms we say the number of police officers and the number of crimes have a strong negative correlation.

				[image: check.png] The consumption of ice cream (pints per person) and the number of murders in New York are positively correlated. That is, as the amount of ice cream sold per person increases, the number of murders increases. Strange but true!

				But correlation as a statistic isn’t able to explain why or how the relationship between two variables, x and y, exists; only that it does exist.

				Causation goes a step further than correlation, stating that a change in the value of the x variable will cause a change in the value of the y variable. Too many times in research, in the media, or in the public consumption of statistical results, that leap is made when it shouldn’t be. For instance, you can’t claim that consumption of ice cream causes an increase in murder rates just because they are correlated. In fact, the study showed that temperature was positively correlated with both ice cream sales and murders. (For more on correlation and causation, see Chapter 18.) When can you make the causation leap? The most compelling case is when a well-designed experiment is conducted that rules out other factors that could be related to the outcomes (see Chapter 17 for information on experiments showing cause-and-effect).

				[image: headsup_lewis.eps] You may find yourself wanting to jump to a cause-and-effect relationship when a correlation is found; researchers, the media, and the general public do it all the time. However, before making any conclusions, look at how the data were collected and/or wait to see if other researchers are able to replicate the results (the first thing they try to do after someone else’s “groundbreaking result” hits the airwaves).
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Numbers in each row of the table are values on a t-distribution with
(df) degrees of freedom for selected right-tail (greater-than) probabilities (p).

t (p, df)
di/p 0.40 0.25 0.10 0.05 0.025 0.01 0.005 0.0005
1 | 0324920 | 1.000000 | 3.077684 | 6.313752 | 12.70620 | 31.82052 | 63.65674 | 636.6192
2 | 0.288675 | 0.816497 | 1.885618 | 2.919986 | 4.30265 6.96456 9.92484 31.5991
3 | 0276671 | 0.764892 | 1.637744 | 2.353363 | 3.18245 454070 5.84091 12.9240
4 | 0270722 | 0.740697 | 1.533206 | 2.131847 | 2.77645 3.74695 460409 8.6103
5 | 0.267181 | 0.726687 | 1.475884 | 2.015048 | 2.57058 3.36493 403214 6.8688
6 | 0.264835 | 0.717558 | 1.439756 | 1.943180 | 2.44691 3.14267 3.70743 5.9588
7 | 0263167 | 0.711142 | 1.414924 | 1.894579 | 2.36462 2.99795 3.49948 5.4079
8 | 0.261921 | 0.706387 | 1.396815 | 1.859548 | 2.30600 2.89646 3.35539 5.0413
9 | 0.260955 | 0.702722 | 1.383029 | 1.833113 | 2.26216 2.82144 3.24984 4.7809
10 | 0260185 | 0.699812 | 1.372184 | 1.812461 | 2.22814 276377 3.16927 45869
11 | 0259556 | 0.697445 | 1.363430 | 1.795885 | 2.20099 2.71808 3.10581 443170
12 | 0259033 | 0.695483 | 1.356217 | 1.782288 | 2.17881 2.68100 3.05454 43178
13 | 0.258591 | 0.693829 | 1.350171 | 1.770933 | 2.16037 2.65031 3.01228 4.2208
14 | 0.258213 | 0.692417 | 1.345030 | 1.761310 | 2.14479 2.62449 2.97684 4.1405
15 | 0.257885 | 0.691197 | 1.340606 | 1.753050 | 2.13145 2.60248 2.94671 40728
16 | 0257599 | 0.690132 | 1.336757 | 1.745884 | 2.11991 2.58349 2.92078 40150
17 | 0.257347 | 0.689195 | 1.333379 | 1.739607 | 2.10982 2.56693 2.89823 3.9651
18 | 0.257123 | 0.688364 | 1.330391 | 1.734064 | 2.10092 2.55238 2.87844 3.9216
19 | 0.256923 | 0.687621 | 1.327728 | 1.729133 | 2.09302 2.53948 2.86093 3.8834
20 | 0.256743 | 0.686954 | 1.325341 | 1.724718 | 2.08596 252798 2.84534 3.8495
21 | 0.256580 | 0.686352 | 1.323188 | 1.720743 | 2.07961 251765 2.83136 3.8193
22 | 0256432 | 0.685805 | 1.321237 | 1.717144 | 2.07387 2.50832 2.81876 3.7921
23 | 0256297 | 0.685306 | 1.319460 | 1.713872 | 2.06866 249987 2.80734 3.7676
24 | 0.256173 | 0.684850 | 1.317836 | 1.710882 | 2.06390 249216 2.79694 3.7454
25 | 0.256060 | 0.684430 | 1.316345 | 1.708141 | 2.05954 248511 278744 3.7251
26 | 0.255955 | 0.684043 | 1.314972 | 1.705618 | 2.05553 247863 277871 3.7066
27 | 0.255858 | 0.683685 | 1.313703 | 1.703288 | 2.05183 247266 2.77068 3.6896
28 | 0.255768 | 0.683353 | 1.312527 | 1.701131 | 2.04841 246714 2.76326 3.6739
29 | 0.255684 | 0.683044 | 1.311434 | 1.699127 | 2.04523 246202 2.75639 3.6594
30 | 0.255605 | 0.682756 | 1.310415 | 1.697261 | 2.04227 245726 2.75000 3.6460
z | 0.253347 | 0.674490 | 1.281552 | 1.644854 | 1.95996 2.32635 2.57583 3.2905
Cl | —— | —— | 80% 90% 95% 98% 99% 99.9%
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Number in the
table represents
P(Z=2)

o [P RS |

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 | .5000 .5040 .5080 .5120 .5160 5199 5239 .5279 5319 .5359
0.1 .5398 .5438 5478 .5517 .5557 .5596 .5636 .5675 5714 .5753
02 | 5793 .5832 5871 .5910 .5948 .5987 6026 6064 6103 6141
03 | 6179 .6217 6255 .6293 6331 6368 6406 6443 6480 6517
04 | .6554 .6591 6628 .6664 6700 6736 6772 6808 6844 6879
05 | .6915 .6950 6985 .7019 .7054 .7088 1123 1157 71190 1224
06 | .7257 1291 1324 .1357 .7389 7422 1454 .7486 1517 .7549
0.7 .7580 7611 .7642 1673 7704 1734 1764 1794 1823 .7852
08 | .7881 7910 .7939 .7967 .7995 .8023 8051 .8078 8106 8133
09 | .8159 .8186 8212 .8238 .8264 .8289 8315 .8340 8365 .8389
10 | 8413 .8438 .8461 .8485 .8508 .8531 8554 8577 8599 .8621
11 .8643 .8665 .8686 .8708 8729 8749 8710 8790 8810 .8830
12 | .8849 .8869 .8888 .8907 .8925 .8944 8962 .8980 8997 9015
13 | .9032 .9049 .9066 .9082 .9099 9115 9131 9147 9162 9177
14 | 9192 .9207 9222 .9236 19251 .9265 9279 19292 .9306 9319
15 | .9332 .9345 .9357 .9370 .9382 .9394 .9406 9418 9429 9441
1.6 | .9452 .9463 9474 .9484 .9495 .9505 9515 .9525 9535 .9545
1.7 .9554 .9564 9573 .9582 .9591 .9599 .9608 9616 9625 .9633
1.8 | .9641 .9649 .9656 .9664 9671 9678 .9686 .9693 .9699 .9706
19 | 9713 9719 .9726 .9732 9738 9744 9750 .9756 9761 9767
20 | 9772 9778 .9783 .9788 9793 9798 .9803 .9808 9812 9817
21 .9821 .9826 .9830 .9834 .9838 .9842 .9846 .9850 .9854 .9857
22 | .9861 .9864 .9868 .9871 .9875 9878 .9881 .9884 .9887 .9890
23 | .9893 .9896 .9898 .9901 .9904 .9906 .9909 9911 9913 9916
24 | 9918 .9920 .9922 .9925 9927 19929 9931 .9932 9934 .9936
25 | .9938 .9940 9941 .9943 .9945 .9946 9948 .9949 19951 .9952
26 | .9953 .9955 .9956 .9957 .9959 .9960 19961 .9962 .9963 .9964
21 .9965 .9966 .9967 .9968 .9969 .9970 9971 9972 9973 9974
28 | 9974 .9975 .9976 .9977 9977 9978 9979 9979 .9980 .9981
29 | .9981 .9982 .9982 .9983 .9984 .9984 .9985 .9985 .9986 .9986
3.0 | .9987 .9987 .9987 .9988 .9988 .9989 .9989 .9989 .9990 .9990
31 .9990 .9991 19991 .9991 .9992 .9992 19992 .9992 19993 .9993
32 | .9993 .9993 .9994 .9994 .9994 .9994 9994 .9995 9995 .9995
33 | .9995 .9995 .9995 .9996 .9996 .9996 .9996 .9996 .9996 .9997
34 | 9997 .9997 .9997 .9997 .9997 .9997 9997 .9997 9997 .9998
35 | .9998 .9998 .9998 .9998 .9998 .9998 9998 .9998 .9998 .9998
3.6 | .9998 .9998 .9999 .9999 .9999 .9999 9999 .9999 19999 .9999
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Table A-2 The t-Table

Numbers in each row of the table are values on a t-distribution with
(df) degrees of freedom for selected right-tail (greater-than) probabilities (p).

t (p, df)

df/p 0.40 0.25 0.10 0.05 0.025 0.01 0.005 0.0005
1 | 0324920 | 1.000000 | 3.077684 | 6.313752 | 12.70620 | 31.82052 | 63.65674 | 636.6192
2 | 0288675 | 0.816497 | 1.885618 | 2.919986 | 4.30265 6.96456 9.92484 31.5991
3 | 0276671 | 0.764892 | 1.637744 | 2.353363 | 3.18245 4.54070 5.84091 12.9240
4 | 0270722 | 0.740697 | 1.533206 | 2.131847 | 2.77645 3.74695 4.60409 8.6103
5 | 0267181 | 0.726687 | 1.475884 | 2.015048 | 2.57058 3.36493 4.03214 6.8688
6 | 0.264835 | 0.717558 | 1.439756 | 1.943180 | 2.44691 3.14267 3.70743 5.9588
7 | 0263167 | 0.711142 | 1.414924 | 1.894579 | 2.36462 2.99795 3.49948 5.4079
8 | 0261921 | 0.706387 | 1.396815 | 1.859548 | 2.30600 2.89646 3.35539 5.0413
9 | 0.260955 | 0.702722 | 1.383029 | 1.833113 | 2.26216 2.82144 3.24984 4.7809
10 | 0260185 | 0.699812 | 1.372184 | 1.812461 | 2.22814 2.76377 3.16927 4.5869
11 | 0259556 | 0.697445 | 1.363430 | 1.795885 | 2.20099 2.71808 3.10581 4.4370
12 | 0259033 | 0.695483 | 1.356217 | 1.782288 | 2.17881 2.68100 3.05454 43178
13 | 0.258591 | 0.693829 | 1.350171 | 1.770933 | 2.16037 2.65031 3.01228 4.2208
14 | 0.258213 | 0.692417 | 1.345030 | 1.761310 | 2.14479 2.62449 2.97684 4.1405
15 | 0.257885 | 0.691197 | 1.340606 | 1.753050 | 2.13145 2.60248 2.94671 4.0728
16 | 0257599 | 0.690132 | 1.336757 | 1.745884 | 2.11991 2.58349 2.92078 4.0150
17 | 0.257347 | 0.689195 | 1.333379 | 1.739607 | 2.10982 2.56693 2.89823 3.9651
18 | 0.257123 | 0.688364 | 1.330391 | 1.734064 | 2.10092 2.55238 2.87844 3.9216
19 | 0.256923 | 0.687621 | 1.327728 | 1.729133 | 2.09302 2.53948 2.86093 3.8834
20 | 0.256743 | 0.686954 | 1.325341 | 1.724718 | 2.08596 2.52798 2.84534 3.8495
21 | 0.256580 | 0.686352 | 1.323188 | 1.720743 | 2.07961 2.51765 2.83136 3.8193
22 | 0256432 | 0.685805 | 1.321237 | 1.717144 | 2.07387 2.50832 2.81876 3.7921
23 | 0256297 | 0.685306 | 1.319460 | 1.713872 | 2.06866 2.49987 2.80734 3.7676
24 | 0.256173 | 0.684850 | 1.317836 | 1.710882 | 2.06390 2.49216 2.79694 3.7454
25 | 0.256060 | 0.684430 | 1.316345 | 1.708141 | 2.05954 2.48511 2.78744 3.7251
26 | 0.255955 | 0.684043 | 1.314972 | 1.705618 | 2.05553 2.47863 2.77871 3.7066
27 | 0.255858 | 0.683685 | 1.313703 | 1.703288 | 2.05183 2.47266 2.77068 3.6896
28 | 0.255768 | 0.683353 | 1.312527 | 1.701131 | 2.04841 2.46714 2.76326 36739
29 | 0.255684 | 0.683044 | 1.311434 | 1.699127 | 2.04523 2.46202 2.75639 3.6594
30 | 0.255605 | 0.682756 | 1.310415 | 1.697261 | 2.04227 2.45726 2.75000 3.6460
z | 0.253347 | 0.674490 | 1.281552 | 1.644854 | 1.95996 2.32635 2.57583 3.2905
cl| —— | —— | 80% 90% 95% 98% 99% 99.9%
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Table 19-8 Results of Election Survey
Voted for Incumbent Didn’t Vote for Marginal
President Incumbent President Row Totals
Males 44 66 110
Females 36 54 90
Marginal 80 120 Grand total
Column Totals =200
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Table 5-2

Salaries for L.A. Lakers

NBA Players (2009-2010)
Player Salary ($)
Kobe Bryant 23,034,375
Pau Gasol 16,452,000
Andrew Bynum 12,526,998
Lamar Odom 7,500,000
Ron Artest 5,854,000
Adam Morrison 5,257,229
Derek Fisher 5,048,000
Sasha Vujacic 5,000,000
Luke Walton 4,840,000
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Table 19-4 Marginal Distribution for Pet Camping Variable

Pet Camping Proportion
Yes 30=100=0.30
No 70 = 100=0.70

Total 1.00
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Table 5-1

Age Both % Males % Females %
Group Sexes

45-49 22,831,092 144 11,295,524 1.46 11,535,568 142
50-54 21,761,391 7.09 10,677,847 7.05 11,083,544 713
55-59 18,975,026 6.18 9,204,666 6.08 9,770,360 6.28
60-64 15,811,923 5.15 7,576,933 5.00 8,234,990 5.29
65-69 11,784,320 3.84 5,511,164 3.64 6,273,156 4.03
70-74 9,007,747 293 4,082,226 2.70 4,925,521 3.17
75-19 7,325,528 2.39 3,149,236 2.08 4,176,292 2.68
80-84 5,822,334 1.90 2,298,260 1.52 3,524,074 2.27
85-89 3,662,397 1.19 1,266,899 0.84 2,395,498 1.54
90-94 1,502,263 0.49 424,882 0.28 1,077,381 0.69
95-99 401,977 0.13 82,135 0.05 319,842 0.21
100+ 64,024 0.02 8,758 0.01 55,266 0.04

Total 307,006,550  100.00 151,449,490  100.00 155,557,060 100.00
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Table 8-1 Probability Distribution for X= Number of Dogs
Owned by Apartment Renters

X plx)
0 0.50
1 0.40
2 0.07
3 0.03
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Table 15-1 Reading Scores for Computer Game Method
versus Phonics Method

Student Pair Computer Method Phonics Method Difference (CM—-PM)

1 85 80 +b
2 80 80 0
3 95 88 +7
4 87 90 -3
5 18 12 +6
6 82 19 +3
1 57 50 +7
8 69 13 —4
9 13 18 -5
10 99 95 +4
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Table 19-1  First 10 Rows of Data from the Pet Camping Survey

Person Pet Camper? Opinion on a Separate Pet Section
1 Yes Oppose
2 Yes Oppose
3 Yes Support
4 No Support
5 No Support
6 Yes Support
7 No Oppose
8 No Support
9 Yes Support
10 No Oppose






OEBPS/images/9780470911082-fg1104_fmt.jpeg
Percentage

80

70

60

50

40

30

20

10

62%

38%

Yes No
Need Help with Math Skills






OEBPS/images/9780470911082-eq21014_fmt.jpeg





OEBPS/images/9780470911082-eq13043_fmt.jpeg
X, = X,





OEBPS/images/9780470911082-EQ12004_fmt.jpeg





OEBPS/images/9780470911082-eq11033_fmt.jpeg





OEBPS/images/9780470911082-eq15015_fmt.jpeg





OEBPS/images/uparrow.jpg





OEBPS/images/IFC_bottom.jpg
Get Smart at Dummies.com ¥

b 23

Dummies.com makes your life easier with 1,000s
of answers on everything from removing wallpaper
to using the latest version of Windows.

Check out our
+Videos
* [llustrated Articles
« Step-by-Step Instructions

Plus, each month you can win valuable prizes by entering
our Dummies.com sweepstakes. *

Want a weekly dose of Dummies? Sign up for Newsletters on
- Digital Photography
* Microsoft Windows & Office
* Personal Finance & Investing
* Health & Wellness
« Computing, iPods & Cell Phones
* eBay
* Internet
* Food,Home & Garden

*Sweepstakes not currently available in all countries; visit Dummies.com for official rules.





OEBPS/images/9780470911082-eq15043_fmt.jpeg
=28 - d .
pr =y =0.070 and p,






OEBPS/images/9780470911082-eq08025_fmt.jpeg





OEBPS/images/9780470911082-eq08001_fmt.jpeg





OEBPS/images/9780470911082-eq11043_fmt.jpeg





OEBPS/images/9780470911082-eq13070_fmt.jpeg





OEBPS/images/9780470911082-eq18006_fmt.jpeg





OEBPS/images/9780470911082-eq15042_fmt.jpeg





OEBPS/images/arrow.png





OEBPS/images/9780470911082-eq13071_fmt.jpeg





OEBPS/images/9780470911082-eq11059_fmt.jpeg





OEBPS/images/9780470911082-eq04001_fmt.jpeg





OEBPS/images/9780470911082-eq11001_fmt.jpeg





OEBPS/images/9780470911082-eq15001_fmt.jpeg





OEBPS/images/9780470911082-fg1901_fmt.jpeg
70.0%

Do You Camp with Pets?

I Yes
[_INo

Opinion on a Separate Pet Section

[ Support
[__10Oppose






OEBPS/images/9780470911082-eq05002_fmt.jpeg





OEBPS/images/9780470911082-eq08007_fmt.jpeg





OEBPS/images/9780470911082-eq18007_fmt.jpeg





OEBPS/images/9780470911082-eq11042_fmt.jpeg





OEBPS/images/9780470911082-tbapp0103c.jpg
Binomial probabilities:

(,’Z)p‘H —p)nx

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.

p
nox 01 02 025 03 04 05 06 07 075 08 09
72 0 | 0282 0069 0032 0014 0002 0000 0000 0.000 0.000 0.000 0.000
1 0377 0206 0127 0.071 0.017 0.003 0.000 0.00 0.000 0.000 0.000
2 | 0230 0283 0232 0.168 0.064 0016 0.002 0000 0.000 0.000 0.000
3 | 0085 023 0258 0240 0.142 0.054 0.012 0.001 0000 0.000 0.000
4 | 0021 0133 0194 0231 0213 0121 0042 0008 0.002 0.001 0.000
5 | 0004 0053 0103 0.158 0227 0.193 0.101 0.029 0011 0.003 0.000
6 | 0000 0016 0040 0079 0.177 022 0.177 0.079 0.040 0.016 0.000
7 | 0000 0003 0011 0029 0.101 0.193 0227 0.158 0.103 0053 0.004
& | 0000 0001 0002 0.008 0.042 0.121 0213 0231 0.194 0.133 0.021
9 | 0000 0000 0000 0001 0012 0054 0.142 0240 0258 0.236 0.085
70 | 0000 0000 0000 0000 0002 0016 0064 0.168 0232 0283 0.230
77| 0000 0000 0000 0.000 0000 0003 0017 0071 0127 0206 0.377
72 | 0000 0000 0000 0.000 0000 0000 0002 0014 0032 0069 0.282
13 0 | 0254 0055 0024 0010 0001 0000 0.000 0.000 0.000 0.000 0.000
1 0367 0179 0.103 0.054 0.011 0.002 0.000 0.00 0.000 0.000 0.000
2 | 0245 0268 0206 0.139 0.045 0.010 0.001 0.000 0.000 0.000 0.000
3 | 0100 0246 0252 0218 0.111 0.035 0.006 0.001 0.000 0.000 0.000
4 | 0028 0154 0210 0234 0.184 0087 0024 0003 0.001 0.000 0.000
5 | 0006 0069 0126 0.180 0221 0.157 0.066 0.014 0.005 0.001 0.000
6 | 0001 0023 005 0.103 0.197 0209 0.131 0.044 0.019 0.006 0.000
7 | 0000 0006 0019 0044 0131 0209 0.197 0.103 0056 0023 0.001
& | 0000 0001 0005 0.014 0.066 0.157 0221 0.180 0.126 0.069 0.006
9 | 0000 0000 0001 0003 0024 0087 0.184 0234 0210 0.154 0.028
70 | 0000 0000 0000 0001 0006 0035 0.111 0218 0252 0246 0.100
77| 0000 0000 0000 0000 0001 0010 0045 0.139 0206 0268 0.245
72 | 0000 0000 0000 0000 0000 0002 0011 0054 0103 0179 0.367
13 | 0000 0000 0000 0000 0000 0000 0001 0010 0024 0055 0.254
74 0 | 0229 0044 0018 0007 0001 0000 0.000 0.000 0.000 0.000 0.000
1 035 0.154 0083 0.041 0.007 0.001 0.000 0.00 0.000 0.000 0.000
2 | 0257 025 0.180 0.113 0.032 0.006 0.001 0.000 0.000 0.000 0.000
3 | 0114 025 0240 0.194 0.085 0.022 0.003 0.000 0.000 0.000 0.000
4 | 0035 0172 0220 0229 0.155 0.061 0.014 0.001 0.000 0.000 0.000
5 | 0008 0086 0147 0.196 0207 0.122 0.041 0.007 0.002 0.000 0.000
6 | 0001 0032 0073 0.126 0207 0.183 0.092 0.023 0.008 0.002 0.000
7 | 0000 0009 0028 0062 0.157 0209 0.157 0.062 0.028 0.009 0.000
& | 0000 0002 0008 0.023 0.092 0.183 0207 0.126 0.073 0.032 0.001
9 | 0000 0000 0002 0007 0041 0.122 0207 0.196 0.147 0.086 0.008
70 | 0000 0000 0000 0001 0014 0061 0155 0229 0220 0172 0.035
77| 0000 0000 0000 0000 0003 0022 0085 0194 0240 0250 0.114
72 | 0000 0000 0000 0000 0001 0006 0032 0.113 0.180 0250 0.257
73 | 0000 0000 0000 0000 0000 0001 0007 0041 0083 0154 0.356
74 | 0000 0000 0000 0000 0000 0000 0001 0007 0018 0044 0.229
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Table 12-1 z*Values for Selected (Percentage)
Confidence Levels

Percentage Confidence z*-Value
80 1.28
90 1.645
95 1.96
98 2.33

99 2.58
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Binomial probabilities:

(Z)pxﬁ —p)nx

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.

P
nox 01 02 025 03 04 05 06 07 075 08 09
15 0 | 0206 0035 0013 0005 0000 0.000 0.00 0000 0.000 0.000 0.000
1 0343 0132 0067 0031 0005 0000 0000 0.000 0000 0.000 0.000
2 | 0267 0231 0.15 0092 0022 0003 0000 0000 0.000 0.000 0.000
3 | 0129 0250 0225 0170 0063 0014 0002 0000 0.000 0.000 0.000
4 | 0043 0188 0225 0219 0.127 0042 0007 0001 0000 0.000 0.000
5 | 0010 0103 0.165 0206 0.186 0092 0024 0003 0.001 0.000 0.000
6 | 0002 0043 0092 0.147 0207 0153 0061 0012 0003 0.001 0.000
7 | 0000 0014 0039 0081 0.177 019 0118 0035 0013 0.003 0.000
8 | 0000 0003 0013 0035 0118 019 0177 0081 0.039 0014 0000
9 | 0000 0001 0003 0012 0061 0153 0207 0.147 0092 0.043 0.002
70 | 0000 0000 0001 0003 0024 0.092 0.186 0206 0.165 0.103 0.010
77 | 0000 0000 0000 0001 0007 0042 0.127 0219 0225 0.188 0.043
72 | 0000 0000 0000 0000 0002 0014 0.063 0170 0225 0250 0.129
13 | 0000 0000 0000 0.000 0.000 0.003 0022 0092 0156 0231 0.267
74 | 0000 0000 0000 0000 0000 0.00 0.05 0031 0067 0.132 0343
75 | 0000 0000 0000 0000 0000 0.00 0.00 0005 0.013 0.035 0.206
20 0 | 0122 0012 0003 0001 0000 0.00 0.000 0000 0.000 0.000 0.000
1 0.270 0058 0021 0.007 0.000 0000 0000 0.000 0000 0.000 0.000
2 | 0285 0.137 0067 0028 0003 0000 0000 0000 0.000 0.000 0.000
3 | 019 0205 0.134 0072 0012 0001 0000 0000 0.000 0.000 0.000
4 | 0090 0218 0190 0.130 0.035 0005 0000 0000 0000 0.000 0.000
5 | 0032 0175 0202 0179 0075 0015 0001 0000 0.000 0.00 0.000
6 | 0009 0109 0.169 0.192 0.124 0037 0005 0000 0000 0.000 0.000
7 | 0002 0055 0112 0.164 0.166 0074 0015 0001 0000 0.000 0.000
& | 0000 0022 0061 0114 0180 0120 0035 0004 0.001 0.000 0.000
9 | 0000 0007 0027 0065 0.160 0.160 0071 0012 0003 0.000 0.000
70 | 0000 0002 0010 0031 0117 0.176 0.117 0031 0010 0.002 0.000
77 | 0000 0000 0003 0012 0071 0.160 0.160 0.065 0.027 0.007 0.007
72 | 0000 0000 0001 0004 0035 0.120 0.180 0.114 0061 0.022 0.000
13 | 0000 0000 0000 0001 0015 0.074 0.166 0.164 0112 0.055 0.002
74 | 0000 0000 0000 0000 0005 0.037 0.124 0192 0.169 0.109 0.009
75 | 0000 0000 0000 0000 0001 0015 0075 0179 0202 0.175 0.032
76 | 0000 0000 0000 0000 0000 0.05 0.035 0130 0.190 0218 0.090
77 | 0000 0000 0000 0.00 0.000 0001 0012 0072 0.134 0205 0.190
78 | 0000 0000 0000 0000 0000 0.00 0.03 0028 0067 0.137 0.285
79 | 0000 0000 0000 0000 0000 0.00 0.00 0007 0021 0.058 0.270
20 | 0000 0.000 0.000 0000 0000 0000 0000 0001 0.003 0012 0.122
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Table 19-7

Conditional Distributions of Opinion for
Pet Campers versus Non—Pet Campers

Support Pet Oppose Pet Total
Section Policy Section Policy
Pet Campers 20 + 30 =10.67 10+30=0.33 1.00

Non—Pet Campers

55 +70=0.79 156+70=0.21 1.00
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Table 19-10 Summary of Aspirin and Polyps Study Results

Developed Subsequent Didn't Develop Total
Polyps Subsequent Polyps
Aspirin 54 (17%) 263 (83%) 317 (100%)
Placebo 86 (27%) 232 (73%) 318 (100%)

Total 140 495 635
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Descriptive Statistics: Time between Eruptions

Total
Variable Count Mean StDev Minimum Q1 Median Q3 Maximum 1QR
Time between 222  71.009 12799  42.000 60.000 75.000 81.000 95.000  21.000
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Table 19-5 Marginal Distribution for the Opinion Variable

Opinion Proportion
Support pet section 75+100=0.75
Oppose pet section 25 +100=0.25

Total 1.00
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Table A-1

The Z-Table

Number in the

table represents

= [,

P(Z=2)

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
-3.6 | .0002 .0002 .0001 .0001 .0001 .0001 .0001 .0001 .0001 .0001
-3.5 | .0002 .0002 .0002 .0002 .0002 .0002 .0002 .0002 .0002 .0002
-3.4 | .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0002 .0002
-3.3 | .0005 .0005 .0005 .0004 .0004 .0004 .0004 .0004 .0003 .0003
-3.2 | .0007 .0007 .0006 .0006 .0006 .0006 .0006 .0005 .0005 .0005
-31 | .0010 .0009 .0009 .0009 .0008 .0008 .0008 .0008 .0007 .0007
-3.0 | .0013 .0013 .0013 .0012 .0012 .0011 .0011 .0011 .0010 .0010
-2.9 | 0019 .0018 .0018 .0017 .0016 .0016 .0015 .0015 .0014 .0014
-2.8 | .0026 .0025 .0024 .0023 .0023 .0022 .0021 .0021 .0020 .0019
-2.7 | .0035 .0034 .0033 .0032 .0031 .0030 .0029 .0028 .0027 .0026
—-2.6 | .0047 .0045 .0044 .0043 .0041 .0040 .0039 .0038 .0037 .0036
-2.5 | .0062 .0060 .0059 .0057 .0055 .0054 .0052 .0051 .0049 .0048
-2.4 | .0082 .0080 .0078 .0075 .0073 .0071 .0069 .0068 .0066 .0064
-2.3 | .0107 .0104 .0102 .0099 .0096 .0094 .0091 .0089 .0087 .0084
-2.2 | 0139 .0136 0132 .0129 .0125 .0122 .0119 .0116 0113 .0110
-21 | 0179 .0174 .0170 .0166 .0162 .0158 .0154 .0150 .0146 .0143
-2.0 | 0228 .0222 .0217 .0212 .0207 .0202 .0197 .0192 .0188 .0183
-1.9 | .0287 .0281 .0274 .0268 .0262 .0256 .0250 0244 .0239 .0233
-1.8 | 0359 .0351 .0344 .0336 .0329 .0322 .0314 .0307 .0301 .0294
-1.7 | 0446 .0436 .0427 .0418 .0409 .0401 .0392 .0384 .0375 .0367
-1.6 | .0548 .0537 .0526 .0516 .0505 .0495 .0485 .0475 .0465 .0455
-1.5 | .0668 .0655 .0643 .0630 .0618 .0606 .0594 .0582 .0571 .0559
-1.4 | .0808 .0793 .0778 .0764 .0749 .0735 .0721 .0708 .0694 .0681
-1.3 | .0968 .0951 .0934 .0918 .0901 .0885 .0869 .0853 .0838 .0823
-1.2 | .1151 1131 1112 1093 1075 .1056 .1038 1020 .1003 .0985
-1.1 | 1357 1335 1314 1292 A1 1251 1230 1210 1190 1170
-1.0 | .1587 .1562 1539 1515 1492 1469 1446 1423 1401 1379
-09 | .1841 1814 1788 1762 1736 A1 .1685 .1660 1635 1611
-08 | .2119 .2090 .2061 .2033 .2005 1977 1949 1922 1894 1867
—0.7 | .2420 .2389 .2358 2327 .2296 .2266 .2236 .2206 2177 2148
—0.6 | .2743 .2709 .2676 .2643 2611 2578 .2546 2514 .2483 .2451
—05 | .3085 .3050 3015 .2981 .2946 2912 2877 .2843 .2810 27176
—0.4 | 3446 .3409 3372 .3336 .3300 .3264 3228 3192 3156 3121
-03 | .3821 .3783 3745 .3707 .3669 .3632 .3594 .3557 .3520 .3483
-0.2 | 4207 4168 4129 .4090 4052 4013 3974 .3936 .3897 .3859
-0.1 | .4602 .4562 4522 4483 4443 4404 4364 4325 4286 4247
—0.0 | .5000 .4960 4920 .4880 4840 .4801 4761 4121 4681 4641






OEBPS/images/9780470911082-eq13054_fmt.jpeg





OEBPS/images/9780470911082-eq11018_fmt.jpeg





OEBPS/images/9780470911082-eq15018_fmt.jpeg





OEBPS/images/9780470911082-eq21018_fmt.jpeg





OEBPS/images/9780470911082-eq13023_fmt.jpeg
75+2.262 7.50£1.645






OEBPS/images/9780470911082-eqCS021_fmt.jpeg





OEBPS/images/9780470911082-fg0715_fmt.jpeg
Average Time between 0ld Faithful Eruptions
by Day They Were Observed

w
[}
s
s
E
[
E
=






OEBPS/images/9780470911082-eq08018_fmt.jpeg
31(33 ;
73)!(0.30 k
) (0:70)" =1
0.027),
(1)=0.
.027






OEBPS/images/9780470911082-eq13026_fmt.jpeg






OEBPS/images/9780470911082-tb0502b.jpg
Player Salary ($)
Shannon Brown 2,000,000
Jordan Farmar 1,947,240
Didier llunga-Mbenga 959,111
Josh Powell 959,111
Total 91,378,064
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The 5" Wave

By Rich Tennant

“What do you mean I don’t £it your desired sample
population at this time?”
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Rank Type of Car Percentage of Votes
1 Yugo 33.7%
2 Chevy Vega 15.8%
3 Ford Pinto 12.6%
4 AMC Gremlin 8.5%
5 Chevy Chevette 7.0%
6 Renault LeCar 4.3%
7 Dodge Aspen/ Plymouth Volare 4.1%
8 Cadillac Cimarron 4.0%
9 Renault Dauphine 3.6%
10 Volkswagen (VW) Bus 2.7%
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The 5th Wave By Rich Tennant

O RIGSTENNANT

S O W J1IR 7% oy

“Okay —let’s play the statistical probabilities of

this situation. There are 4 of us and 1 of him. Phillip

will probably start screaming, Nora will probably

faint, you’ll probably yell at me for leaving the

truck open, and there’s a good probability T'll yun
1ike a weenie if he comes toward vs.”
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Table 18-2 “Big Five” Statistics for the Cricket Data

Variable Mean Standard Deviation Correlation
Number of chirps (x) x =265 s=14 r=+0.98
Temp (y) y =67 s,=6.8
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Number of between-eruption times per group

Time between Eruptions of 0ld Faithful (n=222)

45 54 63 12 81 90 99

Time (minutes)
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Binomial probabilities:

(;)#(1 -p)m

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.
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Table 16-1 Reasons Victims Didn’t Report Violent Crimes

Reason for Not Reporting Percentage of Victims
Considered it to be a personal matter 19.2%
The offender was not successful/didn’t complete the crime 15.9%
Reported the crime to another official 14.7%
Didn't consider the crime to be important enough 5.5%
Didn't think police would want to be bothered 5.3%
Lack of proof 5.0%
Fear of reprisal 4.6%
Too inconvenient/time consuming to report it 3.9%
Thought police would be biased/ineffective 2.7%
Property stolen had no ID number 0.5%
Not aware that a crime occurred until later 0.4%

Other reasons 22.3%
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By Rich Tennant

The 5th Wave

~

“Is it just me or did the whole ‘50% satisfaction

statistic seem a little unimpressive?”
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Table A-3

The Binomial Table

Binomial probabilities:

(,’Z)p‘H —p)rx

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.
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0.900
0.100

0.810
0.180
0.010

0.729
0.243
0.027
0.001

0.656
0.292
0.049
0.004
0.000

0.590
0.328
0.073
0.008
0.000
0.000

0.531
0.354
0.098
0.015
0.001
0.000
0.000

0.478
0.372
0.124
0.023
0.003
0.000
0.000
0.000

0.800
0.200

0.640
0.320
0.040

0.512
0.384
0.096
0.008

0.410
0.410
0.154
0.026
0.002

0.328
0.410
0.205
0.051
0.006
0.000

0.262
0.393
0.246
0.082
0.015
0.002
0.000

0.210
0.367
0.275
0.115
0.029
0.004
0.000
0.000

0.750
0.250

0.563
0.375
0.063

0.422
0.422
0.141
0.016

0.316
0.422
0.211
0.047
0.004

0.237
0.396
0.264
0.088
0.015
0.001

0.178
0.356
0.297
0.132
0.033
0.004
0.000

0.133
0311
0311
0.173
0.058
0.012
0.001
0.000

0.700
0.300

0.490
0.420
0.090

0.343
0.441
0.189
0.027

0.240
0.412
0.265
0.076
0.008

0.168
0.360
0.309
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0.028
0.002

0.118
0.303
0.324
0.185
0.060
0.010
0.001

0.082
0.247
0.318
0.227
0.097
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0.000
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0.400

0.360
0.480
0.160
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0.432
0.288
0.064
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0.346
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0.311
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0.138
0.037
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0.028
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0.017
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0.500

0.250
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0.125
0.375
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0.125
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0.400
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0.346
0.346
0.130

0.010
0.077
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0.300
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0.090
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0.002
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0.001
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0.000
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0.250
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0.000
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Data set A: Mean = 2.64, Median = 2.00
Data set B: Mean = 4.36, Median = 5.00
Data set C: Mean = 3.00, Median = 3.00
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Table 7-2 Best Actress Winners with Ages
Designated as Outliers

Year Name Age Movie

1967 Katharine Hepburn 60 Guess Who's Coming to Dinner
1968 Katharine Hepburn 61 The Lion in Winter

1985 Geraldine Page 61 Trip to Bountiful

2006 Helen Mirren 61 The Queen

1931 Marie Dressler 62 Min and Bill

1981 Katharine Hepburn 74 On Golden Pond

1989 Jessica Tandy 81 Driving Miss Daisy
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Table 19-6  Joint Distribution for the Pet Camping Survey Data

Support Separate Oppose Separate

Pet Section Pet Section
Camp with Pets 20+100=0.20 10+100=0.10
Don't Camp with Pets 55+ 100 = 0.55 15+100=0.15
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Table A-3

Binomial probabilities:

(,’Z)p‘H —p)rx

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.

p
nox 01 02 025 03 04 05 06 07 075 08 09
15 0 | 0206 0035 0013 0005 0000 0.000 0.00 0000 0000 0.000 0.000
1 0343 0.132 0067 0031 0005 0000 0000 0000 0000 0.000 0.000
2 | 0267 0231 0.5 0092 0022 0003 0000 0.000 0.000 0000 0.000
3 | 0129 0250 0225 0170 0063 0014 0002 0000 0.000 0000 0.000
4 | 0043 0188 0225 0219 0.127 0042 0007 0001 0000 0.000 0.000
5 | 0010 0.103 0.165 0206 0.186 0092 0024 0003 0001 0.000 0.000
6 | 0002 0043 0092 0.147 0207 0.153 0061 0012 0003 0001 0.000
7 | 0000 0014 0039 0081 0.77 0196 0118 0035 0013 0003 0.000
& | 0000 0003 0013 0035 0118 019 0177 0081 0.039 0014 0000
9 | 0000 0001 0003 0012 0061 0.153 0207 0.147 0092 0043 0.002
70 | 0000 0000 0001 0003 0024 0.092 0.186 0206 0.165 0.103 0.010
77| 0000 0000 0000 0001 0007 0.042 0.127 0219 0225 0.188 0.043
72 | 0000 0000 0000 0000 0002 0.014 0063 0170 0225 0250 0.129
73 | 0000 0000 0000 0.000 0000 0003 0022 0092 015 0231 0.267
74 | 0000 0000 0000 0000 0.000 0.00 0.05 0031 0067 0.132 0343
75 | 0000 0000 0000 0000 0.000 0.00 0.00 0005 0013 0.035 0.206
20 0 | 0122 0012 0003 0001 0000 0.00 0.00 0000 0000 0.000 0.000
1 0270 0.058 0021 0007 0000 0000 0000 0000 0000 0.000 0.000
2 | 0285 0.137 0067 0028 0003 0000 0000 0.000 0.000 0000 0.000
3 | 0190 0205 0.134 0072 0012 0001 0000 0.000 0.000 0000 0.000
4 | 0090 0218 0190 0.130 0035 0005 0000 0000 0000 0.000 0.000
5 | 0032 0175 0202 0.179 0075 0015 0001 0000 0000 0.000 0.000
6 | 0009 0.109 0169 0.192 0.124 0037 0005 0000 0000 0.000 0.000
7 | 0002 0055 0112 0.164 0.166 0074 0015 0001 0000 0.000 0.000
& | 0000 0022 0061 0114 0180 0120 0035 0004 0.001 0000 0.000
9 | 0000 0007 0027 0065 0.160 0.160 0071 0012 0003 0.000 0.000
70 | 0000 0002 0010 0031 0.117 0.176 0.117 0031 0010 0.002 0.000
77| 0000 0000 0003 0012 0071 0.160 0.160 0065 0.027 0.007 0.007
72 | 0000 0000 0001 0004 0035 0.120 0.180 0.114 0061 0.022 0.000
13 | 0000 0000 0000 0001 0015 0.074 0.166 0.164 0.112 0.055 0.002
74 | 0000 0000 0000 0000 0005 0.37 0.124 0192 0.169 0.109 0.009
75 | 0000 0000 0000 0000 0001 0.015 0075 0179 0202 0.175 0.032
76 | 0000 0000 0000 0000 0.000 0.05 0.035 0130 0.190 0218 0.090
77 | 0000 0000 0000 0000 0000 0.01 0012 0072 0.134 0205 0.190
78 | 0000 0000 0000 0000 0.000 0.00 0.03 0028 0067 0.137 0.285
79 | 0000 0000 0000 0000 0.000 0.00 0.00 0007 0021 0.058 0.270
20 | 0000 0.000 0.000 0000 0000 0000 0000 0.001 0.003 0012 0.122
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Table 19-2 Two-Way Table of Pet Camping Survey Data
(Al 100 Rows)
Support Separate Oppose Separate
Pet Section Pet Section
Pet Camper 20 10
Non—Pet Camper 55 15
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Table 5-4 Percentiles for All Possible ACT Exam
Scores in Math and Reading

ACT Score Mathematics Percentile Reading Percentile
34-36 99 99
33 98 97
32 97 95
31 96 93
30 95 91
29 93 88
28 91 85
27 88 81
26 84 78
25 79 74
24 74 70
23 68 65
22 62 59
21 57 54
20 52 47
19 47 41
18 40 34
17 33 30
16 24 24
15 14 19
14 06 14
13 02 09
12 01 06
1" 01 03

1-10 01 01
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Table 3-2 Numbers Drawn in the Pick 3 Lottery

Number No. of Times Drawn Percentage of Times Drawn
Drawn out of 4,839 (No. of Times Drawn = 4,839)
0 485 10.0%
1 468 9.7%
2 513 10.6%
3 491 10.1%
4 484 10.0%
5 480 9.9%
6 487 10.1%
7 482 10.0%
8 475 9.8%
9 474 9.8%
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Table 8-2

Probability Distribution for X= Number
of Red Traffic Lights (n=3, p=0.30)

p(x)

0.343

0.441

0.189

Q\)NiOk

0.027
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Table 19-3 Two-Way Table of Pet Camping Survey Data,
Including Marginal Totals
Support Separate Oppose Separate Marginal Row
Pet Section Pet Section Totals
Pet Camper 20 10 20+10=30
Non—Pet Camper 55 15 55+15=170
Marginal Column 20+55=175 10+15=25 Grand total =

Totals

100 (20 + 10+ 55
+15)
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Descriptive Statistics: Age

Total
Variable Count Mean StDev Minimum Q1 Median Q3 Maximum QR
Age 83 3569 1135 2100 2800 33.00 39.00 81.00 11.00
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Table 5-3 U.S. Household Income (2001 versus 2007)

Percentile 2001 Household Income 2007 Household Income
10th $10,913 $12,162

20th $17,970 $20,291

50th $42,228 $50,233

80th $83,500 $100,000

90th $116,105 $136,000

95th $150,499 $177,000
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Results of Election Survey with

Table 19-9
Conditional Distributions
Voted for Incumbent Didn’t Vote for Incumbent Total |
President President
Males 44 -110=0.40 66 = 110 =0.60 1.00
Females 36+90=040 54 =90 =0.60 1.00






OEBPS/images/9780470911082-eq11011_fmt.jpeg





OEBPS/images/9780470911082-eq09009_fmt.jpeg
13.6

H+2zo=120+(-1.28)(5)





OEBPS/images/9780470911082-eq13033_fmt.jpeg





OEBPS/images/9780470911082-eq18016_fmt.jpeg





OEBPS/images/9780470911082-eq15033_fmt.jpeg






OEBPS/images/9780470911082-eq08004_fmt.jpeg
o: oro°





OEBPS/images/9780470911082-eq21004_fmt.jpeg





OEBPS/images/9780470911082-eq08017_fmt.jpeg
,,(3):[2}0,303(170.30)“ =






OEBPS/images/9780470911082-EQ12007_fmt.jpeg
186,/0320048)





OEBPS/images/9780470911082-eq13080_fmt.jpeg





OEBPS/images/9780470911082-fg1002_fmt.jpeg
Z-distribution
= t,(approximately)






OEBPS/images/9780470911082-eqCS025_fmt.jpeg





OEBPS/images/9780470911082-fg0601_fmt.jpeg
Top Consumer Expenses

Transportation

[ 7]Insurance/pensions
[ Healthcare

E= Entertainment

[ ] Other expenses






OEBPS/images/9780470911082-eq13074_fmt.jpeg





OEBPS/images/9780470911082-fg0903_fmt.jpeg
Problem 3

Problem 1
Problem 2

20
Fish length (inches)





OEBPS/images/9780470911082-eq21011_fmt.jpeg
60.1






OEBPS/images/9780470911082-eq15003_fmt.jpeg





OEBPS/images/9780470911082-eq18003_fmt.jpeg





OEBPS/images/hearts.jpg





OEBPS/images/9780470911082-eq15021_fmt.jpeg





OEBPS/images/9780470911082-eq11064_fmt.jpeg





OEBPS/images/9780470911082-eq13028_fmt.jpeg





OEBPS/images/9780470911082-eq13046_fmt.jpeg





OEBPS/images/9780470911082-fg0401_fmt.jpeg
Standard Normal (Z-) Distribution

Possible values of Z





OEBPS/images/9780470911082-eq18021_fmt.jpeg
m=r > =098
B






OEBPS/images/9780470911082 pp0301_fmt.jpeg
The Sth Wave By Rich Tennant

GRICHTENNANT

-
=~

Chs - 90‘1:1 "‘""")(AM)‘ AMogus -85, /v.“ 3 L L

¢l( Py -

PREPRYIN —~ g([_;]g,f, ,'llvr'ot {«-—% ’\4

‘}(L‘Q_"/“v " n“blu he 1w
[T <t —""Ctu) »uw.‘ < ]

Lt 360 (1‘4#11(*‘\ ey v i
¢ LA m ";‘/,,(“\)M —aac '

/ .
\\u&>u.-¢‘\§,. (800 (av) (t{‘xi‘-—-(c ) u‘fopu-\tm

e ‘(("J-
‘I‘IUU % [ng o u/c(’ (q, e X“?ll"—“'

Tua. b % uw—f‘-?o;w vl fgen g
"“‘"“" N A2r~ I 5/ JTu W M
-'l
R ORY
[ GGl h,,__,
-8 frc;_..,‘om.,oc.“ﬁ-"
V"o-u‘-..« YU S

4: u,a-,_.uq. SN AR

“This guy writes an equation for over 20 minutes,
and he has the nerve to say, ‘Voila'?”





OEBPS/images/9780470911082-eq11036_fmt.jpeg





OEBPS/images/9780470911082-unaa04_fmt.jpeg
Binomial probabilities:

(;)pxﬂ —p)nx

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.
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Table 3-1 Number of Crimes, Estimated Population Size,
and Crime Rates in the U.S.

Year No. of Crimes Population Size Crime Rate per 100,000 People
1998 12,475,634 270,296,000 4,615.5
1999 11,634,378 272,690,813 4,266.5
2000 11,608,072 281,421,906 4,124.8
2001 11,876,669 285,317,559 4,162.6
2002 11,878,954 287,973,924 4,125.0
2003 11,826,538 290,690,788 4,068.4
2004 11,679,474 293,656,842 39773
2005 11,565,499 296,507,061 3,900.6
2006 11,401,511 299,398,484 3,808.1
2007 11,251,828 301,621,157 3,730.5
2008 11,149,927 304,059,784 3,667.0

Source: U.S. Crime Victimization Survey





OEBPS/images/9780470911082-tb0701.jpg
Table 7-1 Ages of Best Actress Oscar Award
Winners 1928-1935

Year Winner Age Movie

1928 Laura Gainor 22 Sunrise

1929 Mary Pickford 37 Coquette

1930 Norma Shearer 30 The Divorcee

1931 Marie Dressler 62 Min and Bill

1932 Helen Hayes 32 The Sin of Madelon Claudet
1933 Katharine Hepburn 26 Morning Glory

1934 Collette Colbert 31 It Happened One Night

1935 Bette Davis 21 Dangerous
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Table A-3

Binomial probabilities:

(,’Z)p‘H —p)nx

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.
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Age of Best Actress Award Winners 1928-2009 (n = 83)
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Binomial probabilities:

(;)pxﬁ - p)nx

Numbers in the table represent p(X=x) for a binomial
distribution with ntrials and probability of success p.
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Table 5-1 U.S. Population, Broken Down by

Age and Gender (2009)
Age Both % Males % Females %
Group Sexes
Under5 21,299,656 6.94 10,887,008 7.19 10,412,648 6.69
5-9 20,609,634 6.71 10,535,900 6.96 10,073,734 6.48
10-14 19,973,564 6.51 10,222,522 6.75 9,751,042 6.27
15-19 21,537,837 7.02 11,051,289 7.30 10,486,548 6.74
20-24 21,539,559 7.02 11,093,552 1.32 10,446,007 6.72
25-29 21,677,719 7.06 11,115,560 1.34 10,562,159 6.79
30-34 19,888,603 6.48 10,107,974 6.67 9,780,629 6.29
35-39 20,538,351 6.69 10,353,016 6.84 10,185,335 6.55
40-44 20,991,605 6.84 10,504,139 6.94 10,487,466 6.74
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Table 18-1 Cricket Chirps and Temperature Data (Excerpt)

Number of Chirps (in 15 Seconds) Temperature (Fahrenheit)
18 57
20 60
21 64
23 65
27 68
30 Al
34 74

39 17
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